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Abstract

Starting from the microscopic Maxwell equations, a self-contained theory of the local electromagnetic
field in crystalline dielectrics and its relation to macroscopic electrodynamics is established. Applying
the Helmholtz decomposition theorem to the microscopic Maxwell equations, two independent sets
of equations determining the solenoidal (transverse) and irrotational (longitudinal) contributions of the
local electromagnetic field are initially identified. This enables to restate the microscopic Maxwell
equations in terms of equivalent inhomogeneous integral equations, where the entire matter and its
response to the local electromagnetic field is fully taken into account by the current density. Imple-
menting a phenomenological material model into this current density, where the local electric field is
assumed to polarize individual atoms/ions or subunits of the material in reaction to an externally applied
electric field, the inhomogeneous integral equation determining the local electric field is specified first
with respect to crystalline dielectrics, solely with the crystal structure and the individual polarizabili-
ties as an input into the theory. Afterwards, it is solved exactly by making use of a newly discovered
orthonormal and complete system of non-standard Bloch eigenfunctions of the crystalline translation
operator. The propagable modes within the dielectric crystal as well as their dispersion relations ωn (q),
also called photonic band structure, are then obtained from the corresponding solvability condition of
the associated homogeneous integral equation. Additionally, the impact of radiation damping and of a
static external magnetic induction field on ωn (q) is elucidated, followed by a discussion on the char-
acteristics of the local electromagnetic field in crystalline dielectrics. Subsequently, the macroscopic
electromagnetic field is consistently derived from the local electromagnetic field by applying a spatial
low-pass filter to the latter one to eliminate all spatial variations that occur on length scales comparable
to the lattice constant. The same filtering procedure is then deployed to the microscopic polarization,
so that the dielectric tensor εΛ (q,ω) can be introduced in a tried and tested way as that quantity that
relates the low-pass filtered microscopic polarization with the macroscopic electric field. Next, the dif-
ferential equations satisfied by the longitudinal and transverse parts of the macroscopic electric field
describing electric field screening or wave propagation are deduced in terms of the longitudinal and
transverse dielectric tensor ε(L) (q,ω) and ε(T) (q,ω) respectively, followed by a comparison of the lo-
cal and macroscopic radiation field in dielectric crystals. Finally, the dielectric tensor and its transverse
counterpart are discussed. It is shown, that the derived expression for the dielectric tensor εΛ (q,ω)

conforms in the static limit with general principles such as causality and thermodynamic stability and
eventually reduces to the well-known Clausius-Mossotti equation when monatomic simple cubic crys-



iv

tals are considered. Furthermore, its frequency dependence is proven to comply well with the Lyddane-
Sachs-Teller relation. In the end, the Taylor expansion of the transverse dielectric tensor ε(T) (q,ω)

up to second order around q = 0 gives insight into various optical effects or quantities, that are related
to non-locality (spatial dispersion) and retardation (chromatic dispersion), in full agreement with the
phenomenological theory of Agranovich and Ginzburg [1]. This includes the index of refraction, nat-
ural optical activity and spatial dispersion induced birefringence as well as their respective frequency
dependencies. The utility of the presented theory is then proven by demonstrating, that the calculations
regarding the previously mentioned optical effects or quantities coincide well with experimental data
for a variety of highly diverse and complex crystal structures. In particular, the disruptive influence of
spatial dispersion induced birefringence in cubic crystals is highlighted in view of the design of optical
imaging systems for lithographic applications in the deep ultraviolet spectral region.
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Chapter 1

Introduction

On a microscopic level any material consists of charged particles, namely electrons and their associ-
ated nuclei. Therefore, the classical fundamental theoretical framework of electrodynamics in matter
is based on microscopic Maxwell equations, complemented by a model of the material under consider-
ation, that has to be incorporated into the total charge and current densities ρ̄ (r, t) and j̄(r, t). In this
context, ρ̄ (r, t) and j̄(r, t) reflect the spatial structure of the medium on a microscopic level and the mo-
tion of the particles in it, including their electromagnetic response [2]. The solution of the microscopic
Maxwell equations when taking into account the respective material model then provides the true spa-
tial and temporal electromagnetic field distribution interacting with the individual charges within the
medium, which is in this work called the local electromagnetic field1. Consequently, the calculation of
the local field constitutes the basis for studying electrodynamics in different sorts of materials like e.g.
dielectrics, conductors or superconductors on a microscopic level, irrespective of whether these are in a
gaseous, liquid or solid state. In particular, this includes the propagation of light in as well as the optical
properties of crystalline dielectrics, which is in the focus of this work.

Although the macroscopic Maxwell equations are commonly deployed for the theoretical description of
electrodynamics in matter, including light propagation therein, it should be emphasized that this macro-
scopic approach is purely phenomenological, in contrast to that of the local field described above. For

1Originally, the term “local field” goes back to Lorentz. However, his approach for calculating the local electric field
polarizing an individual atom within a medium is purely phenomenological and substantially differs from that presented in
this work. In Lorentz’s theory, the aim is to determine the local electric field Elocal acting on a particular atom at position
ratom inside a polarizable dielectric medium coming from the macroscopic Maxwell equations. To do so, the respective atom
located at ratom is imagined to be surrounded by a sphere whose radius is large compared to the interatomic distance within
the medium but small compared to the length scale on which the macroscopic electric field E varies. Outside the sphere the
medium is treated as a continuum where E gives rise to a macroscopic polarization P , while the electric field contribution
to the local field from inside the sphere Enear, that induces a polarization Pnear, is obtained by considering the medium’s
specific microstructure. To be precise, Enear results by summing up the dipole fields of the individual atoms arranged around
the atom at ratom. Due to the boundary condition for the normal component of the macroscopic dielectric displacement D at
the sphere’s surface, a surface charge density is induced on the sphere, giving rise to an electric field Esphere. Then, the local
field is given as the superposition Elocal = E +Enear +Esphere and has to be understood as a, for the medium’s microscopic
structure, corrected macroscopic electric field. For details see e.g. [3, 4].
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instance, the origin of natural optical activity occurring in various crystals is inherently included in the
local field formalism because the precise arrangement of atoms/ions in a crystal lattice is fully taken
into account. Additionally, quantum mechanical considerations on the interaction among individual
atoms and the local electric field in presence of an externally controlled static magnetic induction field
naturally give rise to the Faraday effect. In contrast, both optical effects just mentioned have to be
incorporated by hand into the macroscopic description by means of one polar and one axial 3rd rank
material tensor, where both tensors have to reflect the point group symmetry of the respective crystal,
a requirement set by Neumanns principle [1, 5]. For this reason, the fundamental physical mecha-
nisms causing various effects like e.g. the Faraday effect remain hidden in the framework of macro-
scopic electrodynamics. In particular, drawing conclusions from a phenomenological/macroscopic the-
ory to microscopic mechanisms is a delicate affair, as diverse microscopic theories may possess the
same asymptotic/macroscopic limit. In contrast, the phenomenological electrodynamic theory based
on macroscopic Maxwell equations is totally included in the local field formalism and can be deduced
from this by a simple filtering process, as is shown in this work. As a consequence, the local field
formalism provides access to macroscopic material parameters like e.g. the dielectric tensor or the 3rd

rank material tensors describing natural optical activity and the Faraday effect. Furthermore, it allows
to relate them to microscopic quantities like e.g. the polarizabilities of the individual atoms/ions that
build up the material under investigation.

Paying special attention to electromagnetic wave or light propagation, the theory on the local elec-
tromagnetic field including its relation to the macroscopic field description is elaborated by using the
example of crystalline dielectrics. On the one hand this kind of material possesses a variety of optical
effects that are related to its material structure as well as to the electromagnetic response of its individ-
ual constituents. On the other hand dielectric crystals are multilaterally applicable in all fields of optical
sciences as they allow a tailored manipulation of technically relevant properties of light like its polar-
ization, phase and intensity. For instance, dielectric crystals are utilized as polarizers and analyzers in
ellipsometry, a widely used technique in material sciences for measuring the complex dielectric func-
tion of a material or also for determining the thickness of a thin film with a precision on the nanometer
scale [6, 7]. In addition, their usage in form of e.g. λ

4 −waveplates allows the conversion of linear
polarized laser light to circular polarized light, which is essential for trapping atoms in magneto-optical
traps [8]. Also, optical imaging systems for lithographic applications operating in the deep ultravio-
let spectral regime are fabricated from crystals like BaF2 and CaF2, as they are less absorptive than
glasses in this spectral range [9]. Furthermore, the range of application of crystalline dielectrics can
be enlarged significantly by manipulating their optical properties with the aid of externally controlled
electromagnetic fields. In particular, deploying a static magnetic induction field to a dielectric crystal
like terbium-gallium-garnet allows its usage as a Faraday rotator, a magneto-optical device that rotates
linear polarized light in a non-reciprocal way and therefore facilitates the realization of optical isola-
tors, which are widely employed in interferometers to suppress perturbing back reflections. In addition,
when an electric field is applied to a crystalline dielectric that does not possess a center of inversion like
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e.g. KDP or LiNbO3, the crystal acts as a Pockels cell, an electro-optic modulator that allows e.g. the
realization of Q-switched lasers [10], these having a versatile scope in clinical applications like laser
tattoo removal or pigmented and vascular lesion removal [11–13].

Due to the multitude of qualitatively distinct optical effects exhibited by crystalline dielectrics as well
as their numerous fields of applications in the optical sciences it is worthwhile to develop a profound
knowledge on the electrodynamics of these materials from a microscopic point of view. This is the
objective of this thesis, that is organized as follows:

In chapter 2, the microscopic Maxwell (differential) equations determining the local electromagnetic
field exactly in arbitrary materials are restated in terms of equivalent inhomogeneous integral equations
by making use of the Helmholtz decomposition theorem. In chapter 3, the material model represented
by ρ̄ (r, t) and j̄(r, t) is initially specified to crystalline dielectrics. Afterwards, the inhomogeneous
integral equations are solved exactly by expanding the local electromagnetic field with respect to a
complete and orthonormal set of non-standard Bloch functions. The propagable modes of the radiation
field are then identified from the solvability condition of the associated homogeneous integral equations,
which reflects the photonic band structure. Finally, the characteristics of the local electromagnetic field
in dielectric crystals are discussed. In chapter 4, the macroscopic electromagnetic field is deduced from
the local one by means of a low-pass filtering process. In this context the dielectric tensor is identified
and the differential equations of macroscopic electrodynamics are derived. Subsequently, the local
and the macroscopic radiation field are contrasted and their commonalities as well as their varieties are
highlighted. In what follows, the dielectric tensor is thoroughly discussed. This includes besides certain
limiting cases also the calculation of optical quantities like the index of refraction, rotatory power or
spatial dispersion induced birefringence for a variety of crystalline dielectrics and their comparison with
experimental data. The main text ends with a summary and an outlook on potential extensions of the
presented theory in chapters 5 and 6, respectively. Appendices A - H provide several derivations as well
as auxiliary calculations that would have disturbed the line of thought within the main text. Appendix I
gives a brief introduction in the local field description of magnetizable crystals.





Chapter 2

The integral equations of the local
electromagnetic field

On a fundamental level any material consists of charged particles carrying some spin, namely electrons
and their allocated nuclei, which may interact with electromagnetic fields. As emphasized by Keldysh
[2], each particle responds to the fields of all other constituent particles of the material in exactly the
same way as to the fields generated by external charge and current densities. As a consequence, when
an external field is applied to a material, the actual field, i.e. the local field interacting with a particular
particle, will be a superposition of the externally applied field and the fields generated by all the other
constituent particles of the medium. Thus, the material’s microstructure is inherently encoded in the
local field. Since all the fields are treated classically in this work, the microscopic Maxwell equations
serve as the elemental starting point for the calculation of the local field, as they govern the laws
of classical electrodynamics exactly. The specific material model is then fully taken into account by
the total charge or current density, where the response of the individual charged particles to the local
electromagnetic field is driven by the Lorentz force.

This section is organized as follows. Once the microscopic Maxwell equations have been introduced
in space-time domain, they will be Fourier transformed to space-frequency domain, before the current
density as well as the local electromagnetic field are decomposed into their irrotational (longitudinal)
and solenoidal (transverse) contributions with the aid of Helmholtz’s theorem. The resulting (differ-
ential) equations determine unambiguously the longitudinal and transverse components of the local
electromagnetic field. Assuming that the current density does not vanish in two spatially disjoint do-
mains of three dimensional space, where one domain constitutes the source of an externally applied
electromagnetic field and where the other one represents the probe volume of the material under inves-
tigation, these (differential) equations can be reformulated in terms of integral equations, that form the
basis for the investigation of the local electromagnetic field in arbitrary materials.
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2.1 Helmholtz decomposition of Maxwell’s equations

The microscopic Maxwell equations in space-time domain read in SI units

∇r · Ē(r, t) =
1
ε0

ρ̄ (r, t) (2.1.1)

∇r · B̄(r, t) = 0 (2.1.2)

∇r × Ē(r, t) =−∂ B̄(r, t)
∂ t

(2.1.3)

∇r × B̄(r, t) = µ0ε0
∂ Ē(r, t)

∂ t
+µ0j̄(r, t) , (2.1.4)

where ρ̄ (r, t) and j̄(r, t) denote the total charge or current density and thus represent on a fundamental
level the material distribution in space. The response of the individual charges of magnitude Z |e| to
the local electromagnetic field, where Z ∈ Z and |e| denotes the elementary charge, is governed by the
Lorentz force according to

F̄(r, t) = Z |e|
(

Ē(r, t)+
dr
dt

× B̄(r, t)
)
. (2.1.5)

Due to the linearity of Maxwell’s equations (2.1.1)-(2.1.4), any wanted time dependence of the quanti-
ties Ē(r, t), B̄(r, t), ρ̄ (r, t) and j̄(r, t) can be constructed by a superposition of monochromatic signals
out of the set

{
e−iωt

}
ω∈R. Therefore, it is easy and convenient to get rid of the time derivatives in

Maxwell’s equations by Fourier transforming them from time to frequency domain. By convention,
the Fourier transform of a function from time to frequency domain or vice versa, where the mutually
Fourier transformed functions are denoted by f̄ (r, t) and f (r,ω), is defined by

f̄ (r, t) =
1

2π

ˆ
∞

−∞

dω e−iωt f (r,ω) (2.1.6)

f (r,ω) =

ˆ
∞

−∞

dt eiωt f̄ (r, t) . (2.1.7)

Similarly, a function f (r,ω) living in real space is related to its Fourier transform f̃ (k,ω) that lives in
reciprocal space via

f (r,ω) =
1

(2π)3

ˆ
R3

d3k eik·r f̃ (k,ω) (2.1.8)

f̃ (k,ω) =

ˆ
R3

d3r e−ik·r f (r,ω) . (2.1.9)
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Consequently, from (2.1.1)-(2.1.4) one readily obtains the corresponding Maxwell equations in space-
frequency domain according to

∇r ·E(r,ω) =
1
ε0

ρ (r,ω) (2.1.10)

∇r ·B(r,ω) = 0 (2.1.11)

∇r ×E(r,ω) = iωB(r,ω) (2.1.12)

∇r ×B(r,ω) =−iωµ0ε0E(r,ω)+µ0j(r,ω) , (2.1.13)

which constitute the basis for further purposes. In accordance with Helmholtz’s theorem [14–17], a
smooth vector field V(r,ω) that decays fast enough when |r| → ∞, can be decomposed uniquely into a
sum of its irrotational (longitudinal) and solenoidal (transverse) components V(L) (r,ω) and V(T) (r,ω)

according to1

V(r,ω) = V(L) (r,ω)+V(T) (r,ω) (2.1.14)

∇r ×V(L) (r,ω) = 0 (2.1.15)

∇r ·V(T) (r,ω) = 0. (2.1.16)

The explicit construction of V(L) (r,ω) and V(T) (r,ω) out of V(r,ω) can be realized with the help of
the so-called longitudinal and transverse projection operators2, whose matrix elements in real space are
given in cartesian coordinates by

a,b ∈ {1,2,3}

Π
(L)
ab

(
r− r′

)
=

1
3

δabδ
(
r− r′

)
+ΘH

(∣∣r− r′
∣∣−0+

) δab |r− r′|2 −3(ra − r′a)
(
rb − r′b

)
4π |r− r′|5

(2.1.17)

Π
(T)
ab

(
r− r′

)
=

2
3

δabδ
(
r− r′

)
−ΘH

(∣∣r− r′
∣∣−0+

) δab |r− r′|2 −3(ra − r′a)
(
rb − r′b

)
4π |r− r′|5

, (2.1.18)

1For a detailed derivation of (2.1.14), see appendix A.1. Also note, that the terms irrotational and longitudinal as well as
solenoidal and transverse will be used synonymously in this work, although there is a subtle difference. The terms longitudinal
and transverse usually refer to reciprocal space, where a field orientated parallel to the “wave vector” is called longitudinal
while a field that is perpendicular to the “wave vector” is said to be transverse. In real space instead, there is no such
geometrical picture due to the non-local relationship between a vector field and its irrotational and solenoidal components
(see (2.1.19)).

2The projection operators given by (2.1.17) and (2.1.18) are also known as longitudinal and transverse delta function. For
their derivation as well as that of the projection procedure (2.1.19), see appendix A.2 or alternatively [18].
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where ΘH (x) denotes the Heaviside step function. The components of V(L) (r,ω) or V(T) (r,ω) in
cartesian coordinates are then related to those of V(r,ω) via the convolution integral

a ∈ {1,2,3}

V (A)
a (r,ω) =

3

∑
b=1

ˆ
R3

d3r′ Π(A)
ab

(
r− r′

)
Vb
(
r′,ω

)
; A ∈ {L,T} , (2.1.19)

which corresponds in reciprocal space to the local relationship

Ṽ (A)
a (k,ω) =

3

∑
b=1

Π̃
(A)
ab (k)Ṽb (k,ω) ; A ∈ {L,T} , (2.1.20)

with the associated projection operators given by

Π̃
(L)
ab (k) =

kakb

|k|2
(2.1.21)

Π̃
(T)
ab (k) = δab −

kakb

|k|2
. (2.1.22)

Due to the extensive use of the projection operators in this work, their characteristic properties are
briefly summarized in abstract operator notation according to

Π
(L)+Π

(T) = I (2.1.23)

Π
(L) ◦Π

(L) = Π
(L) (2.1.24)

Π
(T) ◦Π

(T) = Π
(T) (2.1.25)

Π
(L) ◦Π

(T) = Π
(T) ◦Π

(L) =O, (2.1.26)

where “◦” denotes the common matrix product in reciprocal space or a convolution in real space, while
I and O represent the corresponding unity and zero operator, respectively.

It should be stressed again, that the projection process (2.1.19) in real space is non-local, i.e. even
if V(r,ω) vanishes in any region of three-dimensional space, it does not have to hold true for the
projected fields V(L) (r,ω) and V(T) (r,ω). As will be seen in the course of this work, the Helmholtz
decomposition of Maxwell’s equations will allow an unambiguous identification of the radiative and
non-radiative contributions of the electromagnetic field including their associated sources3.

According to equation (2.1.11) the magnetic induction field has vanishing divergence and is thus always
transverse, so that in the remainder of this work the notation

B(r,ω)≡ B(T) (r,ω) (2.1.27)

3In other words, the Helmholtz decomposition permits the identification of the independent degrees of freedom of the
electromagnetic theory, which is important in the context of quantizing the electromagnetic radiation field. See e.g. [18].
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is introduced. Now, applying the Helmholtz decomposition (2.1.14) to Maxwell’s equations (2.1.10)-
(2.1.13) with regard to the current density j(r,ω) as well as to the fields E(r,ω) and B(r,ω), one
readily obtains

∇r ·E(L) (r,ω) =
1
ε0

ρ (r,ω) (2.1.28)

∇r ·B(r,ω) = 0 (2.1.29)

∇r ×E(T) (r,ω) = iωB(r,ω) (2.1.30)

∇r ×B(r,ω) =−iωµ0ε0

(
E(L) (r,ω)+E(T) (r,ω)

)
+µ0

(
j(L) (r,ω)+ j(T) (r,ω)

)
=−iωµ0ε0E(T) (r,ω)+µ0j(T) (r,ω) , (2.1.31)

where in the second line of the last equation the orthogonality of longitudinal and transverse vector
fields was exploited, leading to the important identity

−iωε0E(L) (r,ω)+ j(L) (r,ω) = 0. (2.1.32)

Obviously, (2.1.32) reflects the continuity equation in space-frequency domain, as taking the divergence
and employing (2.1.28) directly gives4

−iωρ (r,ω)+∇r · j(L) (r,ω) = 0. (2.1.33)

It should be pointed out that the longitudinal electric field E(L) (r,ω) can be determined from a scalar
potential φ (r,ω) due to its vanishing curl, i.e. it can be written as

E(L) (r,ω) =−∇rφ (r,ω) . (2.1.34)

When taking the divergence of (2.1.32), subsequent application of the continuity equation (2.1.33)
together with (2.1.34) yields the Poisson equation

−∇
2
rφ (r,ω) =

1
ε0

ρ (r,ω) (2.1.35)

for the scalar potential φ (r,ω), that possesses the particular solution

φ (r,ω) =
1

4πε0

ˆ
R3

d3r′
ρ (r′,ω)

|r− r′|
, (2.1.36)

which is well known from electrostatics. Consequently, the longitudinal electric field E(L) (r,ω) con-
stitutes a non-radiative field. To obtain an equation for the transverse electric field alone, the respective
Maxwell equations determining E(T) (r,ω) and B(r,ω) have to be decoupled. This can be achieved by

4Recall, that because of (2.1.6) the equivalence ∂

∂ t ↔−iω is established. Similarly, there holds ∇r ↔ ik due to (2.1.8).
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taking the curl of (2.1.30) and subsequent employment of the identity

∇r ×∇r ×V(r,ω) = ∇r∇r ·V(r,ω)−∇
2
rV(r,ω) (2.1.37)

together with (2.1.31). As a result5, the transverse electric field E(T) (r,ω) is described by the Helmholtz
equation

−∇
2
rE(T) (r,ω)− ω2

c2 E(T) (r,ω) = iωµ0j(T) (r,ω) , (2.1.38)

indicating unambiguously that E(T) (r,ω) is a radiative field6. Of course, there holds a similar Helmholtz
equation for the magnetic induction field, which can be obtained by taking the curl of (2.1.31) with en-
suing application of (2.1.30) and (2.1.37). It reads

−∇
2
rB(r,ω)− ω2

c2 B(r,ω) = µ0∇r × j(T) (r,ω) (2.1.39)

and thus indicates the radiative character of B(r,ω). Finally, another advantage of the Helmholtz
decomposition becomes obvious at this point, as each cartesian component of the fields E(T) (r,ω) and
B(r,ω) satisfies the Helmholtz equation separately, so that a solution based on a scalar instead of a
dyadic Green function is possible.

In this section, the fundamental (differential) equations determining the longitudinal and transverse
components of the local electric field as well as that of the purely transverse local magnetic induc-
tion field have been identified by applying Helmholtz’s decomposition to the microscopic Maxwell
equations. In the next section, these equations will be transformed to integral equations that form an ef-
fective basis for the investigation of the local electromagnetic field in arbitrary materials. In particular it
is shown in the course of this work, that these integral equations can be solved exactly when polarizable
or magnetizable crystalline materials are considered.

2.2 Integral representation of the local electromagnetic field

The transformation of a differential equation to an integral equation has a long tradition in physics7, be-
cause the treatment of physical problems by means of integral equations instead of differential equations
provides several advantages. To obtain a unique solution of a differential equation, it has to be supple-
mented by particular boundary conditions, that have to be imposed at the final stage of the calculation.
In contrast, when an integral equation is constructed, which is equivalent to a particular differential
equation including the imposed boundary conditions, the definite form of the integral equation depends
on the boundary conditions and therefore these are inherently built into the integral equation. Further,

5Recall the identity c = 1√
ε0µ0

.
6As photons describe quantized radiation, they are exclusively the quanta of the transverse electric field E(T) (r,ω).
7An outstanding example can be found in quantum mechanical scattering theory, where the Schrödinger equation is trans-

formed to an integral equation. See e.g. [19].
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Figure 2.2.1: Schematic illustration of the externally controlled source volume ΩS and the probe volume
to be investigated ΩP embedded in free space. Both disjoint domains exhibit non vanishing current
densities jext (r,ω) and jind (r,ω), respectively. The figure is taken from [23].

an integral equation is non-local, i.e. it relates the unknown function to its values throughout a specific
region including the boundary [20]. Hence, imposing conditions for the normal and tangential com-
ponents of a vector field at an interface, as is usually done in the differential equation formulation of
electrodynamics, is redundant in the integral equation approach. Finally it should be mentioned, that
physical problems exist which can not be represented by differential equations but by integral equations,
granting the integral equations a wider generality [21, 22].

In the following, the equations (2.1.32), (2.1.38) and (2.1.39) determining the local electromagnetic
field are supposed to be solved for the geometry shown in figure 2.2.1. The setup consists of two
disjoint domains ΩS and ΩP which are referred to as the source and the probe volume, respectively.
They are embedded in free three-dimensional space and filled with material at rest. Obviously, there
holds by construction ΩS ∩ΩP = /0 where Ω = ΩS ∪ΩP denotes the total domain of non-vanishing
current densities. Accordingly, the current density is split into

j(r,ω) =


jext (r,ω) r ∈ ΩS

jind (r,ω) r ∈ ΩP

0 r /∈ Ω

, (2.2.1)

where jext (r,ω) is an externally controlled and a priori known current density, whereas jind (r,ω) repre-
sents the induced current density in the material to be investigated8. What type of material is dealt with,
depends on the specific model of the material which has to be incorporated into jind (r,ω). Furthermore,
it is assumed that charge transfer between ΩS and ΩP is prohibited, having the consequence that the

8As was shown in the previous section, the sources of the local electromagnetic field are the longitudinal and transverse
components of the current density, see (2.1.32) and (2.1.38) for the electric field as well as (2.1.39) for the magnetic induction
field. Hence, there is no necessity to incorporate the material model into the charge density separately. If desired, the charge
density can always be deduced from the continuity equation (2.1.33) by calculating the divergence of the (longitudinal) current
density.
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continuity equation (2.1.33) holds separately in the domains concerned, i.e.

−iωρext (r,ω)+∇r · j(L)ext (r,ω) = 0 for r ∈ ΩS (2.2.2)

−iωρind (r,ω)+∇r · j(L)ind (r,ω) = 0 for r ∈ ΩP. (2.2.3)

Additionally, the source is allowed to affect the probe, while it is required that the reverse does not
hold true9. As a reminder, the projection process (2.1.19) relates j(L) (r,ω) or j(T) (r,ω) to j(r,ω) in a
non-local way, i.e. though j(r,ω) ̸= 0 only holds for r ∈ Ω, there is no such restriction for j(L) (r,ω)

and j(T) (r,ω), respectively. Hence, for the geometry under consideration, the longitudinal electric field
is readily determined from equation (2.1.32) according to

E(L)
a (r,ω) =

1
ε0

1
iω

j(L)a (r,ω)

= E(L)
ext,a (r,ω)+

1
ε0

1
iω

j(L)ind,a (r,ω) , (2.2.4)

where the externally controlled longitudinal electric field is defined by

E(L)
ext,a (r,ω) =

1
ε0

1
iω

j(L)ext,a (r,ω) . (2.2.5)

It turns out that for the exact analytical calculation of the transverse electric field, a transformation of
Helmholtz’s equation (2.1.38) into an integral equation is appropriate. The latter reads10

E(T)
a (r,ω) = E(T)

ext,a (r,ω)+ iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ind,a

(
r′,ω

)
, (2.2.6)

where the externally controlled transverse electric field is defined by

E(T)
ext,a (r,ω) = iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ext,a

(
r′,ω

)
. (2.2.7)

Here,

g
(
r− r′,ω

)
=

1
4π

ei ω

c |r−r′|

|r− r′|
(2.2.8)

denotes the retarded Green function of Helmholtz’s equation, behaving like an outgoing spherical wave
and being determined by (

−∇
2
r −

ω2

c2

)
g
(
r− r′,ω

)
= δ

(
r− r′

)
. (2.2.9)

9For instance, imagine a setup where a laser (the source) irradiates a crystal (the probe). At the crystal’s surface an amount
of the emitted laser light will be reflected and possibly a small fraction of it may enter the laser cavity, thus inducing a current
density inside the source and consequently modulating the laser emission. This effect, where the crystal affects the laser as
a consequence of being irradiated, is a kind of backlash and will be neglected in the remainder of this work. It should be
emphasized that the suppression of such retroactive effects can be realized in experiments with the help of optical insulators.

10For a detailed derivation of the integral equation (2.2.6) determining E(T)
a (r,ω), see appendix B.
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It should be emphasized, that the external transverse electric field given by (2.2.7) represents a particular
solution of an inhomogeneous Helmholtz equation. Hence, there is no need to satisfy the dispersion
relation |k| = ω

c of free space, that represents the solvability condition of the associated homogeneous
Helmholtz equation, where k denotes the so-called wave vector which is usually associated with a plane
wave proportional to eik·r. As the Helmholtz equation (2.1.39) establishing the magnetic induction field
can be received from that of the transverse electric field (2.1.38) just by replacing E(T) (r,ω)→ B(r,ω)

and iωj(T) (r,ω) → ∇r × j(T) (r,ω), its integral representation can be readily deduced from (2.2.6),
yielding

Ba (r,ω) = Bext,a (r,ω)+µ0

ˆ
R3

d3r′ g
(
r− r′,ω

)[
∇r′ × j(T)ind

(
r′,ω

)]
a
, (2.2.10)

where the externally controlled magnetic induction field is defined by

Bext,a (r,ω) = µ0

ˆ
R3

d3r′ g
(
r− r′,ω

)[
∇r′ × j(T)ext

(
r′,ω

)]
a
. (2.2.11)

The local electric field Ea (r,ω) is then obtained by superimposing its longitudinal and transverse com-
ponents according to Helmholtz’s theorem, reading

Ea (r,ω) = E(L)
a (r,ω)+E(T)

a (r,ω)

= E(L)
ext,a (r,ω)+E(T)

ext,a (r,ω)+
1
ε0

1
iω

j(L)ind,a (r,ω)+ iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ind,a

(
r′,ω

)
.

(2.2.12)

Identifying the externally controlled electric field as

Eext,a (r,ω) = E(L)
ext,a (r,ω)+E(T)

ext,a (r,ω) (2.2.13)

and expressing the induced longitudinal and transverse current densities j(L)ind,a (r,ω) and j(T)ind,a (r,ω),
respectively, in terms of jind,a (r,ω) by means of (2.1.19), the local electric field finally assumes the
guise (with c = 1√

ε0µ0
)

Ea (r,ω)

=Eext,a (r,ω)+
i
ω

1
ε0

3

∑
b=1

ˆ
R3

d3r′
[

ω2

c2

ˆ
R3

d3x g(r−x,ω)Π
(T)
ab

(
x− r′

)
−Π

(L)
ab

(
r− r′

)]
jind,b

(
r′,ω

)
=Eext,a (r,ω)+

i
ω

1
ε0

3

∑
b=1

ˆ
R3

d3r′ Gab
(
r,r′,ω

)
jind,b

(
r′,ω

)
, (2.2.14)

which has already been obtained following the outlined procedure by [24]. In the last line of (2.2.14)
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the cartesian components of the electromagnetic kernel have been defined as11

Gab
(
r,r′,ω

)
=

ω2

c2

ˆ
R3

d3x g(r−x,ω)Π
(T)
ab

(
x− r′

)
−Π

(L)
ab

(
r− r′

)
. (2.2.15)

As is shown in appendix C, there holds for the electromagnetic kernel

Gab
(
r,r′,ω

)
= Gab

(
r− r′,ω

)
, (2.2.16)

expressing its translation invariance with respect to a simultaneous shift of its spatial arguments by a
constant vector. Furthermore, its Fourier transform G̃ab (k,ω) which will be used extensively for the
representation and evaluation of lattice sums in the course of this work, is given by

G̃ab (k,ω) =
ω2

c2
1

|k|2 − ω2

c2

Π̃
(T)
ab (k)− Π̃

(L)
ab (k) (2.2.17)

=
ω2

c2 δab − kakb

|k|2 − ω2

c2

. (2.2.18)

Equation (2.2.14) determines the total local electric field exactly and constitutes the starting point for
the investigation of electromagnetic wave propagation in as well as the optical properties of arbitrary
media. What kind of material is dealt with, say insulators, semiconductors, conductors or even super-
conductors, irrespective of their state of aggregation, solely depends on the model of the material that
is incorporated into the induced current density jind (r,ω).

In the next chapter, a material model for crystalline dielectrics is proposed, that allows to solve (2.2.14)
analytically for Ea (r,ω) by means of a special orthonormal and complete system of Bloch functions12.
Once the propagable modes of the local field have been identified with the eigenmodes of the crystalline
dielectric, Ea (r,ω) will be discussed extensively, where special attention is paid with respect to its
longitudinal (non-radiative) and transverse (radiative) components.

11The formal structure of the local electric field’s integral representation (2.2.14) may remind on the solution of the vector
wave equation for the electric field by means of a dyadic Green function. Indeed, there is a close relationship between that
dyadic Green function and the electromagnetic kernel given by (2.2.15), as is shown in appendix C.3.

12Both, the material model as well as the function system have been established by Prof. N. Schopohl [23, 24].



Chapter 3

The local electromagnetic field in
crystalline dielectrics

To investigate the local electromagnetic field in as well as the optical properties of crystalline dielectrics,
an appropriate material model is initially established concerning the induced current density. Starting
from a phenomenological model of polarizable atoms or ions arranged in a three-dimensional (crystal)
lattice, the integral equation (2.2.14) determining the local electric field is specified first. Then, by
expanding the local electric field with respect to a newly discovered complete and orthonormal system
of non-standard Bloch functions, this integral equation is solved analytically. Driven by the question,
which modes of the local electromagnetic radiation field are capable to propagate within dielectric
crystals, the concept of the photonic band structure is elaborated in detail. In particular this includes
the impact of radiation damping as well as that of an additionally applied static magnetic induction
field on the photonic bands. Based on these findings, the local electric field in crystalline dielectrics is
discussed, where special attention is paid to its radiative (transverse) and non-radiative (longitudinal)
contributions.

3.1 Model of light-matter interaction

Initially, consider again the geometry shown in figure 2.2.1, where within a fixed inertial frame an exter-
nally controlled and a priori known current source as well as the probe under investigation, both at rest
in that frame, occupy volumes ΩS and ΩP, respectively. The probe is assumed to be a charge-neutral,
non-polar dielectric material with crystalline order, so that in equilibrium each individual constituent
(e.g. an atom or ion) comprised by the crystal is located at a site R( j) = R+η( j), where R ∈ Λ denotes
a lattice vector (in real space) of a Bravais lattice Λ and η( j) ∈CΛ, with j ∈ {1,2, . . . ,M}, indicates the
position of the jth-constituent inside the Wigner-Seitz cell CΛ. Actually, the probe volume ΩP will be
of finite size, so that it can be thought of to be filled by translating a finite number NP of Wigner-Seitz
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cells CΛ with volume |CΛ| by lattice vectors R ∈ ΛP, where ΛP ⊆ Λ denotes the finite, with the material
probe filled subset of the infinitely extended Bravais lattice Λ.

A full microscopic theory of the interaction of such a crystalline dielectric with an electromagnetic
radiation field would require the consideration of a Hamiltonian that includes the coupling of all charged
particles, i.e. the (atomic or ionic) nuclei as well as the electrons, to the electromagnetic potentials by
taking into account the laws of quantum statistical physics and (low energy) quantum electrodynamics
[2]. Because this is a formidable task, in the remainder of this work a phenomenological model of light-
matter interaction is adopted, relying on the empirical knowledge, that matter is stable, i.e. in absence
of any external fields, the dielectric crystal remains in its most favorable energetic state. But, when an
externally applied (not too strong) electromagnetic field Ēext (r, t) irradiates the crystal, its prior most
favorable energetic state is disturbed due to the change of the local electric field Ē(r, t), and a small
additional force is exerted onto each charge carrier within the crystal.

Regarding each constituent (i.e. atom or ion) of the crystal individually, the positively charged nu-
cleus and its associated bound electrons are pulled apart in opposite directions by that additional force,
resulting in a small displacement of the barycenters of the positive and negative charge distributions
within the constituent, while the position of the constituent’s center of mass remains unchanged. As
the positively charged nucleus is much heavier than the multitude of its associated bound electrons,
the resulting shift of its barycenter is tiny compared to the shift experienced by the barycenter of the
bound electrons. Consequently, each individual constituent acquires an induced electric dipole mo-
ment1 proportional to the local electric field Ē(r, t) as retarded response to the externally applied field
Ēext (r, t). This is Lorentz’s basic idea of the effect of induced electronic polarization, who described
the induced electric dipole moment of electrons that are bound to a heavy immobile nucleus on the basis
of a classical harmonic oscillator model with the local electric field Ē(r, t) as a drive (see e.g. [3]). As
a result, the proportionality factor between the induced electric dipole moment and the local electric
field for the jth-constituent inside the Wigner-Seitz cell CΛ is described by the cartesian components of
the 3×3 electronic polarizability tensor α

(el)
ab

(
η( j),ω

)
, where a,b ∈ {1,2,3}. Provided the electronic

polarizability is isotropic, α
(el)
ab

(
η( j),ω

)
possesses the well-known functional frequency dependence 2

α
(el)
ab

(
η
( j),ω

)
=

α
( j)
0

1−
(

ω+ i
2 γ( j)

ω
( j)
0

)2 δab (isotropic). (3.1.1)

Here α
( j)
0 and ω

( j)
0 represent the static electronic polarizability or the resonance frequency of an elec-

1Notice that once the frequency of the externally applied (disturbing) field becomes high enough so that field strength can
no longer be taken as constant on the atomic length scale, the rather simple dipole interaction model described in this section
has to be supplemented by electric quadrupole as well as magnetic dipole interactions, where the last two are of comparable
strength and therefore have to be treated on equal footing [25].

2A quantum mechanical justification of this successful but rather simple model proposed by Lorentz in terms of first-
order time-dependent perturbation theory as well as its discussion is given by Prof. N. Schopohl in [24] as well as in the
supplementary material to [23].



3.1 Model of light-matter interaction 17

tronic transition within the jth-constituent, each treated as a fitting parameter. Furthermore, γ( j) denotes
a small damping parameter originating from spontaneous emission, where it is assumed that γ( j) → 0+,
unless ω approaches the transition frequency ω

( j)
0 . Notice that when the crystal is additionally exposed

to rather strong (quasi-) static electric or magnetic induction fields E(0) or B(0), this will directly affect
the electronic polarizability tensor. In the latter case, the off-diagonal elements of α

(el)
ab

(
η( j),ω;B(0)

)
give rise in first order in B(0) to the well-known Faraday effect [26].

In real crystalline materials, the Wigner-Seitz cell CΛ usually contains more than a single atom or
ion, so that M ≥ 2. In the case of ionic crystals like e.g. RbCl, SiO2 or CaCO3, the charge neutral
Wigner-Seitz cell CΛ comprises various positively and negatively charged ions located at positions η( j)

with j ∈ {1,2, . . . ,M}. Of course, under the influence of an externally applied electromagnetic field
Ēext (r, t), the local field within the crystal changes and an additional force is exerted onto each ion
inside the crystal. This results in a displacement of all ions from the equilibrium positions they hold
in the absence of Ēext (r, t), so that their rearrangement inside CΛ is initiated. Consequently, oppositely
charged ions located at different sites η( j) and η( j′) with j, j′ ∈ {1,2, . . . ,M} and j ̸= j′ may contribute
to the total polarization of the crystal due to their relative displacement, which is induced by the change
of the local electric field Ē(r, t) due to Ēext (r, t), an effect known as ionic displacement polarizability.
Obviously, this effect is related to lattice vibrations whose frequencies ωph are typically of the order
1012 − 1013s−1 [3], so that it will only be noticed for electromagnetic radiation of frequencies ω that
correspond to the infrared spectral region and below, because the “heavy” ions are not able to respond
to radiation with frequencies ω ≫ ωph due to their relatively large moment of inertia. Thus, when
ω corresponds to the visible regime (i.e. ω ∼ 1015s−1) and above, ionic displacement polarizability
can be neglected confidently. Though not derived from a microscopic theory, the Lorentz oscillator
also proves useful for modeling the cartesian components of the 3×3 ionic displacement polarizability
tensor α

(ion)
ab

(
η( j),η( j′),ω

)
with a,b ∈ {1,2,3}, when two oppositely charged ions located at η( j)

and η( j′) inside the Wigner-Seitz cell are considered3. In case the ionic displacement polarizability is
isotropic, α

(ion)
ab

(
η( j),η( j′),ω

)
then assumes the guise

α
(ion)
ab

(
η
( j),η( j′),ω

)
=

α
( j, j′)
0

1−
(

ω+ i
2 γ( j, j′)

ω
( j, j′)
0

)2 δab (isotropic), (3.1.2)

where α
( j, j′)
0 as well as ω

( j, j′)
0 constitute fitting parameters that represent the static ionic displacement

polarizability of the ion pair j and j′ as well as the resonance frequency of their associated vibration.
γ( j, j′) indicates a small damping term4, that only becomes relevant when ω approaches ω

( j, j′)
0 . It should

be emphasized, that the distinction between electronic and ionic displacement polarizability as outlined
3For instance, see the calculated chromatic dispersion of the index of refraction n(ω) for CsI and RbCl in figure 4.4.3 (a)

and (b) with the parameters taken from table 4.4.2.
4It should be pointed out, that the damping term γ( j, j′) is not related to spontaneous emission, contrary to γ( j). Instead, it

subsumes all relevant physical processes in crystalline dielectrics that cause a damping of lattice vibrations such as electro-
magnetic interactions, scattering processes et cetera.
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above is only reasonable, if the time scales associated with both effects are well separable, i.e. if
max j ̸= j′

(
ω

( j, j′)
0

)
≪ min j

(
ω

( j)
0

)
holds for j, j′ ∈ {1,2, . . . ,M}.

As indicated in section 2.2, the local electric field within arbitrary materials can be calculated on the
basis of equation (2.2.14), provided an appropriate model for the material under investigation can be
incorporated into the induced current density. Following the outline given by Keldysh [2], there is no
physical justification for the decomposition of the induced current density j̄ind (r, t) into polarization
or magnetization currents as response to high frequency electromagnetic fields. In particular, in the
optical regime and beyond, there is no qualitative criterion for such a distinction. Therefore, j̄ind (r, t) is
assumed to consist of polarization currents alone5, so that it is determined by the time derivative of the
microscopic polarization P̄(r, t). For time harmonic signals there directly follows

jind (r,ω) =−iωP(r,ω) . (3.1.3)

The integral equation (2.2.14) determining the cartesian components of the local electric field therefore
becomes

Ea (r,ω) = Eext,a (r,ω)+
1
ε0

3

∑
b=1

ˆ
R3

d3r′ Gab
(
r− r′,ω

)
Pb
(
r′,ω

)
, (3.1.4)

where all the information about the material is contained in P(r,ω). As elucidated previously, the
(microscopic) polarization experienced by a charge-neutral, non-polar dielectric crystal is related to the
local electric field as well as to the individual electronic and ionic displacement polarizabilities of each
of the material’s constituents. Thus, P(r,ω) and E(r,ω) are related by a dielectric susceptibility kernel
χab (r,r′,ω) according to6

Pa (r,ω) = ε0

3

∑
b=1

ˆ
R3

d3r′ χab
(
r,r′,ω

)
Eb
(
r′,ω

)
, (3.1.5)

where the integration may be carried out about R3 instead of the probe volume ΩP, because χab (r,r′,ω)

is a material quantity and can only contribute to the polarization when r,r′ ∈ ΩP. A simple phenomeno-

5For a discussion of the special case of a purely magnetizable crystalline material, where j̄ind (r, t) originates from magne-
tization currents formed by induced infinitesimal current loops, where the latter are equivalent to point-like magnetic dipoles,
see appendix I.

6Note, that (3.1.5) must not be understood as a linear response theory in the sense of Kubo (for this, see e.g. [27]), which
would require to calculate the microscopic polarization Pa (r,ω) for r ∈ ΩP in response to the (perturbing) external electric
field Eext,b (r′,ω), where their connection would be established by the response kernel χ

(ext)
ab (r,r′,ω) via

Pa (r,ω) = ε0

3

∑
b=1

ˆ
ΩP

d3r′ χ
(ext)
ab

(
r,r′,ω

)
Eext,b

(
r′,ω

)
.

Even if the knowledge of χ
(ext)
ab (r,r′,ω) from a full microscopic theory with Kubo’s formula is desirable, its calculation for

real materials constitutes a formidable task. Hence, this problem is circumvented in this work by invoking equation (3.1.5),
where a phenomenological model for the dielectric susceptibility kernel χab (r,r′,ω) is applied (see (3.1.6)), that turns out
to be suitable to describe the propagation of light in as well as the optical properties of dielectric crystals in sufficient detail.
Nevertheless, there is a close connection between χ

(ext)
ab (r,r′,ω) and χab (r,r′,ω), as is shown by Prof. N. Schopohl in the

supplementary material of [23].
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logical model for the dielectric susceptibility kernel, taking into account the afore depicted polarization
processes hold by dielectric crystals, proves to be [23, 24]

χab
(
r,r′,ω

)
=

1
ε0

∑
R∈ΛP

M

∑
j, j′=1

αab

(
η
( j),η( j′),ω

)
δ

(
r−R−η

( j)
)

δ

(
r′−R−η

( j′)
)

(3.1.6)

together with

αab

(
η
( j),η( j′),ω

)
= δ j j′α

(el)
ab

(
η
( j),ω

)
+
(
1−δ j j′

)
α
(ion)
ab

(
η
( j),η( j′),ω

)
, (3.1.7)

where in (3.1.6) first the contributions from the atoms located at positions η( j) and η( j′) within the
Wigner-Seitz cell CΛ arranged around the lattice site R = 0 are gathered, followed by a summation
over all cells filling the probe volume ΩP. Obviously, the diagonal terms j = j′ in (3.1.7) correspond
to the effect of induced electronic polarization, that affects single atoms or ions positioned at η( j),
while the off-diagonal terms j ̸= j′ may be attributed to the ionic displacement polarizability, which
concerns oppositely charged ions located at η( j) and η( j′) within CΛ. Because of its block-matrix
structure that enters forthcoming calculations, the proposed model for αab

(
η( j),η( j′),ω

)
should not to

be confused with just adding up electronic and ionic displacement polarizabilities, especially as there is
no justification for such an oversimplification [3]. Additionally, it should be emphasized that in the limit
of an infinitely extended crystal, i.e. if ΛP = Λ, the dielectric susceptibility kernel (3.1.6) is invariant
under a translation by an arbitrary lattice vector R′ ∈ Λ (compare with von Laue [28])

χab
(
r+R′,r′+R′,ω

)
= χab

(
r,r′,ω

)
. (3.1.8)

Finally, the integral equation determining the local electric field inside crystalline dielectrics emerges
by utilizing (3.1.4) in conjunction with the polarization model (3.1.5) according to

Ea (r,ω) = Eext,a (r,ω)+
3

∑
b=1

ˆ
R3

d3r′
[

3

∑
c=1

ˆ
R3

d3r′′ Gac
(
r− r′′,ω

)
χcb
(
r′′,r′,ω

)]
Eb
(
r′,ω

)
≡ Eext,a (r,ω)+

3

∑
b=1

ˆ
R3

d3r′ [G ◦χ]ab

(
r,r′,ω

)
Eb
(
r′,ω

)
, (3.1.9)

where in the second line the abbreviation

[G ◦χ]ab

(
r,r′,ω

)
=

3

∑
c=1

ˆ
R3

d3r′′ Gac
(
r− r′′,ω

)
χcb
(
r′′,r′,ω

)
(3.1.10)

has been introduced.

In this section, the integral equation (3.1.9) determining the local electric field in crystalline dielectrics
has been deduced by invoking the phenomenological model (3.1.6) for the dielectric susceptibility ker-
nel χab (r,r′,ω), where the latter includes the effects of electronic and ionic displacement polarization
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as well. Consequently, the next section is about solving this integral equation. As will be shown, (3.1.9)
can be solved exactly, when the local electric field is expanded in terms of a non-standard system of
Bloch functions, that has been discovered by Prof. N. Schopohl [24].

3.2 Solution of the local electric field integral equation

Because of the lattice periodicity of the dielectric susceptibility tensor χab (r,r′,ω), as indicated by
(3.1.8), it seems natural to approach the integral equation (3.1.9) by means of Bloch’s theorem7, i.e.
to expand the local electric field in terms of a complete (and orthonormal) set of eigenfunctions of the
translation operator T̂R, that shifts the argument of an arbitrary function f (r) by a lattice vector R ∈ Λ

according to
T̂R f (r) = f (r+R) . (3.2.1)

Obviously, an eigenfunction ψk (r) of T̂R can always be written as

ψk (r) = eik·ru(r) , (3.2.2)

provided that
u(r+R) = u(r) . (3.2.3)

The associated eigenvalue is then given by eik·R. Here k ∈CΛ−1 is located inside the first Brillouin zone
CΛ−1 , which represents the analogue to the Wigner-Seitz cell CΛ in the reciprocal lattice Λ−1, the latter
being generated by all reciprocal lattice vectors G ∈ Λ−1 that obey to the condition eiG·R = 1 for all
R ∈ Λ.

Due to the required lattice periodicity (3.2.3), the function u(r) to be determined is routinely expanded
in terms of a complete and orthonormal set of plane waves via

u(r) = ∑
G∈Λ−1

uGeiG·r, (3.2.4)

where the uG denote the Fourier coefficients to be identified. The drawback of this expansion, when
deployed to the local electric field determined by the integral equation (3.1.9), manifests itself in the
fact, that the kernel [G ◦χ]ab (r,r′,ω) basically turns out to be a huge completely filled matrix, whose
components are labeled by k,k′ ∈ CΛ−1 and an infinite set of reciprocal lattice vectors G,G′ ∈ Λ−1.
Hence, this ansatz would necessitate a big effort of numerical calculations8.

7Let Ĥ denote the Hamiltonian for a single particle moving in a lattice periodic potential V (r+R) = V (r) for R ∈ Λ.
Then

[
Ĥ, T̂R

]
= 0̂, so that a set of functions {ψk (r)}k∈C

Λ−1
can be found, which constitute simultaneously eigenfunctions

of Ĥ and the shift operator T̂R defined by equation (3.2.1). Here CΛ−1 denotes the first Brillouin zone. Accordingly, such
an eigenfunction can always be written as ψk (r) = eik·ru(r), provided that u(r+R) = u(r). For details regarding Bloch’s
theorem and its proove, see e.g. [3].

8For a rigorous theory of the microscopic electrodynamic response kernel of crystalline systems that rests on its matrix
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For this reason, an alternative to the plane wave expansion (3.2.4) is desirable, that allows to represent
the kernel [G ◦χ]ab (r,r′,ω) in terms of a small sparse matrix. Noticing that any lattice periodic func-
tion u(r) may be generated from a function u(0) (r), that coincides with u(r) inside the Wigner-Seitz
cell CΛ and identically vanishes outside, u(r) can be represented by

u(r) = ∑
R′∈Λ

u(0)
(
r+R′) , (3.2.5)

where

u(0) (r) =

u(r) r ∈CΛ

0 r /∈CΛ

. (3.2.6)

The ensuing identification of u(0) (r) as the position space representation of a state | u(0)⟩, i.e. u(0) (r) =
⟨r | u(0)⟩, suggests the representation of the state | u(0)⟩ inside the Wigner-Seitz cell CΛ in terms of the
complete and orthonormal set of continuous position eigenstates {| s⟩}s∈CΛ

of the position operator x̂,
that obeys to the well-known relations

x̂ | s⟩= s | s⟩ˆ
CΛ

d3s | s⟩⟨s |= 1̂ (3.2.7)

⟨s′ | s⟩= δ
(
s− s′

)
.

Consequently, for s ∈CΛ the state | u(0)⟩ can be represented by

| u(0)⟩=
ˆ

CΛ

d3s u(0) (s) | s⟩. (3.2.8)

Motivated by what has been said, there emerges a complete and orthonormal set {w(r;s,k)}s∈CΛ,k∈C
Λ−1

of non-standard Bloch-eigenfunctions9 of the translation operator T̂R according to

w(r;s,k) =
eik·r
√

NP
∑

R′∈Λ

⟨s+R′ | r⟩

=
eik·r
√

NP
∑

R′∈Λ

δ
(
r− s−R′) , (3.2.9)

which are labeled by a continuous position vector s ∈CΛ and a discrete wave vector k ∈CΛ−1 , where the
latter ranges in accordance with a Born-von Karman boundary condition (for details see [3]) through
a number of NP values inside the first Brillouin zone10. In contrast to the unbounded label G ∈ Λ−1

representation with respect to a basis of plane waves, inclusive of a profound analysis of the associated dielectric function,
see Dolgov and Maksimov [29].

9The system of functions {w(r;s,k)}s∈CΛ,k∈C
Λ−1

was established by Prof. N. Schopohl in [23, 24].
10For a proof regarding the completeness and orthonormality of the set of eigenfunctions {w(r;s,k)}s∈CΛ,k∈C

Λ−1
of the

translation operator T̂R, see appendix D.
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appearing in the plane wave expansion (3.2.4), the labels s ∈CΛ and k ∈CΛ−1 of the non-standard Bloch
functions (3.2.9) are restricted to compact domains. As a consequence, the kernel [G ◦χ]ab (r,r′,ω) can
be represented in terms of a small sparse matrix instead of a huge completely filled matrix, when it is
expanded with respect to {w(r;s,k)}s∈CΛ,k∈C

Λ−1
instead of

{
eiG·r}

G∈Λ−1 .

In what follows (compare with [23]), the integral equation (3.1.9) determining the local electric field
in crystalline dielectrics will be solved exactly, by expanding the local field with respect to the non-
standard Bloch-eigenfunctions (3.2.9) of the translation operator T̂R. For this purpose, the ath cartesian
component with a ∈ {1,2,3} of the local electric field Ea (r,ω) for r ∈ ΩP is written as

Ea (r,ω) = ∑
k∈C

Λ−1

ˆ
CΛ

d3s w(r;s,k)ea (s,k,ω) , (3.2.10)

where the expansion coefficients to be determined ea (s,k,ω) are defined by

ea (s,k,ω) =

ˆ
ΩP

d3r w† (r;s,k)Ea (r,ω) . (3.2.11)

Analogously, the expansion coefficients eext,a (s,k,ω) of the externally applied electric field Eext,a (r,ω)

are given by

eext,a (s,k,ω) =

ˆ
ΩP

d3r w† (r;s,k)Eext,a (r,ω) , (3.2.12)

so that insertion of (3.1.9) into (3.2.11) directly yields

ea (s,k,ω) = eext,a (s,k,ω)+
3

∑
b=1

ˆ
ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k) [G ◦χ]ab

(
r,r′,ω

)
Eb
(
r′,ω

)
. (3.2.13)

By subsequent elimination of Eb (r′,ω) in terms of (3.2.10),

ea (s,k,ω) =eext,a (s,k,ω)+
3

∑
b=1

∑
k′∈C

Λ−1

·
ˆ

CΛ

d3s′
ˆ

ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k) [G ◦χ]ab

(
r,r′,ω

)
w
(
r′;s′,k′)eb

(
s′,k′,ω

)
(3.2.14)

is readily obtained, which constitutes a system of equations that determines the expansion coefficients
ea (s,k,ω). Obviously,

⟨s,k |[G ◦χ]ab|s
′,k′⟩ ≡

ˆ
ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k) [G ◦χ]ab

(
r,r′,ω

)
w
(
r′;s′,k′) (3.2.15)

defines the matrix elements of the kernel [G ◦χ]ab with respect to the basis {w(r;s,k)}s∈CΛ,k∈C
Λ−1

, so
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that (3.2.14) can be abbreviated by

ea (s,k,ω) = eext,a (s,k,ω)+
3

∑
b=1

∑
k′∈C

Λ−1

ˆ
CΛ

d3s′ ⟨s,k |[G ◦χ]ab|s
′,k′⟩eb

(
s′,k′,ω

)
. (3.2.16)

Assuming from now on the crystal to be infinitely extended11, i.e. NP → ∞ and ΛP = Λ, the sum over
wave vectors k′ ∈CΛ−1 in (3.2.16) can be replaced by an integral according to

∑
k′∈C

Λ−1

−→ |ΩP|
(2π)3

ˆ
C

Λ−1

d3k′ , (3.2.17)

so that ⟨s,k |[G ◦χ]ab|s′,k′⟩ assumes the guise12

⟨s,k |[G ◦χ]ab|s
′,k′⟩=e−ik·s

ε0

(2π)3

|CΛ|
1

NP

3

∑
c=1

M

∑
j, j′=1

∑
R′∈Λ

·Gac

(
s−R′−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
eik′·(s′+R′)

δ

(
s′−η

( j′)
)

δ
(
k−k′) .
(3.2.18)

The equation determining the expansion coefficients ea (s,k,ω) now turns out to be algebraic and reads

ea (s,k,ω) =eext,a (s,k,ω)+
e−ik·s

ε0

3

∑
b,c=1

M

∑
j, j′=1

∑
R∈Λ

·Gab

(
s−R−η

( j),ω
)

αbc

(
η
( j),η( j′),ω

)
eik·

(
η( j′)+R

)
ec

(
η
( j′),k,ω

)
=eext,a (s,k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j, j′=1

[
ζΛ

(
s−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω) , (3.2.19)

where in the last line the abbreviation e
( j′)
c (k,ω)≡ ec

(
η( j′),k,ω

)
and the notations

α
( j, j′)
bc (k,ω)≡ e−ik·η( j)

αbc

(
η
( j),η( j′),ω

)
eik·η( j′)

(3.2.20)

as well as

[ζΛ (s,k,ω)]ab =

∑R∈Λ e−ik·(s+R)Gab (s+R,ω) if s ̸= 0

∑R∈Λ\{0} e−ik·RGab (R,ω) if s = 0
(3.2.21)

have been introduced13. Here, [ζΛ (s,k,ω)]ab with a,b ∈ {1,2,3} denotes the cartesian components

11It should be emphasized, that any crystalline material of finite extent can always be described by means of an infinitely
extended lattice Λ, provided a lattice site dependent, say electronic polarizability α

(el)
ab

(
R+η( j),ω

)
is introduced, which

vanishes if R /∈ ΛP.
12For a derivation of (3.2.18), see appendix E.1.
13The definition by cases of the lattice sum [ζΛ (s,k,ω)]ab in (3.2.21) avoids, that an atom gets polarized by its self-

generated electromagnetic field in the case if s = 0. This distinction between s ̸= 0 and s = 0 will become relevant, when the
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of a 3 × 3 matrix of lattice sums, whose evaluation14 plays a central role in the calculation of the
local electromagnetic field as well as that of the dielectric function, as will be seen later. Obviously,
ζΛ (s,k,ω) is invariant with respect to a translation by any lattice vector R′ ∈ Λ if s ̸= 0, i.e.

ζΛ

(
s+R′,k,ω

)
= ζΛ (s,k,ω) . (3.2.22)

For this reason, [ζΛ (s,k,ω)]ab exhibits an alternative representation according to 15

[ζΛ (s,k,ω)]ab =
1

|CΛ| ∑
G∈Λ−1

eiG·s

(
ω2

c2
1

|k+G|2 − ω2

c2

Π̃
(T)
ab (k+G)− Π̃

(L)
ab (k+G)

)
(3.2.23)

=
1

|CΛ| ∑
G∈Λ−1

G̃ab (k+G,ω)eiG·s, (3.2.24)

that will turn out to be valuable when identifying the longitudinal and transverse components of the
local electric field. Particular attention should be paid to the definition by cases (3.2.21) of the lattice
sum, as

ζ
(0)
Λ

(k,ω)≡ ζΛ (0,k,ω) ̸= lim
|s|→0

ζΛ (s,k,ω) . (3.2.25)

Instead there holds [
ζ
(0)
Λ

(k,ω)
]

ab
= lim

|s|→0
([ζΛ (s,k,ω)]ab −Gab (s,ω)) . (3.2.26)

In the end, the expansion coefficients ea (s,k,ω) at any point s ∈ CΛ inside the Wigner-Seitz cell can
be obtained from equation (3.2.19), provided that the expansion coefficients e

( j′)
c (k,ω) are known at

each atomic position η( j′) ∈CΛ with j′ ∈ {1,2, . . . ,M}. By successively taking the limit s → η( j′′) for
any j′′ ∈ {1,2, . . . ,M} in (3.2.19) and abbreviating e

( j′′)
ext,a (k,ω)≡ eext,a

(
η( j′′),k,ω

)
, a closed 3M×3M

system of linear equations determining e
( j′′)
a (k,ω) emerges according to

e
( j′′)
a (k,ω) = e

( j′′)
ext,a (k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j, j′=1

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω) . (3.2.27)

Here, the definition by cases of the lattice sum ζΛ (s,k,ω) applies in (3.2.27), thus avoiding for j′′ =
j the polarization of the respective atom by its self-generated electromagnetic field16. Introducing
Γ
( j′′, j′)
ac (k,ω) and δ

( j′′, j′)
ac with a,c ∈ {1,2,3} and j′, j′′ ∈ {1,2, . . . ,M} via

Γ
( j′′, j′)
ac (k,ω) =

1
ε0

3

∑
b=1

M

∑
j=1

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω) (3.2.28)

expansion coefficients e( j)
a (k,ω) are explicitly determined (see (3.2.27) and in particular appendix E.2).

14A fast and precise numerical method for the calculation of ζΛ (s,k,ω) given by (3.2.21) in the sense of Ewald’s summation
technique [30–33] is presented in appendix F.2.

15For a derivation of (3.2.23) or (3.2.24) that requires s ̸= 0, see appendix F.1.
16A detailed derivation of (3.2.27), which highlights the significance of the definition by cases of the lattice sum ζΛ (s,k,ω),

is given in appendix E.2.
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and
δ
( j′′, j′)
ac = δ j′′ j′δac, (3.2.29)

where both represent the components of their corresponding 3M×3M matrices, (3.2.27) can be easily
cast into

3

∑
c=1

M

∑
j′=1

(
δ
( j′′, j′)
ac −Γ

( j′′, j′)
ac (k,ω)

)
e
( j′)
c (k,ω) = e

( j′′)
ext,a (k,ω) , (3.2.30)

so that the explicit solution for the expansion coefficients e( j′)
c (k,ω) at the atomic positions reads

e
( j′)
c (k,ω) =

3

∑
d=1

M

∑
j′′=1

[
(δ −Γ(k,ω))−1

]( j′ j′′)

cd
e
( j′′)
ext,d (k,ω) . (3.2.31)

Inserting (3.2.31) in (3.2.19) finally determines the expansion coefficients ea (s,k,ω) for any s ∈ CΛ.
Consequently, under the previously made assumption of an infinitely extended crystal, the expansion of
the local electric field Ea (r,ω) in terms of the system of functions {w(r;s,k)}s∈CΛ,k∈C

Λ−1
is given by17

Ea (r,ω) =Eext,a (r,ω)+
1
ε0

1

(2π)3
|ΩP|√

NP

3

∑
b,c,d=1

M

∑
j, j′, j′′=1

·
ˆ

C
Λ−1

d3k eik·r
[
ζΛ

(
r−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)

[
(δ −Γ(k,ω))−1

]( j′ j′′)

cd
e
( j′′)
ext,d (k,ω) .

(3.2.32)

It is important to realize, that the externally applied electric field Eext,a (r,ω) is generated by an exter-
nally controlled current density jext,a (r,ω) that flows inside a source volume ΩS, which is positioned
at a finite distance from the probe volume ΩP. Thus, Eext,a (r,ω) represents a solution of the inhomoge-
neous Maxwell equations (see (2.2.5) and (2.2.7)), so that when it is expanded with respect to the basis
system of plane waves according to

Eext,a (r,ω) = ∑
q

Ẽ(ext)
qω,aeiq·r, (3.2.33)

any real external signal Eext,a (r,ω) of fixed frequency ω is composed of a bunch of wave vectors q. This
feature enables to treat ω and q from now on as independent variables18 [2]. Nonetheless, only specific
relations of ω and q that comply with the photonic band structure ωn (q) of the crystal will facilitate the
propagation of the local electric field within the crystal, as is shown in sections 3.3 and 3.4. Assuming
q ∈ CΛ−1 in the remainder of this work, a simple relation between the distinct expansion coefficients

17For a detailed derivation of (3.2.32), see appendix E.3.
18It should be stressed, that the well-known dispersion relation |q| = ω

c of light in vacuum constitutes the solvability
condition required by the homogeneous Maxwell equations in free space for time harmonic signals Ea (r,ω)∼ eiq·r. Similarly,
assuming Eext,a (r,ω) = 0 in (3.1.9), a homogeneous integral equation determining Ea (r,ω) emerges, whose solvability
condition is reflected by the photonic band structure ωn (q) (for details, see section 3.3).
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eext,a (s,k,ω) and Ẽ(ext)
qω,a of the external electric field Eext,a (r,ω) can be established according to19

eext,a (s,k,ω) =
e−ik·s
√

NP

(2π)3

|CΛ| ∑
q∈C

Λ−1

Ẽ(ext)
qω,aeiq·s

δ (k−q) , (3.2.34)

that allows to rewrite (3.2.32) in the guise

Ea (r,ω) = ∑
q∈C

Λ−1

Ẽ(ext)
qω,aeiq·r +

1
ε0

3

∑
b,c,d=1

M

∑
j, j′, j′′=1

∑
q∈C

Λ−1

·
[
ζΛ

(
r−η

( j),q,ω
)]

ab
α
( j, j′)
bc (q,ω)

[
(δ −Γ(q,ω))−1

]( j′ j′′)

cd
Ẽ(ext)

qω,deiq·r. (3.2.35)

In the representation (3.2.35), the composition of the local electric field by multiple beams with same
frequency ω but with different wave vectors q∈CΛ−1 is manifest for real external signals20 like (3.2.33).
In what follows, the external electric field is assumed to be a single beam in the guise of a plane wave
with wave vector q ∈CΛ−1 . Thus, (3.2.33) reduces to

Eext,a (r,ω) = Ẽ(ext)
qω,aeiq·r, (3.2.36)

where the corresponding Fourier transform in reciprocal space is given by

Ẽext,a (k,ω) =

ˆ
R3

d3r e−ik·rEext,a (r,ω) = (2π)3
δ (k−q) Ẽ(ext)

qω,a. (3.2.37)

Now, representing the lattice sum ζΛ

(
r−η( j),q,ω

)
for r − η( j) ̸= 0 in terms of its Fourier series

(3.2.24) and subsequently introducing the kernel

K̃bd (G,q,ω) =
1
ε0

3

∑
c=1

M

∑
j, j′, j′′=1

e−iG·η( j)
α
( j, j′)
bc (q,ω)

[
(δ −Γ(q,ω))−1

]( j′ j′′)

cd
, (3.2.38)

the local electric field, originally given by (3.2.35) for multiple beams, finally reduces in the case of a
single beam to

Ea (r,ω) = Ẽ(ext)
qω,aeiq·r +

1
|CΛ|

3

∑
b,d=1

∑
G∈Λ−1

ei(q+G)·rG̃ab (q+G,ω) K̃bd (G,q,ω) Ẽ(ext)
qω,d . (3.2.39)

The representation (3.2.39) of Ea (r,ω) requires that r does not coincide with an atomic position, a
fact owed to the Fourier series expansion of the lattice sum ζΛ

(
r−η( j),q,ω

)
, that only exists for

19The insistence that q ∈ CΛ−1 does not pose strong limitations on the applicability of the theory, because wave vectors q
which are associated with typical external signals Eext,a (r,ω) for frequencies ω well below the x-ray regime (e.g. within the
optical regime) are completely contained within the first Brillouin zone. However, for external signals of particularly high
frequency where q reaches out of CΛ−1 , i.e. in and beyond the x-ray regime, the electric point dipole ansatz (3.1.6) for the
dielectric susceptibility kernel χab (r,r′,ω) has to be extended to include also electric quadrupoles and magnetic dipoles, both
to be treated on an equal footing [25]. For a derivation of the relation (3.2.34), see appendix E.4.

20For a discussion of multiple beam effects, see for example [28].
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r−η( j) ̸= 0 (see appendix F.1). If one is interested in the electric field strength at an atomic position
η( j), the representation (3.2.21) of the lattice sum is valuable, because it exists even if r = η( j) due to
its definition by cases.

It is instructive to decompose the local electric field Ea (r,ω) given by (3.2.39) into its transverse and
longitudinal components E(T)

a (r,ω) and E(L)
a (r,ω) respectively, because it allows to identify the radia-

tive and non-radiative parts of the local electric field inside crystalline dielectrics. This decomposition
also turns out to be inevitable when discussing the optical properties of crystals like e.g the index of
refraction or natural optical activity, as these effects are assigned to the macroscopic radiation field
E

(T)
a (r,ω), which can be deduced from E(T)

a (r,ω) by a low-pass filtering process, as is shown in sec-
tion 4.1. But also in the polariton model, where phonons are coupled to electromagnetic radiation [34],
it is E(T)

a (r,ω) that enters the model instead of Ea (r,ω). The longitudinal and transverse components
of the local electric field are obtained by applying the projection procedure (2.1.19) to (3.2.39) and
subsequent identification of the Fourier transforms of the projection operators, so that at first glance

E(L,T)
a (r,ω) =

3

∑
b=1

Π̃
(L,T)
ab (q) Ẽ(ext)

qω,beiq·r

+
1

|CΛ|

3

∑
b,c,d=1

∑
G∈Λ−1

ei(q+G)·r
Π̃

(L,T)
ab (q+G) G̃bc (q+G,ω) K̃cd (G,q,ω) Ẽ(ext)

qω,d (3.2.40)

follows. Representing now the electromagnetic kernel in terms of the projection operators according to
(2.2.17) and subsequently utilizes the projection operator identities (2.1.24)-(2.1.26), the longitudinal
and transverse components of Ea (r,ω) finally assume the guise

E(L)
a (r,ω) =Ẽ(ext)(L)

qω,a eiq·r − 1
|CΛ|

3

∑
c,d=1

∑
G∈Λ−1

ei(q+G)·r
Π̃

(L)
ac (q+G) K̃cd (G,q,ω) Ẽ(ext)

qω,d (3.2.41)

E(T)
a (r,ω) =Ẽ(ext)(T)

qω,a eiq·r

+
1

|CΛ|

3

∑
c,d=1

∑
G∈Λ−1

ei(q+G)·r
ω2

c2

|q+G|2 − ω2

c2

Π̃
(T)
ac (q+G) K̃cd (G,q,ω) Ẽ(ext)

qω,d . (3.2.42)

Recall, that the projection operators in reciprocal space are given by

Π̃
(L)
ab (k) =

kakb

|k|2
(3.2.43)

Π̃
(T)
ab (k) = δab −

kakb

|k|2
. (3.2.44)

A detailed discussion of the local electric field as well as of its longitudinal and transverse components
in dielectric crystals is given in section 3.4. However, previously it has to be worked out, which relation
has to be satisfied by the independent variables q and ω , so that an external signal Eext,a (r,ω) =

Ẽ(ext)
qω,aeiq·r incident on a crystal is also capable to induce a propagable field within that crystal. This
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issue leads to the concept of photonic band structures, that will be dealt with in the next section.

Addendum: Local magnetic induction field Due to Faraday’s law (2.1.12), the local electric field
Ea (r,ω) induces a local magnetic induction field Ba (r,ω) according to

Ba (r,ω) =
1

iω
[∇r ×E(r,ω)]a . (3.2.45)

Deploying (3.2.39), one readily obtains

Ba (r,ω) =
1
ω

[
q× Ẽ(ext)

qω

]
a

eiq·r

+
1
ω

1
|CΛ|

3

∑
b,c,d,e=1

∑
G∈Λ−1

ei(q+G)·r
εabc (qb +Gb) G̃ce (q+G,ω) K̃ed (G,q,ω) Ẽ(ext)

qω,d . (3.2.46)

For a discussion of the induced magnetic induction field, the reader is referred to section 4.3, where the
local field Ba (r,ω) is compared with its macroscopic counterpart Ba (r,ω).

For a brief discussion of the magnetic induction field in as well as the magnetic permeability tensor
of crystalline materials that are only magnetizable rather than polarizable, the reader is referred to
appendix I.

3.3 Photonic band structure

As has been reasoned in the previous section, the two variables ω and q ∈ CΛ−1 , representing the fre-
quency and the wave vector respectively, have to be regarded as independent in equation (3.2.39) that
determines the local electric field Ea (r,ω), because the latter represents a solution of the inhomogenous
Maxwell equations including a source term jext,a (r,ω) ∈ ΩS, which is located at a finite distance to the
probe volume ΩP under investigation. With regard to (3.2.39), naturally the question arises whether
any external signal Eext,a (r,ω) = Ẽ(ext)

qω,aeiq·r of arbitrary ω and q is capable to induce a propagable local
electric field Ea (r,ω) within a dielectric crystal polarizing its individual constituents, or if a specific
constraint imposed on ω and q is required to allow for wave propagation inside crystalline dielectrics.
Indeed, experience shows that a crystal especially prefers propagating waves, that correspond to the
crystal’s (photonic) eigenmodes, which in turn obey to the dispersion relation ωn (q), also called pho-
tonic band structure21. To obtain these eigenmodes and their associated photonic band structure ωn (q),
the external source term is eliminated [24], i.e. jext,a (r,ω) = 0 or Eext,a (r,ω) = 0. Then, the inho-
mogeneous integral equation (3.1.9) determining Ea (r,ω) as response to Eext,a (r,ω), reduces to the

21The term band structure is usually employed in solid state physics to describe the energies εn (k) of electrons moving in
a periodic potential. Albeit, it should be emphasized, that the manifestation of a band structure is not a quantum mechanical
effect. Instead, it is the result of solving a homogeneous partial differential equation with a periodic “potential” such as e.g.
the Schrödinger eigenvalue problem for an electron moving within a crystal potential. Concerning the emergence of the band
structure concept in electromagnetic theory, the reader is referred to [35–37].
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homogeneous integral equation

Ea (r,ω) =
3

∑
b=1

ˆ
R3

d3r′ [G ◦χ]ab

(
r,r′,ω

)
Eb
(
r′,ω

)
, (3.3.1)

which solely contains the material dielectric susceptibility kernel χ (r,r′,ω) as an input. When expand-
ing the local electric field with respect to {w(r;s,q)}s∈CΛ,q∈C

Λ−1
, the homogeneous equation

3

∑
c=1

M

∑
j′=1

(
δ
( j′′, j′)
ac −Γ

( j′′, j′)
ac (q,ω)

)
e
( j′)
c (q,ω) = 0 (3.3.2)

can readily be inferred from (3.2.30), as e( j′′)
ext,a (q,ω) = 0 for all j′′ ∈ {1,2, . . . ,M}. (3.3.2) constitutes a

homogeneous, linear system of 3M equations, thus possessing non-trivial solutions with regard to the
expansion coefficients e( j′)

c (q,ω), provided that

det [δ −Γ(q,ω)] = 0. (3.3.3)

It should be stressed, that the 3M × 3M matrix Γ(q,ω) comprises the lattice sum ζ
(0)
Λ

(q,ω), which
exhibits an imaginary part for ω > 0 representing radiation damping. It reads22

ℑ

{[
ζ
(0)
Λ

(q,ω)
]

ab

}
=− 1

6π

(
ω

c

)3
δab (3.3.4)

and can be attributed to dissipative phenomena associated with the radiative energy loss [18] and may
therefore not be confused with the damping term γ( j), that describes spontaneous emission in a quantum
mechanical model of the electronic polarizability23 α

(el)
ab

(
η( j),ω

)
. Due to (3.3.4), the strict requirement

(3.3.3), which implicitly contains the photonic band structure ωn (q) as its solvability condition, will
never be satisfied for frequencies ω > 0 and real wave vectors q∈CΛ−1 , as the roots of the determinant’s
real and imaginary part emerge for given q at different frequencies. This has important consequences
regarding the uniqueness of the solution of the inhomogeneous integral equation (3.1.9) determining the
local electric field Ea (r,ω). As the homogeneous equation (3.3.1) only possesses the trivial solution
for ω > 0 and real q ∈CΛ−1 because of the non-vanishing radiation damping (3.3.4), the solution of the
inhomogeneous equation is unique in the sense of Fredholm’s alternative [40]. In presence of radiation
damping, ωn (q) is determined for given q ∈ CΛ−1 by searching that frequency ω > 0, that minimizes

22For a derivation of (3.3.4), see appendix F.2.2. For a discussion in the literature, see for example [18, 31, 38, 39].
23See (3.1.1) and especially the supplemental material to [23].
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(a) (b)

Figure 3.3.1: Photonic band structure ωn (q) in units of ω0 = 2πc
aΛ

as calculated from (3.3.3) by ne-
glecting radiation damping, where the wave vector q is orientated along various symmetry lines of the
first Brillouin zone CΛ−1 for (a) a face-centered cubic (fcc) lattice with lattice constant aΛ = 4Å and a
constant scalar electronic polarizability of α(el)

4πε0
= 2Å

3
and (b) for a diamond lattice with lattice constant

aΛ = 6Å and a constant scalar electronic polarizability of α(el)

4πε0
= 3Å

3
.

the function24

f (Ω) = |det [δ −Γ(q,Ω)]| , (3.3.5)

in other words, there holds

lim
Ω→ω

∂

∂Ω
f (Ω) = 0 (3.3.6)

lim
Ω→ω

∂ 2

∂Ω2 f (Ω)> 0. (3.3.7)

However, assume for the moment that radiation damping can be ignored. Then, the dispersion relation
ωn (q) can be readily determined for given q ∈CΛ−1 by calculating det [δ −Γ(q,ω)] in dependence of
ω and then solving the implicit equation (3.3.3) with respect to the unknown ω’s. After that, varying q
along different symmetry lines inside the first Brillouin zone CΛ−1 and repeating the previously outlined
procedure for every q, the photonic band structure ωn (q) emerges, as is exemplarily shown in figure
3.3.1 for the monatomic face-centered-cubic (fcc) lattice as well as the diatomic diamond lattice25. Both
crystal structures display multiple bands along different symmetry lines of the first Brillouin zone, some

24The determination of ωn (q) with or without radiation damping includes the evaluation of determinants. Therefore, this
procedure is due to its computational cost only valuable for rather small matrices Γ(q,ω), i.e. if only few atoms are comprised
by CΛ. For many atoms contained within CΛ, it turns out to be useful to grasp (3.3.2) as the 3M×3M eigenvalue problem

3

∑
c=1

M

∑
j′=1

Γ
( j′′, j′)
ac (q,ω)e

( j′)
c (q,ω) = e

( j′′)
a (q,ω) ,

that can numerically be solved effectively even for large matrices Γ(q,ω).
25While the monatomic fcc-lattice is a Bravais lattice, the diatomic diamond lattice is not, though it is fcc as well.
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of them being degenerate26 such as the lowest bands of the fcc-lattice along the paths LΓ and ΓX . In
contrast to the fcc-lattice, the diamond lattice exhibits a complete photonic band gap, i.e. there exists
a frequency interval, where electromagnetic wave propagation is prohibited irrespective of propagation
direction and polarization. This feature constitutes a qualitatively new effect, that gives rise to a variety
of applications concerning the guidance of light in the context of integrated optical circuits [42–44]
and fibre-optic communications [45, 46], but it can also allow the realization of highly efficient optical
reflectors or optical resonant microcavities [47].

All photonic band structures calculated within the framework of the presented theory comply well with
calculations carried out for atomic dipole lattices in the spirit of the Fano-Hopfield model [41, 48]
in the case of weakly coupled oscillators. But in comparison to earlier calculations carried out for
dielectric superlattices on the basis of the macroscopic Maxwell equations [49–51], the current results
of this work only agree with these for low frequencies ω , where the associated (free-space) wavelength
λ = 2πc

ω
is large compared to the lattice constant and to the extension of the scatterers. However, at

high frequencies ω , the electromagnetic wave is able to resolve the crystalline structure in detail, so
that the extension of the scatterers, which is incorporated into the macroscopic Maxwell equations by
a lattice periodic dielectric function ε (r) = ε (r+R) with R ∈ Λ, matters. This naturally leads to a
discrepancy of the theory based on macroscopic Maxwell equations and the present one that assumes a
point dipole model. Furthermore, the former ansatz employs the expansion with respect to plane waves{

eiG·r}
G∈Λ−1 , which requires the solution of a 3N ×3N matrix equation, provided N reciprocal lattice

vectors are retained. Unfortunately, these calculations show a number N of zero eigenvalues, which are
attributed to longitudinal modes, that have to be eliminated afterwards by invoking the transversality of
electromagnetic waves. In contrast, (3.3.2) involves only the solution of a 3M × 3M matrix equation,
with M denoting the number of atoms comprised by the Wigner-Seitz cell CΛ.

Taking account of radiation damping, the concept of a photonic band structure ωn (q) including many
band branches looses its meaning for real crystalline materials of microscopic lattice constants aΛ if ω

exceeds a critical frequency ωc. This is because for frequencies ω > ωc far and beyond the ultravio-
let, radiation damping given by (3.3.4) becomes dominant, so that no frequency Ω can be found that
minimizes the function f (Ω) given by (3.3.5) anymore. Figure 3.3.2 exemplifies what has been said
by comparing the lowest bands, once calculated with and once without radiation damping taken into
account, of the monatomic fcc and the diatomic diamond lattice along the symmetry lines LΓ and ΓX .
Obviously, the appearance of higher bands is suppressed for both crystal structures as a consequence of
radiation damping, so that the formation of a photonic band gap, as has been observed for the diamond
lattice in absence of radiation damping (see figure 3.3.1), is not possible. Additionally, the radiationally
damped bands are shifted with respect to the undamped bands to lower frequencies, which is in accor-
dance with the resonance behaviour of a periodically driven, damped harmonic oscillator. In contrast to
real naturally occuring crystalline materials like NaCl or CsCl, the concept of a photonic band structure

26The degeneracy of the bands can be lifted, for example, by applying an additional static electric [41] or magnetic induction
field, where the latter is demonstrated in figure 3.3.5.
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(a) (b)

Figure 3.3.2: Comparison of photonic band structures ωn (q) in units of ω0 = 2πc
aΛ

in the vicinity of
the Γ point, once calculated with (red dots) and once without (blue line) radiation damping taken into
account for (a) a fcc - lattice and (b) a diamond lattice. The deployed parameters are the same as in
figure 3.3.1. With radiation damping taken into account, ωn (q) has been determined by minimizing
f (Ω) given by (3.3.5) with respect to Ω > 0.

ωn (q) with many band branches applies well for (artificial) dielectric superlattices with a mesoscopic
lattice constant aΛ. In this case, the photonic band structure including many band branches already
evolves in the low frequency regime, where radiation damping is immaterial. For this reason, dielec-
tric superlattices are promising materials for technical applications, as they allow the realization of a
complete photonic band gap in the visible and near-infrared spectral regime [52, 53].

Addendum: Photonic band structures for the monatomic simple cubic (sc) and body-centred-
cubic (bcc) lattices For the sake of completeness, figures 3.3.3 and 3.3.4 show the photonic band
structure ωn (q) for the monatomic sc- and bcc-lattices respectively, as well as the influence of radia-
tion damping on their lowest bands around the Γ-point. Similar to the previously discussed fcc - and
diamond lattices, the meaning of a photonic band structure ceases to make sense also for sc - or bcc -
lattices with microscopic lattice constants, once the boundary of the first Brillouin zone is approached
and ωn (q) enters the x - ray regime, as radiation damping suppresses the existence of any photonic
bands.

Addendum: Impact of an external static magnetic induction field on the photonic band struc-
ture Suppose that the dielectric (non-magnetic) crystal under consideration is put into an externally
controlled static magnetic induction field B(0). Then, the former state of equilibrium of the crystal’s
constituents, which is represented by their individual electronic polarizabilities α

(el)
ab

(
η( j),ω

)
with

j ∈ {1,2, . . . ,M}, is changed due to the interaction of B(0) with the charge carriers comprised by each
constituent. Consequently, in every constituent a new atomic/ionic state of equilibrium is established,
which now depends on B(0) and is thus described by a polarizability α

(el)
ab

(
η( j),ω;B(0)

)
.

Restricting the discussion from now on to crystals with only one atom per unit cell (i.e. M = 1),
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(a) (b)

Figure 3.3.3: (a) Photonic band structure ωn (q) in units of ω0 = 2πc
aΛ

as calculated from (3.3.3) by
neglecting radiation damping, where the wave vector q is orientated along various symmetry lines of
the first Brillouin zone CΛ−1 for a simple cubic (sc) lattice with lattice constant aΛ = 4Å and a constant
scalar electronic polarizability of α(el)

4πε0
= 5Å

3
. (b) Comparison of photonic band structures ωn (q) of a

sc - lattice in the vicinity of the Γ point, once calculated with (red dots) and once without (blue line)
radiation damping taken into account.

(a) (b)

Figure 3.3.4: (a) Photonic band structure ωn (q) in units of ω0 = 2πc
aΛ

as calculated from (3.3.3) by
neglecting radiation damping, where the wave vector q is orientated along various symmetry lines of
the first Brillouin zone CΛ−1 for a body - centered cubic (bcc) lattice with lattice constant aΛ = 4Å and
a constant scalar electronic polarizability of α(el)

4πε0
= 2Å

3
. (b) Comparison of photonic band structures

ωn (q) of a bcc - lattice in the vicinity of the Γ point, once calculated with (red dots) and once without
(blue line) radiation damping taken into account.
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the abbreviation α
(el)
ab

(
η( j),ω;B(0)

)
≡ α

(el)
ab

(
ω;B(0)

)
is introduced. Assuming α

(el)
ab

(
ω;B(0)

)
to be an

analytic function, it can formally be expanded into a Taylor series with respect to B(0) around B(0) = 0.
Requiring that the static magnetic induction field is not too strong, α

(el)
ab

(
ω;B(0)

)
will vary linearly with

B(0), so that one obtains

α
(el)
ab

(
ω;B(0)

)
= αab (ω)+ i

3

∑
c=1

βabc (ω)B(0)
c (3.3.8)

in accordance with quantum mechanical considerations, where βabc (ω) ∈ R. Obviously, αab (ω) de-
notes the electronic polarizability in the absence of B(0), so that its frequency dependence is determined
by the Lorentz oscillator model (3.1.1). The quantum mechanical derivation of (3.3.8) including the
formal frequency dependence of βabc (ω) follows the lines indicated in the supplemental material to
[23] regarding the calculation of the atomic polarizability by means of first order time dependent per-
turbation theory and was explicitly elaborated by Prof. N. Schopohl in [24]. However, in presence of
the static magnetic induction field B(0), the multi-electron atom Hamiltonian has to be complemented
by the additional term |e|

2m (L+2S) ·B(0), that might give rise to a field dependent shift of the atom’s
spectral lines or even to Zeeman splitting. Additionally, B(0) breaks the time reversal symmetry, so that
the eigenstates of the multi-electron atom Hamiltonian can not all be chosen real anymore, thus the
dipole matrix elements are becoming complex and magnetic field dependent. Accordingly, the atomic
polarizability tensor decomposes into symmetric and antisymmetric parts, where the latter vanishes if
B(0) = 0. Then, expanding that polarizability tensor with respect to B(0) to linear order and just keeping
terms that describe qualitatively new effects, i.e. omitting all terms that simply give rise to a small
quantitative correction to the atomic polarizability in absence of the static magnetic induction field, the
functional form (3.3.8) of the polarizability tensor emerges. In particular there holds βabc (0) = 0.

The objective is now to study the impact of B(0), mediated by βabc (ω), on the photonic band structure
of a dielectric crystal. In order to do that, consider exemplarily a simple cubic crystal and neglect for the
sake of simplicity the frequency dependence of α

(el)
ab

(
ω;B(0)

)
, i.e. it is required that α

(el)
ab

(
ω;B(0)

)
=

α
(el)
ab

(
B(0)

)
with αab (ω) = αab and βabc (ω) = βabc. If now the m3̄m (or Oh) point group symmetry of

the simple cubic crystal is assigned to the tensors αab and βabc, these assume the guise αab = αδab and
βabc = βεabc [5], so that finally

α
(el)
(

B(0)
)
=

 α iβB(0)
3 −iβB(0)

2

−iβB(0)
3 α iβB(0)

1

iβB(0)
2 −iβB(0)

1 α

 (3.3.9)

emerges. To illustrate the effect of the purely imaginary off-diagonal components of the polarizability
tensor (3.3.9) on the photonic band structure of a monatomic simple cubic crystal, its lowest bands are
calculated by means of (3.3.3) around the Γ-point for a static magnetic induction field B(0) = B(0)

2 e2

pointing in y-direction, once for B(0)
2 = 0 and once for B(0)

2 ̸= 0. The result is shown in figure 3.3.5. In
the absence of B(0) (blue line), the variation of the wave vector q along the symmetry lines ΓX and RΓ



3.4 Discussion of the local electric field 35

Figure 3.3.5: Comparison of photonic band structures ωn (q) in units of ω0 = 2πc
aΛ

for a sc - lattice
with lattice constant aΛ = 4Å in the vicinity of the Γ point, once calculated with non-vanishing (red
dots) and once with vanishing (blue line) static magnetic induction field B(0) = B(0)

2 e2. The deployed

parameters entering the polarizability model (3.3.9) are α

4πε0
= 5Å

3
and βB(0)

2
4πε0

= 0.5Å
3
.

is associated with wave propagation along highly symmetric directions within the crystal, accompanied
by time-reversal symmetry. Therefore, both propagable modes of the transverse electric field obey to
the same dispersion relation, resulting in twofold degenerated photonic bands. In presence of a non-
vanishing magnetic induction field B(0) (red dots), time-reversal symmetry is locally broken27 [54, 55],
so that the degeneracy of the photonic bands is removed. Noticing that the orientation of B(0) is parallel
to the wave vectors q lying on the symmetry line ΓX , the two bands reflect in the optical regime the
well-known, non-reciprocal Faraday effect [26, 54, 56, 57].

Similar to an external static magnetic induction field, an external static electric field can also remove
the degeneracy of the photonic bands. For a discussion see [41].

3.4 Discussion of the local electric field

As has been elucidated in section 3.2, frequency ω and wave vector q ∈CΛ−1 are independent variables
in the present theory of the local electric field Ea (r,ω), which is determined by (3.2.39). Anyway, only
external signals Eext,a (r,ω) = Ẽ(ext)

qω,aeiq·r of particular polarization as well as of specific frequency ω

and wave vector q that obey to the crystal’s photonic band structure ωn (q) correspond to the photonic
eigenmodes of the crystal and are thus favoured to induce the (propagable) local electric field Ea (r,ω),

27Because B(0) is regarded as an external field generated by an external current density j(0) that does not belong the
(crystalline) system under consideration, the source of B(0) is supposed to be unaffected by a time-reversal operation that is
applied to the (crystalline) system. Therefore B(0) remains unchanged and the time-reversal symmetry is locally broken within
the (crystalline) system. Of course, if the source j(0) of the magnetic induction field B(0) would be a part of the (crystalline)
system, then the (crystalline) system would be invariant under a time-reversal operation, because B(0) is reversed, too.
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Figure 3.4.1: Schematic illustration of the crystal structure and the externally applied signal
Eext (r,ωext), for which the local electric field E(r,ω) is calculated along the path r(x). For details, see
text.

which polarizes the individual atoms and ions within the crystal28.

In this context, the local electric field Ea (r,ω) in dielectric crystals is discussed in the remainder of this
section for the setup illustrated in figure 3.4.1. Here, the crystal is assumed to be a monatomic simple
cubic structure with lattice constant aΛ and constant isotropic electronic polarizability α

(el)
ab

(
η(1),ω

)
=

α(el)δab, where the externally applied (time harmonic) plane wave signal Eext (r,ωext) = e3eiq·r [V
m

]
of

frequency ωext and wave vector q = |q|e1 propagates along the x-direction while it is linearly polarized
in z-direction. The local electric field E(r,ω) is then calculated along the path r(x) = xe1+

aΛ

2 (e2 + e3)

with x ∈ R, so that the respective path never encounters an atom or ion positioned within the crystal.

While the externally applied field Eext (r,ωext) displays spatial variations on a length scale comparable
to its free space wavelength λext =

2πc
ωext

because of q ∈ CΛ−1 , the local electric field E(r,ω) given by
(3.2.39) comprises rapid spatial variations according to eiG·r for G∈Λ−1\{0} on the back of the slowly
varying envelope eiq·r, as is shown in figure29 3.4.2. Obviously, the distance between two adjacent peaks
equals exactly the lattice constant aΛ, this being a consequence of the lattice periodicity of the lattice
sum ζΛ (s,k,ω) if s ̸= 0. It is also noticeable, that in compliance with the external signal, only the local
electric field’s z-component is non-vanishing. This should not be taken for granted, because the external
signal in guise of a plane wave is purely transverse, while the local field is comprised by longitudinal
and transverse contributions (see (3.2.41) as well as (3.2.42) and in particular figure 3.4.4). One should
not be confused by the fact, that the amplitude of the local field inside the crystal by far exceeds that of

28Of course, the requirement that ω and q ∈ CΛ−1 ⊂ R3 are in entire accordance with the photonic band structure ωn (q)
to allow wave propagation within a crystal is not absolutely strict, because due to radiation damping the rigorous solvability
condition (3.3.3) is never satisfied as long as ω > 0. Instead, ωn (q) is determined by minimizing f (Ω) given by (3.3.5) with
respect to Ω for given q, implicitly implying that it is sufficient, when ω and q are situated in close proximity of ωn (q). This
approach is legit, provided that radiation damping is a weak effect (see section 3.3 and also figure 3.4.3).

29Notice the quantity n appearing in the caption of figure 3.4.2 (not to be confused with the band index of ωn (q)), which
measures the modulus of the wave vector |q| with respect to ωext

c . In chapter 4, n turns out as the index of refraction, that
constitutes the major contribution to the dielectric tensor ε (q,ω) and additionally provides an appropriate parametrization of
the photonic band structure in the low-frequency regime, when q is restricted to the proximity of the Γ-point within CΛ−1 .
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Figure 3.4.2: Spatial variation of the local electric field’s z-component Ez (r,ω) given by (3.2.39) for the
setup shown in figure 3.4.1. While the crystal’s lattice constant as well as the electronic polarizability
are the same in both plots, namely aΛ = 3.5Å and α(el)

4πε0
= 8Å

3
respectively, the externally applied electric

field possesses in (a) a rather short ultraviolet wavelength λext =
2πc
ωext

= 50nm with |q| = 2π

λext
n and

n = 3.42077 and in (b) a visible violet wavelength λext =
2πc
ωext

= 400nm with |q|= 2π

λext
n and n = 3.4256.

The inset zooms to a smaller scale to reveal the rapid spatial variations of the local electric field in the
visible regime.

the external field. Because in the present case ωext and q agree well with the photonic band structure
ωn (q), K̃ (G,q,ω) given by (3.2.38) becomes large because of the term (δ −Γ(q,ω))−1 that reflects
the solvability condition (3.3.3) (or rather (3.3.6)) of the homogeneous integral equation (3.3.1), but at
last remains finite due to radiation damping. Therefore, the amplitude of the local electric field given
by (3.2.39) is large compared to that of the external field but always finite, too.

To investigate the dependence of the local electric field’s amplitude with respect to the choice of
ωext and q, consider again the setup shown in figure 3.4.1 and calculate the maximal field strength
maxx Ez (r(x) ,ωext) along the path r(x) for a fixed frequency ωext in dependence of |Q|, which denotes
the modulus of the wave vector Q = |Q|e1 of the external signal Eext (r,ωext) = e3eiQ·r [V

m

]
. The result

is shown in figure 3.4.3. Obviously, the amplitude of the local electric field in crystalline dielectrics is
very sensitive with respect to the choice of ωext and q. In particular, if frequency ωext and wave vector
q of the external signal coincide with the photonic band structure, i.e. if ωext = ωn (q), the local electric
field turns out to be maximal. But if ωext and q do not meet the requirements set by ωn (q), the electric
field strength rapidly decreases, even if ωext and q are located in the vicinity of ωn (q). As a result, the
amplitude of the local electric field is a sharply peaked function of ωext and q around ωn (q) so that
solely optical modes associated with the immediate proximity of ωn (q) are capable to propagate with
sufficient intensity within the crystal. It should be noticed, that the position as well as the width of this
peak depends on the density of polarizable atoms νP. With increasing lattice constant aΛ (see figure
3.4.3 (b)), its position is shifted to lower values of |Q| and its width decreases. In the limit aΛ → ∞

the peak is positioned at |q| = ωext
c and of infinitesimal width, thus reflecting the propagation of plane

waves in free space.

Finally, it is instructive to identify the non-radiative and radiative contributions E(L)
a (r,ω) and E(T)

a (r,ω)
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Figure 3.4.3: Maximal electric field strength maxx Ez (r(x) ,ωext) for a fixed frequency ωext in depen-
dence of the modulus |Q| of the external signal’s wave vector Q along the path r(x) shown in figure
3.4.1. The applied parameters regarding frequency and electronic polarizability are the same in both
plots and read λext =

2πc
ωext

= 400nm and α(el)

4πε0
= 8Å

3
respectively. While in (a) the lattice constant

aΛ = 3.5Å is rather small, in (b) it has been increased to aΛ = 5Å. The inset in (a) shows the variation
of |Q| within the ω −|Q| plane as well as the photonic band structure ωn (Q). For ωext = ωn (Q), the
electric field strength is always maximal.

of the local electric field in dielectric crystals, which can be calculated according to (3.2.41) and (3.2.42)
respectively. Therefore consider the local electric field Ez (r,ω) shown in figure 3.4.2 (b) and decom-
pose it according to Ez (r,ω) = E(L)

z (r,ω)+E(T)
z (r,ω) into its longitudinal and transverse contribu-

tions. The result is shown in figure 3.4.4. Obviously, in the present case the non-radiative part of the
local electric field Ez (r,ω) is predominant, as the amplitude of E(L)

z (r,ω) is distinctly larger than the
amplitude of E(T)

z (r,ω). This is intuitively accessible, because in materials with a high density νP of
polarizable atoms, i.e. in materials of high refractive index, every point r ∈ ΩP is surrounded by nearby
positioned induced atomic dipoles, whose emitted fields are dominated by their static longitudinal parts
on such microscopic length scales. Additionally, in contrast to Ez (r,ω) and E(L)

z (r,ω), the pure radia-
tive part E(T)

z (r,ω) seems at first glance to be free of rapid spatial variations on the length scale of the
lattice constant aΛ. That this is not true is shown in section 4.3 and especially in figure 4.3.1, when it is
compared to the macroscopic electric field.

It is important to realize, that the contribution ρ(L) of the non-radiative part E(L)
z (r,ω) to the total

field Ez (r,ω) increases rapidly when the density νP of polarizable atoms/ions within the crystal is in-
creased, while the contribution ρ(T) of the radiative part E(T)

z (r,ω) decreases rapidly, and vice versa.
See therefor figure 3.4.5 (a). In the low density limit νP → 0, the non-radiative field E(L)

z (r,ω) does
not contribute to Ez (r,ω), so that the radiative field E(T)

z (r,ω) coincides with the total local electric
field. Conversely, in the limit νP → ν

(c)
P where matter becomes unstable in absence of a counteract-

ing damping term, the transverse field E(T)
z (r,ω) is strongly suppressed while the longitudinal field

E(L)
z (r,ω) essentially coincides with Ez (r,ω). Whether the local electric field is of radiative or non-

radiative nature or even a mixture of both thus strongly depends on the density of polarizable atoms
νP within the crystal, which is a measure for the optical density of a material. An alternative measure
of optical density in the sense of macroscopic electrodynamics is the index of refraction n, that can be
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Figure 3.4.4: (a) Spatial variation of the z-components of the longitudinal (red) and transverse (green)
local electric fields E(L)

z (r,ω) and E(T)
z (r,ω) given by (3.2.41) and (3.2.42), constituting the non-

radiative and radiative contributions of the local electric field Ez (r,ω), where the latter is shown in
figure 3.4.2 (b). (b) Zoom to a smaller scale to reveal the local field’s rapid spatial oscillations. For
the sake of completeness, Ez (r,ω) = E(L)

z (r,ω)+E(T)
z (r,ω) (blue) taken from figure 3.4.2 (b) is also

shown.
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Figure 3.4.5: (a) Contributions ρ(L,T) =
maxx

∣∣∣E(L,T)
z (r(x),ωext)

∣∣∣
maxx|Ez(r(x),ωext)| of the longitudinal and transverse parts

E(L)
z (r,ω) and E(T)

z (r,ω) to the total local electric field Ez (r,ω) in dependence of the density νP of
polarizable atoms (basically with parameters as in figure 3.4.4). (b) Variation of the index of refraction
n(ωext) of the crystal, which can be taken as an alternative measure for its optical density. It can be cal-
culated from the transverse dielectric tensor given in (4.2.20) in dependence of νP. Here, ν

(c)
P denotes

the border to instability, where the transverse dielectric tensor exhibits a pole, provided the damping
term γ(1) > 0 associated with the electronic polarizability α

(el)
ab

(
η(1),ωext

)
is neglected.
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calculated from the transverse dielectric tensor given by (4.2.20) in the limit q = 0. That there is a close
correlation between νP and n is exemplified in figure 3.4.5 (b). While a high density always implicates
a large index of refraction, a low density brings along a refractive index which is only slightly larger
than that of free space.

It should be emphasized again, that up to this point the presented theory of the local electromagnetic
field solely relies on the microscopic Maxwell equations. Thus, there has been no need to introduce
macroscopic quantities like a dielectric tensor or an index of refraction to describe the electrodynamics
of dielectric crystals. However, when one is interested in the electrodynamics on a macroscopic length
scale, as is the case in a variety of engineering applications, it is reasonable to discard information
that is contained in the local electromagnetic field about the material’s precise microstructure. Instead
of the local electromagnetic field, one considers its spatially slowly varying envelope, representing
the macroscopic electromagnetic field30. In view of applications in the optical sciences, the equations
determining the macroscopic electromagnetic field are deduced in the next chapter. These then allow
the identification of the (transverse) dielectric tensor in a tried and tested way, so that a multitude of
optical properties owned by crystalline dielectrics can be investigated on its basis.

30For an illustration of what has been said, consider e.g. figure 3.4.2



Chapter 4

Macroscopic electromagnetic field in
crystalline dielectrics and the dielectric
tensor

When investigating electrostatic or electrodynamic phenomena in matter, one is usually not interested in
the spatially rapidly varying local electromagnetic field, that is determined by the microscopic Maxwell
equations. Instead, one considers the macroscopic electromagnetic field as well as macroscopic material
parameters like e.g. the dielectric tensor, that only show a significant spatial variation on length scales
that are large when compared to the (inter-) atomic length scale. This widely accepted perspective
applies well when investigating optical phenomena in the visible spectral regime, but massively fails
when studying x-ray related effects, of course [3]. The macroscopic electromagnetic field is obtained by
solving the macroscopic Maxwell equations, the latter being commonly deduced from the microscopic
ones by averaging the therein included quantities over a macroscopic but “physically infinitesimal”
volume comprising many particles. However, this averaging procedure exhibits some shortcomings. On
the one hand, it is purely phenomenological as the exclusion of the structure of the local electromagnetic
field on the atomic length scale from the very outset does not allow to relate the dielectric tensor to the
microscopic structure of the medium under consideration. On the other hand, this averaging procedure
presupposes the neglect of non-local response effects when applied consistently, because averaging
itself is non-local [2].

The procedure presented in this chapter for deriving the macroscopic electromagnetic field in crystalline
dielectrics follows [23, 24] and avoids the subtle difficulties mentioned before. As the local electromag-
netic field is known exactly (see (3.2.39) and (3.2.46)), the macroscopic field is readily deduced from
this by means of a low-pass filtering procedure that solely retains the spatially slowly varying con-
tribution of the local field. In this way, the dielectric tensor introduced in this chapter includes the
microscopic material structure, so that the investigation of different non-local optical effects like natu-
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ral optical activity or spatial dispersion induced birefringence is possible. Additionally it is shown, that
the such derived macroscopic electromagnetic field obeys to the differential equations of macroscopic
electrodynamics.

Finally it should be stressed, that the exposition of the macroscopic electromagnetic theory presented
in this chapter solely makes use of the macroscopic electric and magnetic induction field E (r,ω) or
B (r,ω) instead of displacement and magnetic field D (r,ω) and H (r,ω), respectively. This approach
is highly favorable, as the last two fields are not uniquely determined, so that they can not be taken as
genuine physical fields (see [25, 29]).

4.1 Derivation of the macroscopic electromagnetic field equations and
the dielectric tensor

As has been shown in section 3.4 and in particular in figure 3.4.2, the local electric field component
Ea (r,ω) given by (3.2.39) comprises rapid spatial variations due to eiG·r for G ∈ Λ−1\{0} on the back
of the slowly varying envelope eiq·r with q ∈ CΛ−1 . It is exactly this slowly varying envelope, which
represents the macroscopic electric field component Ea (r,ω), that obeys to the macroscopic Maxwell
equations, as is shown in section 4.2. But first, Ea (r,ω) has to be derived from the exact local electric
field Ea (r,ω). Therefore, the macroscopic field is conceived as the low-pass filtered local field [24],
where the filtering process can be easily realized by means of Fourier transform methods. While

Ẽa (k,ω) =

ˆ
R3

d3r e−ik·rEa (r,ω) (4.1.1)

with k ∈ R3 denotes the Fourier amplitude of the local electric field, its low-pass filtered Fourier am-
plitude which likewise constitutes the Fourier amplitude of the macroscopic electric field, is defined by

Ẽa (q,ω) =

ˆ
R3

d3r e−iq·rEa (r,ω) with q ∈CΛ−1 , (4.1.2)

so that
Ea (r,ω) =

1

(2π)3

ˆ
C

Λ−1

d3q eiq·rẼa (q,ω) . (4.1.3)

The requirement q ∈ CΛ−1 in (4.1.2) or (4.1.3) ensures, that one gets rid of the rapid spatial variations
of Ea (r,ω) caused by reciprocal lattice vectors G ∈ Λ−1\{0}, while its slowly varying envelope is
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preserved. Combining (3.2.39) and (4.1.2) yields

Ẽa (q,ω)

=

ˆ
R3

d3r e−iq·r

[
Ẽ(ext)

q′ω,aeiq′·r +
1

|CΛ|

3

∑
b,d=1

∑
G∈Λ−1

ei(q′+G)·rG̃ab
(
q′+G,ω

)
K̃bd
(
G,q′,ω

)
Ẽ(ext)

q′ω,d

]

=(2π)3
δ
(
q−q′)[Ẽ(ext)

q′ω,a +
1

|CΛ|

3

∑
b,d=1

G̃ab
(
q′,ω

)
K̃bd
(
0,q′,ω

)
Ẽ(ext)

q′ω,d

]
, (4.1.4)

where in the last line use has been made of q,q′ ∈CΛ−1 . Introducing the abbreviation

K̃bd
(
q′,ω

)
≡ K̃bd

(
0,q′,ω

) (3.2.38)
=

1
ε0

3

∑
c=1

M

∑
j, j′, j′′=1

α
( j, j′)
bc

(
q′,ω

)[(
δ −Γ

(
q′,ω

))−1
]( j′ j′′)

cd
, (4.1.5)

the Fourier amplitude of the macroscopic electric field finally reads

Ẽa (q,ω) = (2π)3
δ
(
q−q′) 3

∑
d=1

[
δad +

1
|CΛ|

3

∑
b=1

G̃ab (q,ω) K̃bd (q,ω)

]
Ẽ(ext)

qω,d . (4.1.6)

Consequently, the macroscopic electric field Ea (r,ω) in real space is readily obtained from (4.1.3)
according to

Ea (r,ω) =
3

∑
d=1

[
δad +

1
|CΛ|

3

∑
b=1

G̃ab (q,ω) K̃bd (q,ω)

]
Ẽ(ext)

qω,deiq·r. (4.1.7)

With regard to the discussion of electromagnetic wave propagation, it is useful to decompose Ea (r,ω)

into its longitudinal and transverse contributions to identify the non-radiative and radiative parts of the
macroscopic electric field, yielding

E
(L)

a (r,ω) =
3

∑
d=1

[
Π̃

(L)
ad (q)− 1

|CΛ|

3

∑
c=1

Π̃
(L)
ac (q) K̃cd (q,ω)

]
Ẽ(ext)

qω,deiq·r (4.1.8)

E
(T)

a (r,ω) =
3

∑
d=1

[
Π̃

(T)
ad (q)+

1
|CΛ|

ω2

c2
1

|q|2 − ω2

c2

3

∑
c=1

Π̃
(T)
ac (q) K̃cd (q,ω)

]
Ẽ(ext)

qω,deiq·r. (4.1.9)

Applying the afore introduced low-pass filtering process to the microscopic polarization component
Pa (r,ω) given by (3.1.5), one obtains the macroscopic polarization component Pa (r,ω) that enters
the macroscopic Maxwell equations. It is derived in analogy to the macroscopic electric field by first
calculating the low-pass filtered Fourier amplitude

P̃a (q,ω) =

ˆ
R3

d3r e−iq·rPa (r,ω) with q ∈CΛ−1 (4.1.10)
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and subsequent evaluation of

Pa (r,ω) =
1

(2π)3

ˆ
C

Λ−1

d3q eiq·rP̃a (q,ω) . (4.1.11)

The result of this procedure is given by

P̃a (q,ω) = ε0
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
d=1

K̃ad (q,ω) Ẽ(ext)
qω,d (4.1.12)

and

Pa (r,ω) =
ε0

|CΛ|

3

∑
d=1

K̃ad (q,ω) Ẽ(ext)
qω,deiq·r (4.1.13)

respectively1. With the help of (4.1.13), the macroscopic electric field (4.1.7) can be cast into

Ea (r,ω) = Ẽ(ext)
qω,aeiq·r︸ ︷︷ ︸

≡Eext,a(r,ω)

+
1
ε0

3

∑
b=1

G̃ab (q,ω)Pb (r,ω) , (4.1.14)

which reflects Lorentz’s well-known local field correction2. Introducing the dielectric 3 × 3 tensor
εΛ (q,ω), a relation between the Fourier amplitudes of the macroscopic electric field Ẽa (q,ω) and
the macroscopic polarization P̃a (q,ω) can be established in the common way owed to macroscopic
electrodynamics

P̃a (q,ω) = ε0

3

∑
b=1

(εΛ (q,ω)−δ )ab Ẽb (q,ω) . (4.1.15)

Notice, while (4.1.15) is local in reciprocal space, it is non-local in real space. Thus, the dielectric
tensor in real space does not solely depend on a single reference point r, but also on its environment.
Inserting (4.1.6) and (4.1.12) into (4.1.15) readily yields (in matrix notation)

1
|CΛ|

K̃ (q,ω) · Ẽ(ext)
qω = (εΛ (q,ω)−δ ) ·

[
δ +

1
|CΛ|

G̃ (q,ω) · K̃ (q,ω)

]
· Ẽ(ext)

qω , (4.1.16)

1For calculational details, see appendix E.5.
2In appendix G.2 it is shown, that for a simple cubic lattice G̃ab (q,ω) reduces in the static limit (i.e. when ω → 0 and

|q| → 0) to the famous prefactor − 1
3 δab. In this case, (4.1.14) becomes

E (r) = Ẽext −
1
3

1
ε0

P (r)

and is thus in total agreement with [58]. Additionally it should be emphasized, that in the present theory there was no need to
construct a Lorentz sphere or any other equivalent volume (see e.g. [3, 58]) to obtain this well-known result.
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so that the dielectric tensor is identified as (see also [23])

εΛ (q,ω) = δ +
1

|CΛ|
K̃ (q,ω) ·

[
δ +

1
|CΛ|

G̃ (q,ω) · K̃ (q,ω)

]−1

= δ +
1

|CΛ|

[
K̃−1 (q,ω)+

1
|CΛ|

G̃ (q,ω)

]−1

. (4.1.17)

It should be emphasized, that εΛ (q,ω) solely depends on the crystal structure via the lattice sums and
on the individual electronic and ionic displacement polarizabilities. For a thorough discussion of the
dielectric tensor including chromatic and spatial dispersion effects represented by its arguments ω and
q, see section 4.4.

Last but not least, the induced macroscopic magnetic induction field Ba (r,ω) emerges by low-pass
filtering the induced local magnetic induction field Ba (r,ω) given by (3.2.46) according to

B̃a (q,ω) =

ˆ
R3

d3r e−iq·rBa (r,ω) with q ∈CΛ−1

=
(2π)3

ω
δ
(
q−q′) 3

∑
b,c,d=1

εabcqb

[
δcd +

1
|CΛ|

3

∑
e=1

G̃ce (q,ω) K̃ed (q,ω)

]
Ẽ(ext)

qω,d , (4.1.18)

so that finally in real space

Ba (r,ω) =
1

(2π)3

ˆ
C

Λ−1

d3q eiq·rB̃a (q,ω)

=
1
ω

3

∑
b,c,d=1

εabcqb

[
δcd +

1
|CΛ|

3

∑
e=1

G̃ce (q,ω) K̃ed (q,ω)

]
Ẽ(ext)

qω,deiq·r

=
1

iω

3

∑
b,c=1

εabc
∂

∂ rb
Ec (r,ω) (4.1.19)

results.

In the presented theory, the macroscopic electromagnetic field naturally emerges by filtering out the
rapid spatial variations of the local electromagnetic field appearing on a microscopic length scale set
by the lattice constant aΛ, while the local field’s slowly varying envelope, whose length scale is set
by the wavelength of the externally applied electric field, is maintained. As the local fields Ea (r,ω)

and Ba (r,ω) constitute solutions of the microscopic Maxwell equations, the in this manner identified
macroscopic fields Ea (r,ω) and Ba (r,ω) should obey to the common differential equations deduced
from macroscopic Maxwell equations for reasons of consistency. This issue will be addressed in the
next section.
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4.2 Deducing the differential equations of macroscopic electrodynamics

When one is dealing with materials corresponding to (non-magnetic) crystalline dielectrics, the local
electromagnetic field represented by Ea (r,ω) and Ba (r,ω) (see (3.2.39) and (3.2.46)) respectively,
constitutes the solution of the microscopic Maxwell equations (2.1.10)-(2.1.13). If the presented theory
is taken seriously, then the macroscopic electromagnetic field represented by Ea (r,ω) and Ba (r,ω),
which are given by (4.1.7) or (4.1.19), should correspond to the macroscopic Maxwell fields (see [24]).
To check this consistency requirement, start with the Fourier transform of (4.1.14) from real to recipro-
cal space and subsequently deploy (4.1.15), yielding3

Ẽa (q,ω) = Ẽext,a (q,ω)+
3

∑
b,c=1

G̃ab (q,ω)(εΛ (q,ω)−δ )bc Ẽc (q,ω) . (4.2.1)

In general, according to (2.2.5), (2.2.7) and (2.2.13), the externally applied electric field in real space
reads

Eext,a (r,ω) =
1
ε0

1
iω

j(L)ext,a (r,ω)+ iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ext,a

(
r′,ω

)
(4.2.2)

and is thus given in reciprocal space by

Ẽext,a (q,ω) =
1
ε0

1
iω

j̃(L)ext,a (q,ω)+ iωµ0g̃(q,ω) j̃(T)ext,a (q,ω)

=− 1
ε0

1
iω

3

∑
b=1

G̃ab (q,ω) j̃ext,b (q,ω) , (4.2.3)

where g̃(q,ω) = 1
|q|2−ω2

c2

denotes the Fourier transform of the Helmholtz propagator g(r− r′,ω). Addi-

tionally, in the second line use has been made of (2.2.17). Insertion of (4.2.3) into (4.2.1) and subsequent
multiplication from the left hand side by

[
G̃ −1 (q,ω)

]
ab =

c2

ω2 |q|
2

Π̃
(T)
ab (q)−δab (4.2.4)

readily results in

3

∑
b=1

[
G̃ −1 (q,ω)

]
ab Ẽb (q,ω) =− 1

ε0

1
iω

j̃ext,a (q,ω)+
3

∑
b=1

(εΛ (q,ω)−δ )ab Ẽb (q,ω) , (4.2.5)

which is equivalent to

3

∑
b=1

[
|q|2 Π̃

(T) (q)− ω2

c2 εΛ (q,ω)

]
ab

Ẽb (q,ω) = iωµ0 j̃ext,a (q,ω) . (4.2.6)

3Recall, that Ẽext,a (q,ω) denotes the Fourier transform of Eext,a (r,ω).
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It should be noticed that (4.2.6) represents the so-called vector wave equation for the macroscopic
electric field in reciprocal space, provided that spatial dispersion can be ignored, i.e. if εΛ (q,ω) →
εΛ (ω). As |q|2 ↔ −∇2

r and −∇2
rE

(T) (r,ω) = ∇r × ∇r × E (r,ω), in this special case (4.2.6) can
directly be rewritten in real space according to

∇r ×∇r ×E (r,ω)− ω2

c2 εΛ (ω) ·E (r,ω) = iωµ0jext (r,ω) . (4.2.7)

It should be stressed, that the interpretation of (4.2.7) as a wave equation describing the propagation
of photons is misleading, because of E (r,ω) = E (L) (r,ω)+E (T) (r,ω) the macroscopic electric field
E (r,ω) may still exhibit non-radiative contributions determined by its curl-free part E (L) (r,ω). To
find the respective differential equations determining the longitudinal or transverse macroscopic electric
field alone, the general equation (4.2.6) has to be decomposed into its longitudinal and transverse parts
first. By means of the Helmholtz decomposition of vector fields as well as the following block matrix
notation for the longitudinal and transverse projections of the dielectric tensor

ε
(A,B)
ab (q,ω) =

3

∑
c,d=1

Π̃
(A)
ac (q) [εΛ (q,ω)]cd Π̃

(B)
db (q) with A,B ∈ {L,T} , (4.2.8)

(4.2.6) can be cast into

|q|2 Ẽ
(T)

a (q,ω)− ω2

c2

3

∑
b=1

[
ε
(L,L)+ ε

(L,T)+ ε
(T,L)+ ε

(T,T)
]

ab
(q,ω)

(
Ẽ

(L)
b (q,ω)+ Ẽ

(T)
b (q,ω)

)
=iωµ0

(
j̃(L)ext,a (q,ω)+ j̃(T)ext,a (q,ω)

)
, (4.2.9)

where Π̃
(L)
ab (q)+ Π̃

(T)
ab (q) = δab has been utilized. As longitudinal and transverse fields are orthogonal,

(4.2.9) can now easily be separated into one longitudinal and one transverse equation according to

−ω2

c2

3

∑
b=1

[
ε
(L,L)
ab (q,ω) Ẽ

(L)
b (q,ω)+ ε

(L,T)
ab (q,ω) Ẽ

(T)
b (q,ω)

]
= iωµ0 j̃(L)ext,a (q,ω)

(4.2.10)
3

∑
b=1

[
|q|2 δab −

ω2

c2 ε
(T,T)
ab (q,ω)

]
Ẽ

(T)
b (q,ω)− ω2

c2

3

∑
b=1

ε
(T,L)
ab (q,ω) Ẽ

(L)
b (q,ω) = iωµ0 j̃(T)ext,a (q,ω) .

(4.2.11)

Under which requirements the equations (4.2.10) and (4.2.11) correspond to differential equations that
can be deduced from macroscopic Maxwell equations for the longitudinal and transverse electric field,
will be elaborated in the next two subsections.

Finally regarding the macroscopic magnetic induction field B (r,ω), the situation turns out to be sim-
pler than in the case of the electric field, because of (4.1.19) it can be easily calculated from the macro-
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scopic electric field by the induction law

iωB (r,ω) = ∇r ×E (r,ω) (4.2.12)

and thus inherently satisfies ∇r ·B (r,ω) = 0.

4.2.1 Electric field screening

Assuming a purely longitudinal external current density, i.e. j̃(T)ext,a (q,ω) = 0, (4.2.11) allows to solve
for the transverse macroscopic electric field according to

Ẽ
(T)

a (q,ω) =
3

∑
b,c=1

[
ω2

c2

|q|2 δ − ω2

c2 ε(T,T) (q,ω)

]
ab

ε
(T,L)
bc (q,ω) Ẽ

(L)
c (q,ω) , (4.2.13)

provided that det
(
|q|2 δ − ω2

c2 ε(T,T) (q,ω)
)
̸= 0. Defining the longitudinal dielectric tensor by

ε
(L) (q,ω) = ε

(L,L) (q,ω)+ ε
(L,T) (q,ω)◦

ω2

c2

|q|2 δ − ω2

c2 ε(T,T) (q,ω)
◦ ε

(T,L) (q,ω) , (4.2.14)

there follows from (4.2.10) by eliminating Ẽ
(T)

a (q,ω) by means of (4.2.13)

3

∑
b=1

ε
(L)
ab (q,ω) Ẽ

(L)
b (q,ω) =−c2

ω
iµ0 j̃(L)ext,a (q,ω) , (4.2.15)

so that subsequent multiplication with iqa and summation over a ∈ {1,2,3} reveals

3

∑
a,b=1

iqaε
(L)
ab (q,ω) Ẽ

(L)
b (q,ω) =

1
ε0

ρ̃ext (q,ω) , (4.2.16)

where c2 = 1
ε0µ0

as well as the continuity equation q · j̃(L)ext (q,ω) = ωρ̃ext (q,ω) (see (2.2.2)) have been
deployed. Equation (4.2.16) determines in a very general manner the longitudinal macroscopic electric
field Ẽ

(L)
(q,ω) in reciprocal space in terms of the external charge density ρ̃ext (q,ω) and the longitu-

dinal dielectric tensor ε(L) (q,ω), the latter describing electric field screening for all frequencies.

At rather low frequencies there holds the approximation ε(L) (q,ω)≈ ε(L,L) (q,ω), so that from (4.2.16)

3

∑
a,b=1

iqa [εΛ (q,ω)]ab Ẽ
(L)

b (q,ω) =
1
ε0

ρ̃ext (q,ω) (4.2.17)

is obtained by invoking (4.2.8). Thus, in the low frequency limit, electric field screening is exactly
described by the dielectric tensor εΛ (q,ω). Additionally, if spatial dispersion can be neglected, i.e. if
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εΛ (q,ω)→ εΛ (ω), (4.2.17) conforms in real space to the well-known equation

∇r ·
(

εΛ (ω) ·E (L) (r,ω)
)
=

1
ε0

ρext (r,ω) . (4.2.18)

With E (L) (r,ω) = −∇rφ (r,ω), (4.2.18) then assumes the guise of a Poisson type equation and it
becomes manifest, that εΛ (ω) describes electric field screening similar to electrostatics.

4.2.2 Wave equation and the renormalized speed of light

If the external current density is purely transverse, i.e. j̃(L)ext,a (q,ω) = 0, (4.2.10) allows to solve for the
longitudinal macroscopic electric field according to

Ẽ
(L)

a (q,ω) =−
3

∑
b,c=1

[
1

ε(L,L) (q,ω)

]
ab

ε
(L,T)
bc (q,ω) Ẽ

(T)
c (q,ω) , (4.2.19)

provided that det
(
ε(L,L) (q,ω)

)
̸= 0. Introducing the transverse dielectric tensor by

ε
(T) (q,ω) = ε

(T,T) (q,ω)− ε
(T,L) (q,ω)◦

[
1

ε(L,L) (q,ω)

]
◦ ε

(L,T) (q,ω) , (4.2.20)

there follows from (4.2.11) by eliminating Ẽ
(L)

a (q,ω) by means of (4.2.19)

3

∑
b=1

(
|q|2 δab −

ω2

c2 ε
(T)
ab (q,ω)

)
Ẽ

(T)
b (q,ω) = iωµ0 j̃(T)ext,a (q,ω) . (4.2.21)

Equation (4.2.21) determines in a quite general way the transverse macroscopic electric field Ẽ
(T)

(q,ω)

in reciprocal space in terms of the transverse external current density j̃(T)ext (q,ω) and the transverse
dielectric tensor ε(T) (q,ω), which renormalizes the propagation speed of an electromagnetic wave
traversing a crystalline dielectric and that also includes a variety of optical effects4. The rather compli-
cated structure of ε(T) (q,ω) given by (4.2.20) is owed to the fact, that in general within a solid, a purely
longitudinal electric field can induce a transverse current density and consequently a transverse electric
field. Of course, the converse is also possible [59]. If for any reason this induction is not possible,
then ∑

3
b=1 ε

(T,L)
ab (q,ω) Ẽ

(L)
b (q,ω) = 0 in (4.2.11), so that the transverse dielectric tensor assumes the

simple guise ε(T) (q,ω) = ε(T,T) (q,ω). Similarly, if ∑
3
b=1 ε

(L,T)
ab (q,ω) Ẽ

(T)
b (q,ω) = 0 in (4.2.10), the

longitudinal dielectric tensor (4.2.14) reduces to ε(L) (q,ω) = ε(L,L) (q,ω).

If spatial dispersion can be ignored, i.e. if ε(T) (q,ω)→ ε(T) (ω), (4.2.21) conforms in real space to the

4For a thorough discussion of ε(T) (q,ω), see section 4.4.3.
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well-known wave equation

3

∑
b=1

(
−∇

2
rδab −

ω2

c2 ε
(T)
ab (ω)

)
E

(T)
b (r,ω) = iωµ0 j(T)ext,a (r,ω) , (4.2.22)

that determines the cartesian components of the transverse macroscopic electric field and is thus in full
agreement with the standard theory of electromagnetic wave propagation in dielectric crystals. Finally,
in view of the familiar and popularly accepted wave equation (4.2.22) it should be pointed out again, that
it is the transverse dielectric tensor ε(T) (q,ω) which governs wave propagation in crystalline dielectrics
within the framework of macroscopic electrodynamics instead of εΛ (q,ω) and thus ε(T) (q,ω) includes
all optical effects originating from chromatic and spatial dispersion.

In this section it has been shown, that the macroscopic electromagnetic field which has been identi-
fied as the spatially low-pass filtered local electromagnetic field, obeys to differential equations that
are commonly associated with those of macroscopic electrodynamics, whereas the presented approach
provides a deeper insight into the radiative and non-radiative nature of the electromagnetic field in
dielectric crystals as well as the correct macroscopic description of those materials by means of the
longitudinal and transverse dielectric tensor. In the next section, the local field will be opposed to its
associated macroscopic field in view of a possible starting point for a transport theory of radiation inside
arbitrary (possibly disordered) materials.

4.3 Comparison of the local and macroscopic electromagnetic field

In this section, the macroscopic electric and magnetic induction fields Ea (r,ω) and Ba (r,ω) are calcu-
lated with the same parameters as the local electric and magnetic induction fields Ea (r,ω) and Ba (r,ω)

for the setup shown in figure 3.4.1. This allows a direct comparison of the local and macroscopic fields
and in consequence to highlight certain aspects, in which both descriptions are more or less equivalent
and in which they may lead to quite different results.

Comparing the components of the local electric field Ea (r,ω) given by (3.2.39) with those of the macro-
scopic electric field Ea (r,ω) determined by (4.1.7), enables to express Ea (r,ω) in terms of Ea (r,ω)

according to
Ea (r,ω) = Ea (r,ω)+δEa (r,ω) (4.3.1)

with

δEa (r,ω) =
1

|CΛ|

3

∑
b,d=1

∑
G∈Λ−1\{0}

ei(q+G)·rG̃ab (q+G,ω) K̃bd (G,q,ω) Ẽ(ext)
qω,d . (4.3.2)

Obviously, the local and macroscopic electric field differ by δEa (r,ω), which represents the contri-
bution of the sum over reciprocal lattice vectors G ∈ Λ−1\{0}. In figure 4.3.1 the spatial variation
of the transverse local electric field E(T)

z (r,ω) (as already displayed in figure 3.4.4) is compared to
the spatial variation of its associated transverse macroscopic electric field E

(T)
z (r,ω), revealing that
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Figure 4.3.1: (a) Spatial variation of the z-components of the transverse local (green) and macroscopic
(red) electric fields E(T)

z (r,ω) and E
(T)

z (r,ω) given by (3.2.42) and (4.1.9), respectively, for the same
parameters as in figure 3.4.4. (b) Spatial variation of the residue δE(T)

z (r,ω) =E(T)
z (r,ω)−E

(T)
z (r,ω),

representing the G ∈ Λ−1\{0} contributions of the lattice sum (compare with (4.3.2)).

both fields essentially coincide except for the residue δE(T)
z (r,ω), which turns out to be smaller by

a factor of 10−5 compared to the size of the original amplitudes E(T)
z (r,ω) and E

(T)
z (r,ω), respec-

tively. This matter of fact reasons the success with which the macroscopic Maxwell fields have been
applied to a multitude of problems concerning electromagnetic wave propagation in highly diverse me-
dia. Nonetheless, attention should be paid with respect to an uncritical usage of the macroscopic field
equations instead of the local ones for the description of radiation processes. For instance, when one
is establishing a transport theory of light intensity inside a (possibly disordered) material, the product
δE(T)

a (r,ω)δE(T)
b (r′,ω) may comprise a spatially slowly varying interference contribution, that can

never be obtained by the product E
(T)

a (r,ω)E
(T)

b (r′,ω) of two macroscopic fields. While the trans-
verse local electric field is in well agreement with its associated transverse macroscopic electric field,
there is a significant discrepancy with respect to the longitudinal fields. Just as the externally applied
electric field Eext,z (r,ω) = E(T)

ext,z (r,ω) is purely transverse in the setup under consideration, so is the
macroscopic electric field in this case too, i.e. Ez (r,ω) = E

(T)
z (r,ω). In contrast, the local electric

field also exhibits a non-vanishing longitudinal contribution E(L)
z (r,ω), whose magnitude essentially

depends on the density νP of polarizable atoms inside the crystal (see figures 3.4.4 and 3.4.5). For
instance, if one is interested to set up a theory for secure optical information transfer, it should be based
on the local field description instead of the macroscopic one because the former allows to estimate the
amount of information about the external signal, which is stored in the medium (e.g. in the glass fiber
or in the receiver) in terms of the non-radiative longitudinal field.

Comparing the local magnetic induction field Ba (r,ω) given by (3.2.46) with the macroscopic magnetic
induction field Ba (r,ω) given by (4.1.19), enables to express Ba (r,ω) in terms of Ba (r,ω) according
to

Ba (r,ω) = Ba (r,ω)+δBa (r,ω) , (4.3.3)
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Figure 4.3.2: (a) Spatial variation of the y-components of the local (blue) and macroscopic (red) mag-
netic induction fields By (r,ω) and By (r,ω) given by (3.2.46) and (4.1.19), respectively, for the same
parameters as in figure 3.4.2 (b). (b) Spatial variation of the residue δBy (r,ω) = By (r,ω)−By (r,ω),
representing the G ∈ Λ−1\{0} contribution of the lattice sum according to (4.3.4).

where

δBa (r,ω) =
1
ω

1
|CΛ|

3

∑
b,c,d,e=1

∑
G∈Λ−1\{0}

εabc (qb +Gb)ei(q+G)·rG̃cd (q+G,ω) K̃de (G,q,ω) Ẽ(ext)
qω,e

(4.3.4)
denotes again the contribution5 of the sum over reciprocal lattice vectors G ∈ Λ−1\{0}. In figure
4.3.2 the spatial variation of the local magnetic induction field By (r,ω) calculated from (3.2.46) is
compared to the spatial variation of its associated macroscopic magnetic induction field By (r,ω) given
by (4.1.19). Similar to the transverse electric field case, the local and macroscopic magnetic induction
fields essentially coincide except for the residue δBy (r,ω), which is smaller by a factor of 1

200 when
compared to the size of the original amplitudes By (r,ω) and By (r,ω), respectively. Note, that in the
electric field case the residue was even considerably smaller.

Obviously, the macroscopic radiation fields E
(T)

a (r,ω) and Ba (r,ω) represent very good approximate
descriptions for the local radiation fields E(T)

a (r,ω) and Ba (r,ω). Therefore, the next section deals
with the optical properties of crystalline dielectrics that come along with the macroscopic description
of electromagnetic wave propagation in this kind of materials.

4.4 Discussion of the dielectric tensor

In this section, the dielectric tensor εΛ (q,ω) given by (4.1.17), which reflects the material as well as
the electromagnetic response within the framework of macroscopic electrodynamics, is calculated and
discussed for a variety of diverse dielectric crystals, solely with the crystalline structure and the individ-
ual electronic and ionic polarizabilities as an input. Besides certain limiting cases that show agreement

5It should be noticed, that ∑
3
b,c=1 εabckbG̃cd (k,ω)∼ ω2

c2 . Hence, δBa (r,ω) behaves well in the limit ω → 0.
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with general considerations on stability and causality, various optical properties are discussed on basis
of its derivative ε(T) (q,ω). For a monograph on crystal optics from a phenomenological point of view,
the reader is referred to [1].

4.4.1 Static limit of εΛ (q,ω) for monatomic Bravais lattices

Before discussing diverse effects incorporated into the dielectric tensor εΛ (q,ω) by its arguments q and
ω that represent spatial or chromatic dispersion, it is reasonable to start with its analysis in the static
limit and to check certain limiting cases which are related to a monatomic (i.e. M = 1) crystal structure.
Without loss of generality, the atom is assumed to be located at the origin η(1) = 0 of the Wigner-Seitz
cell CΛ, so that with αab (ω)≡ α

(1,1)
ab (q,ω) (4.1.5) assumes the guise

K̃ (q,ω) =
1
ε0

α (ω)◦
(

δ − 1
ε0

ζ
(0)
Λ

(q,ω)◦α (ω)

)−1

. (4.4.1)

Then the dielectric tensor given by (4.1.17) reads

εΛ (q,ω) = δ +
1

|CΛ|

[
ε0α

−1 (ω)−
(

ζ
(0)
Λ

(q,ω)− 1
|CΛ|

G̃ (q,ω)

)]−1

, (4.4.2)

where the lattice sum
(

ζ
(0)
Λ

(q,ω)− 1
|CΛ| G̃ (q,ω)

)
is conveniently evaluated in the sense of Ewald’s

summation technique6 [30–33]. It should be mentioned, that for simple cubic lattices the evaluation
of
(

ζ
(0)
Λ

(q,ω)− 1
|CΛ| G̃ (q,ω)

)
is also possible by means of Jacobi’s third theta function ϑ3 (z,τ) =

∑
∞
m=−∞ e−m2πτe2πimz, which converges normally on

{
(z,τ) ∈ C2 : Re(τ)> 0

}
[39, 60, 61]. The static

limit of the dielectric tensor (4.4.2) for monatomic crystal structures is then obtained by first taking
|q| → 0 and subsequently ω → 0. Introducing the abbreviations

εΛ ≡ lim
ω→0

lim
|q|→0

εΛ (q,ω)

α ≡ lim
ω→0

α (ω) (4.4.3)

and identifying the 3×3 Lorentz factor tensor by

L = |CΛ| lim
ω→0

lim
|q|→0

(
ζ
(0)
Λ

(q,ω)− 1
|CΛ|

G̃ (q,ω)

)
, (4.4.4)

6For details regarding a fast and precise numerical evaluation of the lattice sum ζ
(0)
Λ

(q,ω), see appendix F.2.2. The

subtraction of the single term 1
|CΛ| G̃ (q,ω) from ζ

(0)
Λ

(q,ω) is straightforward and does not cause any difficulties.
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the dielectric tensor (4.4.2) describing monatomic crystal structures can be written in the static limit as
(see also [23])

εΛ = δ +
1

|CΛ|

[
ε0α

−1 − 1
|CΛ|

L

]−1

=

(
δ +

νP

ε0
(δ −L )◦α

)
◦
(

δ − νP

ε0
L ◦α

)−1

, (4.4.5)

where in the second line the density of polarizable atoms has been identified as νP = 1
|CΛ| .

The Lorentz factor tensor L plays a central role within the framework of macroscopic “textbook”
electrodynamics, when one is interested in the determination of the local electric field inside crystalline
dielectrics. More specifically, in the macroscopic theory L takes into account the crystal’s symmetry
and corrects in this way the contribution of its polarization to the local electric field. In contrast to the
depolarization factor, which corrects the contribution of the crystal’s polarization to the macroscopic
electric field with respect to the crystal’s geometrical shape, the Lorentz factor tensor L does not
depend on the shape of the crystal, but solely on its symmetry [62]. From the definition of L by
(4.4.4), there follows immediately the trace identity7

Tr [L ] = 1, (4.4.6)

which is in compliance with [63]. The numerical evaluation of L can easily be carried out for all 14 3-
dimensional monatomic Bravais lattices by following the lines indicated in appendix F.2.2. Restricting
the ensuing considerations to the uniaxial tetragonal and hexagonal crystal systems, the Lorentz factor
tensor Lab =Laδab becomes diagonal with L⊥ ≡L1 =L2 and L|| ≡L3 = 1−2L⊥, where at the last
equality sign the trace identity (4.4.6) has been deployed. It should be emphasized, that the numerical
value of La solely depends on the ratio a||

a⊥
of lattice constants a|| and a⊥, that denote the length of

the crystalline axes parallel and perpendicular to the distinguished (optical) z-axis. Figure 4.4.1 shows
the variation of L|| in dependence of a||

a⊥
for both, the tetragonal and hexagonal crystal system. It is

noteworthy that in the case of the body-centered tetragonal monatomic Bravais lattice, L|| adopts the
for isotropic systems characteristic value 1

3 three times. For this reason, this lattice is quasi-isotropic
over a remarkable range of ratios a||

a⊥
of lattice constants a|| and a⊥. Additionally it should be mentioned,

that the Lorentz factors obtained with (4.4.4) for the tetragonal and hexagonal crystal system coincide
with the results of [64, 65].

The dielectric tensor εΛ (see (4.4.5)) describing monatomic crystal structures in the static limit exhibits
a pole structure for positive definite Lorentz factor tensors L i.e. if all eigenvalues of L are greater
than zero. To ensure stability of the crystalline material, the density of polarizable atoms/ions νP is

7For a proof of (4.4.6), see appendix G.1.
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Figure 4.4.1: Plot of the Lorentz factor L|| in dependence of the ratio a||
a⊥

of lattice constants for simple
tetragonal (st), body-centered tetragonal (bct) and hexagonal (hex) monatomic Bravais lattices. The
inset shows a zoom into the region where L|| assumes a value around 1

3 , which is characteristic for
isotropic systems.

bound to values8

νP < ν
(c)
P =

1

L
(+)

max

ε0

α
, (4.4.7)

where L
(+)

max denotes the largest positive eigenvalue of L . As long as the condition (4.4.7) is satisfied,
all eigenvalues of εΛ are greater than or equal to 1. Therefore the stability criterion (4.4.7) can be
understood as an anisotropic generalization of the result

εΛ = εδ with ε ≥ 1, (4.4.8)

that has been derived by Kirzhnitz [66] for isotropic media quite apart from a particular model de-
scription of the material and solely based on general principles such as causality and thermodynamic
stability.

Finally, consider a simple cubic crystal structure. As is shown in appendix G.2, in this case there holds
Lab = 1

3 δab, so that the static dielectric tensor given by (4.4.5) assumes the guise of the well-known
Clausius-Mossotti formula

εΛ =

(
δ +

2
3

νP

ε0
α

)
◦
(

δ − 1
3

νP

ε0
α

)−1

, (4.4.9)

which also applies well for a variety of (isotropic, non-polar) materials beyond the crystalline aggregate
state, including dielectric liquids and gases. It should be noticed, that in the presented derivation of
(4.4.9) the common construction of the so-called Lorentz sphere9 has been avoided.

8It is exactly this critical density ν
(c)
P , that indicates the border of instability in figure 3.4.5.

9For a derivation of (4.4.9) within the framework of macroscopic “textbook” electrodynamics that requires the construction
of the Lorentz sphere, see e.g. [3].
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In this section it has been shown, that the general dielectric tensor εΛ (q,ω) given by (4.1.17) incor-
porates a number of well-known results regarding monatomic crystal structures in the static limit, thus
encouraging the consideration of more complicated crystal structures. Hence, the next section deals
with diatomic ionic crystal structures and the analytic structure of εΛ (ω), which plays a crucial role in
the context of longitudinal and transverse optical lattice vibrations.

4.4.2 The analytic structure of εΛ (ω) in diatomic ionic crystal structures

In comparison to crystal structures with a monatomic basis (M = 1), qualitative new effects emerge if
M ≥ 2. Particularly in ionic crystals, the positively and negatively charged ions are displaced in opposite
directions from their equilibrium positions under the influence of the local electric field, resulting in an
induced ionic displacement polarizability10. Because the character of this polarization effect is closely
related to lattice vibrations, it only contributes to the total polarizability if the frequency ω of the
externally applied signal corresponds to typical lattice vibration frequencies ωPh ∼ 1012 − 1013s−1 or
even lower frequencies. For frequencies associated with visible light or even higher, ionic displacement
polarizability is usually negligible as the ions are not capable to follow the oscillations of the field
because of their relatively big moment of inertia. It is well known from theory and also experimentally
confirmed, that in the special case of M = 2, the dielectric tensor of (cubic) ionic crystal structures is
closely related to the optical long-wavelength (i.e. |q| → 0) lattice vibration modes via the Lyddane-
Sachs-Teller relation [3, 67]

ε
(0)
Λ

ε
(∞)
Λ

=
ω2

L

ω2
T
. (4.4.10)

Here, ε
(0)
Λ

and ε
(∞)
Λ

denote the quasi-static and the high frequency limit of the dielectric tensor

εΛ (ω)≡ lim
|q|→0

εΛ (q,ω) =

ε
(0)
Λ

if ω ≪ ω
( j, j′)
0

ε
(∞)
Λ

if ω
( j, j′)
0 ≪ ω ≪ ω

( j)
0

, (4.4.11)

where ω
( j)
0 with j ∈ {1,2} represents the resonance frequency of an electronic excitation within the jth-

ion and thus being associated with the ultraviolet spectral region. However, ω
( j, j′)
0 with j, j′ ∈ {1,2} and

j ̸= j′ constitutes a resonance frequency of the order of ωPh, which is typical for lattice vibrations. ωL

and ωT describe the frequencies of the longitudinal and transverse optical modes, which are associated
with lattice vibrations in the limit11 |q| → 0, where ωL > ωT. It should be stressed, that the Lyddane-
Sachs-Teller relation (4.4.10) solely results from an interpretation of the roots as well as the poles of
the dielectric tensor εΛ (ω) and is therefore a consequence of its functional dependence on ω [3]. Due
to this fact, it can also be deduced by means of the Kramers-Kronig relation, if ωT is identified as the

10For details, see section 3.1.
11It should be pointed out, that a strict distinction between longitudinal and transverse optical modes is only possible in

isotropic materials. For this reason, the limit |q| → 0 is taken although cubic crystals are considered. In anisotropic media,
the optical modes exhibit both longitudinal and transverse contributions [3].
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Figure 4.4.2: Plot of the real (blue) and imaginary (red) part of the dielectric tensor εΛ (ω) for
the diatomic cubic crystal structure of CsI in the vicinity of the resonance frequency ω

(1,2)
0 =

0.012eV=̂18.23THz (see table 4.4.2), which is associated with the ionic displacement polarizability
of the Cs and I ions.

frequency where Im [εΛ (ω)] is peaked and when ωL > ωT denotes the frequency where Re [εΛ (ω)] is
zero [68]. Because of what has been said, (4.4.10) is an indicator that causality has been respected, but
it may not be grasped as a rigorous proof for the validity of a theory.

In what follows it is demonstrated, that the dielectric tensor εΛ (ω)≡ lim|q|→0 εΛ (q,ω) determined by
(4.1.17) respects causality in terms of the Lyddane-Sachs-Teller relation (4.4.10). Therefore Re [εΛ (ω)]

and Im [εΛ (ω)] are calculated for the diatomic cubic crystal structure of CsI (see figure 4.4.2), where the
parameters deployed to the respective electronic and ionic displacement polarizability models (3.1.1)
and (3.1.2) are given in table 4.4.212. Identifying now the frequencies of the transverse and longitudinal
optical modes as ωT = 16.08THz and ωL = 19.53THz as well as the quasi-static and the high frequency
limit of εΛ (ω) according to ε

(0)
Λ

= 4.45 and ε
(∞)
Λ

≡ εΛ

(
ωT ·102

)
= 3.05, the Lyddane-Sachs-Teller

relation (4.4.10) turns out to be satisfied with an accuracy of almost 99%.

Because beside the static limit (see section 4.4.1) the frequency dependence of the dielectric tensor
εΛ (q,ω) given by (4.1.17) is compatible with general causality considerations in the long-wavelength
limit |q| → 0 too, it is promising to proceed its discussion in the next section with respect to chromatic
and spatial dispersion and their impact on the optical properties of crystalline dielectrics.

4.4.3 Optical properties of crystalline dielectrics governed by ε(T) (q,ω)

With regard to (4.1.15) it is the dielectric tensor εΛ (q,ω) that relates the Fourier amplitudes of the
macroscopic electric field Ẽ (q,ω) with that of the macroscopic polarization P̃ (q,ω) within the frame-
work of macroscopic electrodynamics. Therefore, the microscopic material model of crystalline di-
electrics (3.1.5), which has originally been established for the microscopic polarization P(r,ω), is

12In addition, a small damping parameter γ ≡ γ(1,2) = γ(2,1) > 0 has been included into the ionic displacement polarizability
(3.1.2) to take into account, that lattice vibrations are in general damped.



58 Macroscopic electromagnetic field in crystalline dielectrics and the dielectric tensor

incorporated into εΛ (q,ω), as can be seen by inspection of (4.1.17). While the crystalline structure is
completely contained within the lattice sums, the specific model of the electromagnetic response of the
individual constituents of the crystal is fully described in terms of the electronic and ionic displacement
polarizabilities via a Lorentz oscillator model.

Hence it may be surprising at first sight that for a discussion of the optical properties of dielectric crys-
tals, it is not the dielectric tensor εΛ (q,ω) but rather its transverse part ε(T) (q,ω), which constitutes the
relevant physical quantity. This is owed to the fact, that only the transverse part Ẽ

(T)
(q,ω) of Ẽ (q,ω)

obeys under certain requirements to a wave(-like) equation (see section 4.2.2 and in particular (4.2.21)
and (4.2.22)) and thus describes electromagnetic radiation, while the longitudinal part Ẽ

(L)
(q,ω) sat-

isfies under specific conditions a Poisson(-like) equation (see section 4.2.1 and in particular (4.2.16)
and (4.2.18)) and consequently represents a non-radiative field. It is exactly this wave(-like) equation
(4.2.21) or (4.2.22), where ε(T) (q,ω) enters instead of εΛ (q,ω) and therefore the former describes all
optical effects possessed by the material under consideration.

Because the transverse dielectric tensor ε(T) (q,ω) as given by (4.2.20) can be easily deduced from
εΛ (q,ω) via the projection procedure (4.2.8), it naturally contains all the information about the under-
lying microscopic material model, too. Furthermore, various optical effects are encoded in its arguments
ω and q representing chromatic and spatial dispersion, respectively. A material is commonly said to
be chromatic dispersive, when electromagnetic waves of distinct frequencies propagate with different
phase velocities inside that material, so that a traversing wave packet which comprises optical signals of
different frequencies tends to spread out13. However, microscopic considerations based on first princi-
ples reveal, that chromatic dispersion of e.g. the index of refraction is directly connected to the retarded
response of the polarizable constituents of matter [2]. Moreover, this omnipresent and generally not
negligible effect is supplemented by spatial dispersion, whose origin is due to the non-local response
of the material’s constituents. That is, a charge at point r recollects the action exerted on it at another
position r′ [2, 29]. In other words, a quantity like e.g. the macroscopic polarization P (r,ω) is affected
by spatial dispersion, if it does not solely depend on the macroscopic electric field E (r,ω) at the very
same position r but also on E (r′,ω), where r′ is located in the neighbourhood of r [69]. Compared to
chromatic dispersion, spatial dispersion is less popular and often neglected in optics, because its impact
is usually considered as miniscule. Nonetheless, it is this q-dependence of the transverse dielectric ten-
sor ε(T) (q,ω) that gives rise to a variety of qualitative new optical effects like natural optical activity
or spatial dispersion induced birefringence. To gain insight into these effects which are encoded in the
q-dependence of ε(T) (q,ω), the transverse dielectric tensor is regarded as an analytic function of wave
vector q, so that for wave vectors of small modulus it can be expanded into a Taylor series14 around

13It should be noticed that in general each physical quantity that refers to any optical effect, is it the index of refraction,
natural optical activity, the Faraday effect or others, depends on frequency ω and therefore shows chromatic dispersion.

14Compare with the phenomenological reasoning of spatial dispersion in crystals due to Agranovich and Ginzburg in [1].
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q = 0 according to

ε
(T)
ab (q,ω) = ε

(T)
ab (ω)+ i

3

∑
c=1

γabc (ω)qc +
3

∑
c,d=1

αabcd (ω)qcqd + . . . . (4.4.12)

Notice that the expansion with respect to the wave vector q in (4.4.12) corresponds in position space to
an expansion with respect to r, so that the non-local response is implied by the spatial derivatives.

Starting from the expansion (4.4.12), the quantities ε
(T)
ab (ω), γabc (ω) and αabcd (ω) as well as the optical

effects associated with them i.e. the index of refraction, natural optical activity and spatial dispersion
induced birefringence will be discussed in the next subsections. Additionally it is shown, that the results
obtained for these effects from the presented theory coincide well with experimental measurements.

4.4.3.1 Index of refraction

In this section, the principal dielectric constants and their associated principal indices of refraction
are discussed for a variety of crystalline dielectrics. Therefore, spatial dispersion is neglected in the
remainder of this section, i.e. in the expansion (4.4.12) it is assumed that q = 0, so that there holds
ε(T) (0,ω) = ε(T) (ω). According to section 4.2, the transverse dielectric tensor ε(T) (ω) can easily be
deduced from the dielectric tensor εΛ (0,ω) ≡ εΛ (ω) given by (4.1.17). For this reason, the dielectric
tensor εΛ (ω) is briefly discussed first, followed by a detailed analysis of ε(T) (ω) with regard to different
crystal structures.

Because only non-absorbing media are considered, εΛ (ω) constitutes a real 3×3 matrix, i.e. there holds
εΛ (ω) = ε∗

Λ
(ω). Additionally it can be concluded from considerations requiring the conservation of

energy, that εΛ (ω) = εT
Λ
(ω) is symmetric [4]. As a consequence, εΛ (ω) can always be transformed to

its system of principal axes a(i) with i ∈ {1,2,3} [70] according to

[εΛ (ω)]ab = εa (ω)δab (system of principal axes). (4.4.13)

In this special coordinate system, εΛ (ω) is diagonal and εa (ω) with a∈ {1,2,3} are called the principal
dielectric constants15.

If one is interested in the propagation of electromagnetic waves within a crystalline dielectric in absence
of spatial dispersion, the appropriate wave equation determining the transverse electric field E (T) (r,ω)

is given by (4.2.22). Here ε(T) (ω) enters instead of εΛ (ω), because only the degrees of freedom of
the material response associated with the radiation field E (T) (r,ω) are relevant. All other contributions
to the dielectric tensor εΛ (ω) than ε(T) (ω) are not related to E (T) (r,ω). They have nothing to do

15It should be noticed, that besides the principal dielectric constants εa (ω) also the dielectric principal axes a(i) may
depend on frequency ω . This phenomenon, which is particularly conspicuous in the infrared, is known as dispersion of the
axes and can only be observed in the monoclinic and triclinic crystal system, where the a(i) do not coincide with the cartesian
coordinate axes e(i) [4].
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crystal system optical classification refractive indices principal axes

triclinic biaxial n1 (ω), n2 (ω), n3 (ω) a(1) (ω), a(2) (ω), a(3) (ω)

monoclinic biaxial n1 (ω), n2 (ω), n3 (ω) a(1) (ω), a(2) (ω), a(3) (ω)

(ortho-)rhombic biaxial n1 (ω), n2 (ω), n3 (ω) e(1), e(2), e(3)

trigonal uniaxial n1 (ω) = n2 (ω), n3 (ω) e(1), e(2), e(3)

hexagonal uniaxial n1 (ω) = n2 (ω), n3 (ω) e(1), e(2), e(3)

tetragonal uniaxial n1 (ω) = n2 (ω), n3 (ω) e(1), e(2), e(3)

cubic isotropic n1 (ω) = n2 (ω) = n3 (ω) e(1), e(2), e(3)

Table 4.4.1: Optical classification of the seven crystal systems in three dimensions.

with wave propagation and may therefore not be associated with the optical properties of the material.
From the general expression (4.2.20) determining ε(T) (q,ω) for arbitrary q, ε(T) (ω) is obtained when
wave propagation along a dielectric principal axis, say a(i), is considered in the limit |q| → 0. Within
the coordinate system of dielectric principal axes, ε(T) (ω) is diagonal, but exhibits solely two non-
vanishing eigenvalues instead of three, as was the case for εΛ (ω). This is reasonable, because the
purely transverse radiation field E (T) (r,ω) is generated from a superposition of two (orthogonal) states
of polarization and consequently lacks of a longitudinal part in direction of wave propagation. As is
shown in appendix H.1, in the system of principal axes, ε(T) (ω) assumes the guise

ε
(T)
ab (ω) = εa (ω)(1−δai)δab (system of principal axes), (4.4.14)

where the index i ∈ {1,2,3} in (4.4.14) labels that dielectric principal axis a(i), along wave propagation
takes place16.

The principal indices of refraction specifying the phase velocities of the radiation field E (T) (r,ω) along
the dielectric principal axes are readily deduced from (4.4.14) via the relation

na (ω) =

√
ε
(T)
aa (ω). (4.4.15)

With regard to na (ω), the seven crystal systems existing in three dimensions can be optically classified
as summarized in table 4.4.1 (see also [4, 69]).

In what follows, the frequency dependent refractive indices will be calculated on the basis of (4.4.15) for
a variety of ionic crystals belonging to the optically isotropic and uniaxial classes. Thanks to exhaus-
tive experimental studies in the field of x-ray and neutron diffraction analysis, the underlying lattice
as well as the specific assembly of the ions within the Wigner-Seitz cell CΛ are well known for all
crystal structures considered in this work. In contrast, there are mostly no experimental data avail-

16Notice that the term containing the δai in (4.4.14) eliminates the non-radiative longitudinal eigenmode which is comprised
by εΛ (ω).
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crystal ion/bonding α0
4πε0

[
Å

3
]

ω0 [eV]

CsI
Cs+ 2.884 33.220
I− 6.241 8.253

Cs+− I− 1.519 0.012

RbCl
Rb+ 0.285 7.359
Cl− 4.500 12.959

Rb+−Cl− 2.214 0.019

BaF2
Ba2+ 1.577 16.353
F− 1.165 15.789

CaF2
Ca2+ 0.759 27.484
F− 0.866 15.860

SiO2
Si4+ 0.203 17.011
O2− 1.185 16.123

Table 4.4.2: Estimated fit parameters applied to the (isotropic!) Lorentz oscillator models of electronic
and ionic displacement polarizability (3.1.1) and (3.1.2), respectively, for the ionic crystals CsI, RbCl,
BaF2, CaF2 and SiO2 (α −quartz). In case of SiO2, the Lorentz oscillator model was fitted to electronic
polarizabilities reported in [76].

able regarding the individual chromatic dispersive electronic α
(el)
ab

(
η( j),ω

)
and ionic displacement

polarizability α
(ion)
ab

(
η( j),η( j′),ω

)
, which are therefore conceived as fit functions of the Lorentz oscil-

lator type (3.1.1) and (3.1.2), respectively17. Assuming the respective polarizabilities to be isotropic,
i.e. α

(el)
ab

(
η( j),ω

)
= α(el)

(
η( j),ω

)
δab and α

(ion)
ab

(
η( j),η( j′),ω

)
= α(ion)

(
η( j),η( j′),ω

)
δab, the phe-

nomenological Sellmeier fit [71, 72] for the chromatic dispersion of the principal indices of refraction
na (ω) is nicely reproduced by means of (4.4.15) with an relative error of less than 1% for the follow-
ing crystals (see figure 4.4.3): CsI, RbCl, BaF2, CaF2, SiO2 (α − quartz). The respective parameters
deployed to the Lorentz oscillator models of α(el)

(
η( j),ω

)
and α(ion)

(
η( j),η( j′),ω

)
are given in table

4.4.2. Since CsI, RbCl, BaF2 and CaF2 belong to the cubic crystal system, all principal indices of re-
fraction coincide and the crystals are optically isotropic. Moreover, they represent rather simple crystal
structures. The Wigner-Seitz cell CΛ of the first two crystals comprises M = 2, that of the last two com-
prises M = 3 ions. However, the (laevorotatory)18 α −quartz modification of SiO2 (M = 9) belongs to
the trigonal crystal system and is therefore optically uniaxial. Its two distinct principal indices of refrac-
tion no and ne are called the ordinary and extraordinary index of refraction, respectively. It should be
emphasized, that for the calculation of the refractive indices na (ω) within the spectral range extending
from the ultraviolet to the near-infrared, solely taking into account the electronic polarizabilities of the

17In principle, the calculation of both kinds of polarizability is possible within a microscopic theory, but this is beyond the
scope of this work.

18The laevorotatory modification of α−quartz is allocated to space group P3121. The knowledge of the space group will be
important when natural optical activity is discussed in the next section, because there also exists a dextrorotatory modification
belonging to space group P3221.
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Figure 4.4.3: Plot of principal indices of refraction na (ω) vs. free space wavelength λ = 2πc
ω

for CsI,
RbCl, BaF2, CaF2 and SiO2. Displayed are values (dots) calculated from (4.4.15), solely with the
crystalline structure and the electronic polarizabilities of the individual ions (supplemented by the ionic
displacement polarizabilities in case of CsI and RbCl) as input. The respective parameters entering
the polarizability models are given in table 4.4.2. The solid lines show a fit to experimental data of
the refractive indices by means of the phenomenological, multi-parameter Sellmeier formula [73–75].
The relative error in na (ω) between this work and the Sellmeier fit is less than 1% for all considered
crystals.
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individual ions is sufficient (see e.g. BaF2, CaF2 and SiO2). But, if the calculation of na (ω) is extended
from the near- to the mid- or even far-infrared spectral regime (see CsI and RbCl), the frequency depen-
dence of the index of refraction is essentially determined by the ionic displacement polarizabilities19. It
is noteworthy, that the presented approach for the calculation of na (ω) resting upon (4.4.15) warrants
considerably fewer fit parameters compared to the Sellmeier formula. For instance, the reproduction of
the experimentally observed chromatic dispersion of CsI, ranging from the ultraviolet to the far-infrared
spectral regime, requires 17 fit parameters, when the Sellmeier formula [73] is consulted, but solely 6
parameters, if (4.4.15) is utilized. In case of the uniaxial crystal SiO2, the ordinary and extraordinary
index of refraction are already contained within (4.4.15), because the complete crystal symmetry is
inherently taken into account by the lattice sums, which are incorporated into the transverse dielectric
tensor. In contrast, the Sellmeier formula is unaware of the crystalline structure, so that it takes one
Sellmeier fit for each refractive index.

Finally, the applicability of the presented approach is demonstrated for various sophisticated crystal
structures covering the cubic and all uniaxial crystal systems (see table 4.4.3). The number of ions
comprised by the Wigner-Seitz cell CΛ varies between M = 4 (for hexagonal BeO) and M = 66 (for
cubic Bi12TiO20 and Bi12SiO20) for the considered crystals. Similar to the results shown in figure
4.4.3 (d) for SiO2, all calculations of n(calc) in table 4.4.3 solely rest on published data of electronic
polarizabilities (in the visible spectral regime), which have been obtained by a number of different
experimental and theoretical studies. As the maximal relative error between n(calc) and n(exp) of all
crystals is about 2%, the presented theory proves to be compatible with these studies.

After the presented theory had proved valuable for the calculation of the principal indices of refraction
for q = 0, the impact of a finite wave vector q ̸= 0 on the transverse dielectric tensor ε

(T)
ab (q,ω) is

investigated. Starting with the first order q− correction in the expansion (4.4.12) of ε
(T)
ab (q,ω), the

interplay between crystalline structure and finite wave vector gives rise to an optical effect called natural
optical activity. The next section is dedicated to its discussion.

4.4.3.2 Natural optical activity

The story of natural optical activity20 begins with an observation made by the astronomer Arago in 1811
when he found, that beams of polarized sunlight traversing a quartz crystal give rise to two solar images,
whose colors change when considered through a rotating analyzer crystal. However, it was Biot in 1812
who gave a physical interpretation of Arago’s results. He concluded, that the plane of polarisation of
a linearly polarized light wave is rotated, when passing through a quartz crystal. Additionally, this
rotation has to depend on the light’s wavelength. With these two conclusions, the effect of natural
optical activity was formulated for the first time. The first and rather phenomenological theory of this

19Notice, that α(el)
(

η( j),ω
)

essentially assumes its static value in the infrared regime, while α(ion)
(

η( j),η( j′),ω
)

basi-
cally vanishes in the visible and the ultraviolet.

20A comprehensive review on the early history of natural optical activity is given in [56].
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crystal space group λ [nm] α = α(el)

4πε0

[
Å

3
]

n(exp) n(calc) references

β −SiO2* P6222 517
αSi = 0.185 no = 1.536 no = 1.534

[76, 77]
αO = 1.250 ne = 1.544 ne = 1.539

TiO2 P42/mnm 589
αTi = 0.1862 no = 2.613 no = 2.600

[78–80]α
||
O = 2.6006 ne = 2.909 ne = 2.921

α⊥
O = 2.2863

BeO P63mc 633
αBe = 0.007 no = 1.717 no = 1.713

[81–83]
αO = 1.290 ne = 1.732 ne = 1.717

NaClO3* P213 633
αNa = 0.290

n = 1.514 n = 1.526 [76, 84, 85]αCl = 0.010
αO = 1.600

SrTiO3 Pm3̄m 589
αSr = 1.0666

n = 2.410 n = 2.409 [83, 86, 87]αTi = 0.1859
αO = 2.3940

Bi12TiO20* I23 633
αBi = 0.0625

n = 2.562 n = 2.553 [83, 88]αTi = 0.272
αO = 3.725

Bi12SiO20* I23 650
αBi = 0.150

n = 2.52 n = 2.50 [76, 83, 89]αSi = 0.001
αO = 3.540

α −AlPO4* P3121 633
αAl = 0.050 no = 1.524 no = 1.541

[76, 83, 90]αP = 0.050 ne = 1.533 ne = 1.545
αO = 1.370

BaTiO3 P4mm 589
αBa = 1.9460 no = 2.426 no = 2.400

[87, 91, 92]αTi = 0.1859 ne = 2.380 ne = 2.380
αO = 2.3940

CaCO3 R3̄cH 589

αCa = 0.792

[75, 93, 94]
αC = 0.000 no = 1.658 no = 1.626
α
||
O = 1.384 ne = 1.486 ne = 1.513

α⊥
O = 1.328

Due to complex no = 1.900 no = 1.899
Tm2Ge2O7* P41212 633 structure of αX ’s ne = 1.890 ne = 1.900 [95]

see references

Table 4.4.3: Calculation of the principal indices of refraction n(calc) and comparison with experimental
results n(exp) for various optically isotropic as well as uniaxial ionic crystals. The employed data regard-
ing the crystalline structures and the electronic polarizabilities entering the calculations via (4.4.15), as
well as the experimental data for n(exp), are taken from the publications cited in the column “references”.
In case of anisotropic polarizabilities occurring in the uniaxial crystals TiO2 and CaCO3, α

||
O and α⊥

O
denote the polarizabilities of the oxygen ion parallel and perpendicular to the optical z-axis. Crystals
marked with an asterisk ”∗ ” show natural optical activity, too (see table 4.4.4).
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effect was then proposed by Fresnel in 1822, solely resting on interference theory and without taking
into account the structure of specific material substances. He elucidated that a linearly polarized light
wave, incident on a suitable material like quartz, is decomposed into two opposing (left and right)
circular polarization states when passing this material, both propagating with different velocities and
thus experiencing a relative phase shift. The superposition of both circular polarization states after
the material has been traversed then results again in a linearly polarized light wave, albeit its plane of
polarization being rotated with respect to that of the incident wave due to the phase shift.

Following the phenomenological reasoning of Agranovich and Ginzburg [1] as well as that of Som-
merfeld [69], natural optical activity is caused by the non-local response of the material’s constituents,
which shows up in the dependence of the transverse dielectric tensor on wave vector21 q ̸= 0 according
to

ε
(T)
ab (q,ω) = ε

(T)
ab (ω)+ i

3

∑
c=1

γabc (ω)qc. (4.4.16)

Consequently, natural optical activity manifests the most important optical effect resulting from spa-
tial dispersion in the expansion (4.4.12), provided it is not prohibited by any point group symmetry
of the respective material substance. While in crystals the rotatory power, i.e. the ability to rotate the
plane of polarization, is attributed to helical structures (of specific chirality) formed by the most polar-
izable atoms/ions [96], in optically active fluids like e.g. tartaric acid or a solution of glucose in water
[56], the rotatory power originates from the presence of chiral molecules in these otherwise isotropic
substances22.

Restricting the ensuing discussion of natural optical activity to ionic crystalline dielectrics, rotatory
power can only be observed in crystals that lack of a center of inversion [1, 69, 97]. In total, there exist
21 non-centrosymmetric crystallographic point groups. However, if wave vector q is arbitrarily orien-
tated, rotatory power is hardly evidenced experimentally, because in non-cubic crystals it is masked by
the crystal’s own birefringence, whose effect by far exceeds that of natural optical activity. Therefore,
in the remainder of this section, only wave propagation with q = qe(3) along the (optical) z-axis of cu-
bic and uniaxial crystal structures is considered, so that birefringence has no effect. The relevant point
groups that are dealt with read: 23 and 432 (cubic), 3 and 32 (trigonal), 4 and 422 (tetragonal) as well as
6 and 622 (hexagonal) [97]. As is shown in appendix H.2, for crystal structures exhibiting these point
group symmetries, the transverse dielectric tensor assumes the guise

ε
(T)
ab (q,ω) = εa (ω)

(
1− e(3)a

)
δab + iεab3γ (q,ω) , (4.4.17)

where e(3)a and εab3 denote the ath component of the unit vector pointing in z-direction and the Levi-
Civita symbol, respectively. The strength of rotatory power is assigned to γ (q,ω) ∝ q, that possesses

21Recall, that the propagable modes inside a material are determined by the photonic band structure ωn (q).
22Notice, that there exist materials like e.g. rubidium tartrate, where optical activity is related to the individual molecules

as well as to their assembly within a crystalline structure, with the interesting result, that laevorotatory crystals are deposited
from a dextrorotatory solution [57]. Therefore, such materials stay optically active, even when their state of aggregation
changes from the solid state to the liquid one.
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the for natural optical activity characteristic properties

γ (0,ω) = 0 (4.4.18)

γ (−q,ω) =−γ (q,ω) . (4.4.19)

In matrix notation, (4.4.17) reads

ε
(T) (q,ω) =

 ε1 (ω) iγ (q,ω) 0
−iγ (q,ω) ε1 (ω) 0

0 0 0

 . (4.4.20)

The propagable modes of the transverse macroscopic radiation field Ẽ
(T)

(q,ω) within a crystal cor-
respond to the eigenmodes of that crystal. Since Ẽ

(T)
(q,ω) is determined by the inhomogeneous

wavelike equation (4.2.21), the crystalline eigenmodes are readily obtained from that by eliminating
all external sources23, i.e. by setting j̃(T)ext (q,ω) = 0 . As a consequence, the inhomogeneous wavelike
equation (4.2.21) reduces to the homogeneous equation(

|q|2 δ − ω2

c2 ε
(T) (q,ω)

)
· Ẽ (T)

(q,ω) = 0, (4.4.21)

which may be grasped as an effective 2×2 eigenvalue problem, because of (4.4.20) there immediately
follows Ẽ

(T)
3 (q,ω) = 0. Therefore, (4.4.21) is equivalent to(

ε1 (ω) iγ (q,ω)

−iγ (q,ω) ε1 (ω)

)
· ẽ± (q,ω) = n2

± (q,ω) ẽ± (q,ω) , (4.4.22)

where n2
± (q,ω) = c2

ω2 |q|2 has been abbreviated. The computation of the eigenvalues n2
± (q,ω) and

eigenvectors ẽ± (q,ω) associated with (4.4.22) is straightforward and yields

n2
± (q,ω) = ε1 (ω)± γ (q,ω) (4.4.23)

ẽ± (q,ω) =
1√
2

(
±i
1

)
. (4.4.24)

Obviously, this result substantiates Fresnel’s interpretation of natural optical activity, because only
waves of left (−) and right (+) circular polarization24 ẽ± (q,ω) are capable to propagate along the
(optical) z-axis in cubic and uniaxial crystal structures exhibiting rotatory power. Likewise, the speed
of light is renormalized for both polarization states with respect to distinct indices of refraction

n± (q,ω) =
√

ε1 (ω)± γ (q,ω)≈ n1 (ω)± γ (q,ω)

2n1 (ω)
, (4.4.25)

23Compare with the determination of the photonic band structure ωn (q) in section 3.3.
24Compare to the Jones formalism [97] for an interpretation of the shorthand notation ẽ± (q,ω) given in (4.4.24).
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so that the phases

ϕ± (q,ω) = q± · r = ω

c
n± (q,ω)z ≈ ω

c

(
n1 (ω)± γ (q,ω)

2n1 (ω)

)
z (4.4.26)

of left and right circular polarized waves differ when propagating the same distance z inside the crystal.
Apparently, natural optical activity is a consequence of spatial dispersion induced circular birefringence,
where spatial dispersion is considered as a small correction to the principal dielectric constants, so that
the approximation in (4.4.25) is justified due to γ (q,ω)≪ ε1 (ω).

Retaining the two dimensional description of polarization, the superposition of the left and right circu-
larly polarized modes results in

e(r,ω) = ẽ− (q,ω)eiϕ−(q,ω)+ ẽ+ (q,ω)eiϕ+(q,ω)

=
√

2e
i
2 (ϕ−(q,ω)+ϕ+(q,ω))

(
sin
[1

2 (ϕ− (q,ω)−ϕ+ (q,ω))
]

cos
[1

2 (ϕ− (q,ω)−ϕ+ (q,ω))
] ) , (4.4.27)

after the wave traveled some distance z. It should be emphasized, that e
i
2 (ϕ−(q,ω)+ϕ+(q,ω)) = ei ω

c n1(ω)z

constitutes a global phase factor which is independent of spatial dispersion and does not affect the
polarization state. Without loss of generality, assume that the crystal extends in z-direction from z = 0
to z = d. Noticing that ϕ± (q,ω) = 0 if z = 0, it is easily seen from (4.4.27), that the wave ein (r,ω)

incident on the crystal at z = 0 is linearly polarized in y-direction, i.e. ein (r,ω) =
√

2(0 1)T , while the
wave eout (r,ω) passing out the crystal at z = d is also linearly polarized, but its polarization direction
is rotated with respect to ein (r,ω) by the angle

β (q,ω) =
1
2
(ϕ− (q,ω)−ϕ+ (q,ω)) =−ω

c
γ (q,ω)

2n1 (ω)
d. (4.4.28)

The crystal’s rotatory power ρ (q,ω) is then defined as angle of rotation per propagation length, so that
one immediately obtains from (4.4.28) (with ω

c = 2π

λ
)

ρ (q,ω) =−π

λ

γ (q,ω)

n1 (ω)
, (4.4.29)

which can also be written in the form

ρ (q,ω) =
π

λ
(n− (q,ω)−n+ (q,ω)) , (4.4.30)

so that it becomes manifest, that circular birefringence is the origin of rotatory power25. By convention,
a crystal is said to be dextrorotatory, if for an observer looking at the (light) source through the crystal,
the plane of polarization of the linearly polarized wave rotates to the right, i.e. clockwise. On the other
hand, if the plane of polarization rotates to the left, i.e. counter-clockwise, the crystal is said to be

25It should be noted, that the dimensional unit of ρ (q,ω) is rad
m .
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laevorotatory. In case of a dextrorotatory crystal, the phase velocity of the propagating right circular
polarization state is larger than that of the left circular, so that n+ (q,ω)< n− (q,ω). As a consequence,
there holds ρ (q,ω) > 0 in dextrorotatory crystals. In laevorotatory crystals, the converse remains
valid, so that ρ (q,ω) < 0. The representation of ρ (q,ω) by means of γ (q,ω) (see (4.4.29)) reveals
two characteristics of natural optical activity. First, rotatory power vanishes when spatial dispersion is
neglected, i.e. if q = 0, because of (4.4.18). Second, if the propagation direction of the electromagnetic
wave is reversed, ρ (q,ω) changes sign due to (4.4.19). Hence, the helicity of the path traced by the
polarization vector remains unaltered, so that natural optical activity constitutes a reciprocal optical
effect26.

Because the story of natural optical activity has begun with SiO2 (α − quartz), we start with the cal-
culation of its frequency dependent rotatory power ρ (q,ω) on the basis of (4.4.29) or (4.4.30), where
the electromagnetic wave is assumed to propagate along the optical z-axis, i.e. q = |q|e(3). To be
exact, the modulus |q| of the wave vector q for a given frequency ω is set by the photonic band struc-
ture ωn (q), which reveals the existence of a left and a right circularly polarized propagable mode in
the optical spectral regime. However, for these rather low frequencies, there holds ||q+|− |q−|| =
ω

c |n+ (q,ω)−n− (q,ω)| = ω

c

∣∣∣ γ(q,ω)
n1(ω)

∣∣∣≪ ω

c , so that for practical calculations the parameterization of
|q| by the principal index of refraction n1 (ω) alone according to |q| = ω

c n1 (ω) is an excellent ap-
proximation27. Utilizing an isotropic Lorentz oscillator model for the electronic polarizabilities with
parameters given in table 4.4.2, the experimental data regarding the rotatory power of the laevorotatory
SiO2 (α − quartz) of space group P3121 are nicely reproduced by means of (4.4.29), see figure 4.4.4.
The relative error between experimental data and the presented theory does not exceed 3.2%. It should
be pointed out, that better agreement could easily be achieved by allowing the electronic polarizabilities
to be anisotropic.

Finally, the rotatory power ρ (q,ω) is calculated and compared to experimental data for all optically
active crystals from table 4.4.3 marked with an asterisk ”∗”. The results are summarized in table 4.4.4,
where the calculations have been carried out for the wavelengths and polarizabilities which are reported
in table 4.4.3, of course. It is apparent that the presented theory always yields the correct direction of
rotation. In this context it is interesting to note, that the laevorotatory α −quartz (see figure 4.4.4) and
the dextrorotatory α −AlPO4 (see table 4.4.4) belong to the same space group P3121. This fact clearly
evidences, that rotatory power is not simply a consequence of the chirality provided by the space group,
but rather by the helical structures formed by the most polarizable atoms within the Wigner-Seitz cell
CΛ. Altogether, ρ(calc) matches ρ(exp) quite well. The appearing discrepancies may be attributed to
the fact that, on the one hand, the assumption of isotropic polarizabilities is an oversimplification, and
on the other hand, that even ions of identical sort may possess distinct polarizabilities because of their

26A physical process is said to be reciprocal, if the time-reversed process leads to a mental picture of something that is
physically conceivable, and when this time-reversed process shows no characteristic distinctions with respect to the original
one. Popular examples are natural optical activity and Brownian motion in thermal equilibrium [54].

27Throughout this section, the paramaterization |q|= ω

c n1 (ω) is used, where n1 (ω) = n(ω) in cubic and n1 (ω) = no (ω)
in uniaxial crystal structures.
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Figure 4.4.4: Plot of rotatory power ρ (q,ω) vs. free space wavelength λ = 2πc
ω

for laevorotatory SiO2
(α −quartz) of space group P3121 with regard to wave propagation along its optical z-axis. Displayed
are values (red dots) calculated from (4.4.29), solely with the crystalline structure [98] and the isotropic
electronic polarizabilities of the individual ions as input. The respective parameters entering the elec-
tronic polarizability model of the Lorentz oscillator type (3.1.1) are given in table 4.4.2. The blue line
represents a fit to experimental data of rotatory power taken from [56]. The relative error in ρ (q,ω)
between experiment and theory does not exceed 3.2%.

crystal space group λ [nm] ρ(exp)
[ °

mm

]
ρ(calc)

[ °
mm

]
references

β −SiO2 P6222 517 +33.6 +29.84 [56]

NaClO3 P213 633 +2.44 +3.76 [99]

Bi12TiO20 I23 633 -5.9 -6.12 [100]

Bi12SiO20 I23 650 -20.5 -19.35 [101]

α −AlPO4 P3121 633 +14.6 +11.23 [97]

Tm2Ge2O7 P41212 633 -15.0 -14.49 [95]

Table 4.4.4: Calculation of the rotatory power ρ(calc) and comparison with experimental results ρ(exp)

for all optically active crystal structures marked with an asterisk ”∗ ” in table 4.4.3. While the data on
crystal structures and electronic polarizabilities, both entering the calculation of ρ(calc) via (4.4.29), are
taken from table 4.4.3, the experimental data for ρ(exp) have been inferred from the publications cited
in the column “references”.
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different locations within CΛ(for instance, see Tm2Ge2O7 [95]).

In this section it has been shown, that natural optical activity is a consequence of spatial dispersion
induced circular birefringence in non-centrosymmetric crystal structures. Simultaneously, this optical
effect represented by γabc (ω) constituted the lowest order correction to the transverse dielectric tensor
ε
(T)
ab (q,ω), when the latter is expanded with respect to wave vector q (see (4.4.12)). When considering

centrosymmetric crystal structures, the lowest order contribution of spatial dispersion to ε
(T)
ab (q,ω)

will be due to αabcd (ω), because γabc (ω) = 0. Irrespective of its negligible magnitude in the visible
spectral regime, the effect of spatial dispersion induced birefringence represented by αabcd (ω) gives
reason for concern regarding the imaging quality of dielectric lenses made from crystalline dielectrics, a
topic of prime importance when designing modern lithographic optical systems in the (deep) ultraviolet
[9, 102]. Therefore, the next section addresses the consequences on the optical properties of crystalline
structures, when αabcd (ω) is no longer negligible.

Addendum: Magnetic induction field induced circular birefringence or the Faraday effect Sup-
pose that a dielectric (non-magnetic) crystal is put into an externally controlled static magnetic induc-
tion field B(0). Then the former state of equilibrium of each constituent of the crystal, represented by its
individual electronic polarizability α

(el)
ab

(
η( j),ω

)
with j ∈ {1,2, . . . ,M}, is changed due to the interac-

tion between the charge carriers comprised by that constituent and B(0). As a consequence, a new state
of equilibrium is established in each constituent, described by a polarizability α

(el)
ab

(
η( j),ω;B(0)

)
. As-

suming that α
(el)
ab

(
η( j),ω;B(0)

)
is an analytic function with respect to B(0), its Taylor expansion around

B(0) = 0 readily yields to first order28

α
(el)
ab

(
η
( j),ω;B(0)

)
= α

(el)
ab

(
η
( j),ω

)
+ i

3

∑
c=1

β
( j)
abc (ω)B(0)

c , (4.4.31)

where α
(el)
ab

(
η( j),ω

)
represents the frequency dependent electronic polarizability of the jth-constituent

typically associated with the Lorentz oscillator model29 (3.1.1). Additionally there holds β
( j)
abc (ω) =[

β
( j)
abc (ω)

]∗
. It is important to realize, that β

( j)
abc (ω) constitutes an axial tensor of odd rank. Hence, there

is a priori no symmetry argument requiring that β
( j)
abc (ω) vanishes in any of the 32 crystallographic point

groups, when Neumann’s principle is applied [5].

Because the dielectric tensor is a functional of α
(el)
ab

(
η( j),ω;B(0)

)
, it is invariably affected by the mag-

netic induction field if B(0) ̸= 0. Of course, the same holds true for the transverse dielectric tensor, so
that now there is ε(T)

(
q,ω;B(0)

)
instead of ε(T) (q,ω). Its expansion with respect to q and B(0) up to

28Compare with (3.3.8) and the discussion that is given there.
29A simple formula for α

(el)
ab

(
η( j),ω;B(0)

)
can be derived within the framework of the classical, driven Lorentz oscillator

model, see [26]. However, this oversimplified model shows some shortcomings, when consulted for the description of the
Faraday effect in crystals. For a discussion see [103].
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second order

ε
(T)
ab

(
q,ω;B(0)

)
=ε

(T)
ab (ω)+ i

3

∑
c=1

γabc (ω)qc + i
3

∑
c=1

γ
(F)
abc (ω)B(0)

c

+
3

∑
c,d=1

A(MISD)
abcd (ω)qcB(0)

d +
3

∑
c,d=1

αabcd (ω)qcqd +
3

∑
c,d=1

A(CM)
abcd (ω)B(0)

c B(0)
d

(4.4.32)

(compare with [1]) reveals several new optical effects in comparison to (4.4.12). Here, γ
(F)
abc (ω) de-

scribes the Faraday effect, A(MISD)
abcd the effect of magnetically induced spatial dispersion and A(CM)

abcd (ω)

the Cotton-Mouton effect [104].

Assuming that spatial dispersion is negligible, (4.4.32) reduces to

ε
(T)
ab

(
ω;B(0)

)
≡ ε

(T)
ab

(
0,ω;B(0)

)
= ε

(T)
ab (ω)+ i

3

∑
c=1

γ
(F)
abc (ω)B(0)

c , (4.4.33)

provided that A(CM)
abcd (ω) is insignificantly small. In analogy to natural optical activity, the propagable

crystalline eigenmodes are determined from the wavelike equation (4.2.21) for j̃(T)ext (q,ω) = 0, where
now the transverse dielectric tensor is given by (4.4.33). In general, these crystalline eigenmodes cor-
respond to elliptically polarized waves, that traverse the magneto-optically active material described
by ε

(T)
ab

(
ω;B(0)

)
with different phase velocities. As a result, a linearly polarized electromagnetic wave

incident upon such a material emerges from this as an elliptically polarized wave. The angle enclosed
by the linear polarization state of the incident wave and the major axis of the emerging elliptically po-
larized wave is called Faraday rotation angle ψ , where the ratio of minor to major axis of the ellipse
(the Faraday ellipticity) is usually described by an angle χ [105].

If q×B(0) = 0 and additionally wave propagation along a highly symmetrical, say (optical) z-axis (i.e.
q = qe(3)) in cubic and uniaxial crystal structures is assumed, ε(T)

(
ω;B(0)

)
is formally equivalent to

(4.4.20), solely the replacement γ (q,ω) → γ

(
B(0)

3 ,ω
)

with γ

(
B(0)

3 ,ω
)

∝ B(0)
3 has to be done. Of

course, the two crystalline eigenmodes now correspond to a left and a right circularly polarized wave
respectively, both traveling with different phase velocities. Once the crystal of thickness d has been
traversed, their superposition results in a linearly polarized wave, whose plane of polarization is rotated
with respect to the incident one by an angle

ψ =V B(0)
3 d, (4.4.34)

where V denotes the frequency and temperature dependent material-specific Verdet-”constant” [97].

In contrast to natural optical activity, the thus induced circular birefringence is unaware of spatial dis-
persion. It is solely a consequence of the broken time-reversal symmetry caused by the static mag-
netic induction field B(0) [54]. As a consequence, the angle of rotation ψ does not change sign, if
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the propagation direction of the electromagnetic wave is reversed, i.e. the helicity of the path traced
by the polarization vector changes its orientation when q → −q. For that reason the Faraday effect
is called a non-reciprocal30 optical effect, in contrast to natural optical activity which is reciprocal.
This non-reciprocity is applicable for a variety of technical practices, because it allows for instance the
construction of magneto-optical isolators or the design of magnetic field sensors [106, 107]. Although
Faraday’s discovery of magnetic induction field induced circular birefringence is traced back to the year
1845 [56], it is still a subject of current interest in fundamental research, in particular in the context of
graphene [108].

4.4.3.3 Spatial dispersion induced birefringence

As has already been pointed out by Lorentz [109], the commonly presumed optical isotropy of cubic
crystals is broken when they are traversed by an electromagnetic wave because of a symmetry breaking
accompanied by the finite wave vector q, resulting in spatial dispersion induced birefringence. Although
this omnipresent optical effect is known for a long time, it received only little attention because of its
negligible magnitude in the visible spectral regime. However, with the progress made by the lithogra-
phy industry in producing smaller and smaller semiconductor structures by means of optical systems
operating in the deep ultraviolet (DUV) spectral regime, spatial dispersion induced birefringence has
been “rediscovered”. Since inherent isotropic optics made of glassy materials are inappropriate in the
DUV spectral regime due to their high absorption, cubic crystalline materials like CaF2 or BaF2 are
utilized to realize modern optical lithography systems. Since the wave vector q is no longer negligible
in this spectral regime, the so designed imaging systems suffer from spatial dispersion induced bire-
fringence. In particular, this intrinsic birefringence31 implicates a significant loss in image quality and
contrast [9, 102], both being crucial parameters with regard to the patterning of semiconductor circuits
on microscopic length scales. Beside already established technologies like optical lithography, spatial
dispersion induced birefringence is also relevant in the context of photonic crystals or metamaterials,
which may possess exceptional optical properties. For instance, they can exhibit a negative index of
refraction [110, 111] and thus allow the design of optics that provide perfect optical imaging [112],
given that n = −1 holds exactly and is not altered by the magnitude and direction of the wave vector
q. Also, the implementation of optical cloaking devices [113, 114] is possible by tailoring the index
of refraction n accurately. Because the effect of spatial dispersion induced birefrigence ∆n in such
artificial materials can be comparable in magnitude with the usual index of refraction n [115], a pro-
found knowledge is required to develop appropriate compensation techniques for ∆n, that could allow

30A physical process is said to be non-reciprocal, if the time-reversed process leads to a mental picture of something that is
physically conceivable, but shows characteristic distinctions with respect to the original situation. Popular examples are the
Faraday and the Fizeau effect [54].

31Note, that the 157nm lithography target specification regarding birefringence is ∆n = 10−7, while the experimentally
determined induced birefringence due to spatial dispersion in CaF2 and BaF2 is of order ∆n ∼ 10−6 at λ = 2πc

ω
= 156.1nm

[9], if q||(110)T . Even the birefringence caused by residual stresses, which is a consequence of polishing the crystal, may be
exceeded by that of spatial dispersion by a multiple [102].



4.4 Discussion of the dielectric tensor 73

a wide-ranging technical applicability of these materials, similar to these of modern optical lithography
systems [116, 117].

A genuine analysis of spatial dispersion induced birefringence mediated by αabcd (ω) in the expansion
(4.4.12) of the transverse dielectric tensor ε

(T)
ab (q,ω) requires the exclusion of spatial dispersion in-

duced effects, whose influences on ε
(T)
ab (q,ω) are of comparable or even larger magnitude than those

associated with αabcd (ω). Therefore, in the remainder of this section, only centrosymmetric crystals
are considered. This implies the elimination of natural optical activity because of γabc (ω) = 0, so that
in the expansion (4.4.12), αabcd (ω) constitutes the leading order contribution to ε

(T)
ab (q,ω) with respect

to spatial dispersion, i.e. there holds32

ε
(T)
ab (q,ω) = ε

(T)
ab (ω)+

3

∑
c,d=1

αabcd (ω)qcqd . (4.4.35)

Notice, that in contrast to natural optical activity represented by γabc (ω), the non-local response of the
material’s constituents implied by αabcd (ω) is omnipresent, i.e. there exists a priori no crystallographic
point group symmetry that makes αabcd (ω) vanishing. The realization of 157nm lithography systems
requires optics made of materials, whose birefringence is maximally ∆n = 10−7 [9]. This target specifi-
cation is only achievable by means of cubic crystals, so that the ensuing discussion of spatial dispersion
induced birefringence is restricted to the cubic crystal system33, which is optically isotropic in the limit
q = 0. In particular, the cubic crystals CaF2, BaF2, CsI and RbCl are considered, each of them exhibit-
ing the crystallographic point group symmetry m3̄m. For wave propagation along a plane diagonal of
the Wigner-Seitz cell CΛ, say the diagonal of the x-y plane where q = |q|√

2
(110)T , spatial dispersion

induced birefringence assumes its maximum value [9]. In this special case, the transverse dielectric
tensor (4.4.35) can be written formally (in cartesian coordinates) in the condensed form

ε
(T) (q,ω) = ε (ω)


1
2 −1

2 0
−1

2
1
2 0

0 0 1

+ |q|2

 ξ1 (ω)+ξ2 (ω) −ξ1 (ω)−ξ2 (ω) 0
−ξ1 (ω)−ξ2 (ω) ξ1 (ω)+ξ2 (ω) 0

0 0 4ξ2 (ω)

 ,

(4.4.36)
as is shown in appendix H.3. In (4.4.36), ε (ω) denotes the familiar frequency dependent scalar dielec-
tric function associated with cubic crystals, while the abbreviations ξ1 (ω) and ξ2 (ω) can be grasped
as two independent parameters that subsume the individual contributions of αabcd (ω).

In analogy to the previous section 4.4.3.2, the propagable modes of the transverse macroscopic radiation
field Ẽ

(T)
(q,ω) in crystals in consideration of spatial dispersion induced birefringence are determined

from the wavelike equation (4.2.21) by eliminating the external current source. Utilizing the abbrevia-

32Of course, there exist higher-order contributions of spatial dispersion to ε
(T)
ab (q,ω) than αabcd (ω). However, these come

first into play for frequencies beyond the spectral regime, that is relevant for applications like 157nm lithography.
33Notice, that the birefringence inherently possessed by uniaxial and biaxial crystals is typically of the order ∆n ∼ 10−2 −

10−1 and thus constitutes a show-stopper in the design of optical imaging systems for lithographic applications.
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tion n2 (q,ω) = c2

ω2 |q|2, the resulting eigenvalue problem can be cast into

ε
(T) (q,ω) · Ẽ (T)

(q,ω) = n2 (q,ω) Ẽ
(T)

(q,ω) . (4.4.37)

As a consequence of (4.4.37), there exist two propagable linearly polarized modes

Ẽ
(T)
(001) (q,ω) =

 0
0
1

 with n2
(001) (q,ω) = ε (ω)+4ξ2 (ω) |q|2 (4.4.38)

Ẽ
(T)
(11̄0) (q,ω) =

1√
2

 1
−1
0

 with n2
(11̄0) (q,ω) = ε (ω)+2(ξ1 (ω)+ξ2 (ω)) |q|2 , (4.4.39)

which correspond to the two mutually orthogonal polarization degrees of freedom of the electromag-
netic radiation field34. Obviously, this result confirms Lorentz’s note on breaking the symmetry of
optical isotropy, which is commonly attributed to cubic crystals, as a consequence of the finiteness of
the wave vector q. While for |q| = 0 the indices of refraction associated with the propagable modes
Ẽ

(T)
(001) (q,ω) and Ẽ

(T)
(11̄0) (q,ω) coincide according to n(001) (0,ω) = n(11̄0) (0,ω) =

√
ε (ω) ≡ n(ω)

and thus preserve the optical isotropy of cubic crystals, they slightly differ (in agreement with [118])
by the amount

∆n(q,ω) = n(11̄0) (q,ω)−n(001) (q,ω) (4.4.40)

≈ ξ1 (ω)−ξ2 (ω)

n(ω)
|q|2 , (4.4.41)

when the realistic case of a wave vector with finite modulus |q|> 0 is considered35. Generally speaking,
birefringence ∆n(q,ω) is induced in the cubic crystal when it is traversed by an electromagnetic wave
in direction of a plane diagonal36 of its Wigner-Seitz cell CΛ. However, it should be realized, that there
could exist a certain frequency ω = ωiso, which would allow for ξ1 (ωiso) = ξ2 (ωiso), so that due to
(4.4.41) the spatial dispersion induced birefringence ∆n(q,ωiso) exactly vanishes.

In what follows, the frequency dependence of spatial dispersion induced birefringence ∆n(q,ω) is
computed, which is experienced by an electromagnetic wave with wave vector q = |q|√

2
(110)T , when

34Of course, the eigenvalue problem (4.4.37) possesses a third solution, namely Ẽ
(T)
(110) (q,ω) = 1√

2
(110)T with

n2
(110) (q,ω) = 0. However, due to the vanishing eigenvalue, the mode Ẽ

(T)
(110) (q,ω) which is orientated parallel to the wave

vector q, is not capable to propagate within the crystal.
35In the derivation of (4.4.41) it has been assumed, that ε (ω) constitutes the dominant contribution to n(11̄0) (q,ω) and

n(001) (q,ω) respectively, while the q-dependent terms only represent small corrections. For a microscopic justification on
basis of a band-model, see [119].

36Notice, that for directions of higher symmetry, i.e. q||(100) and q||(111) as well as all symmetrically equivalent di-
rections, the principal index of refraction of the cubic crystal is slightly modified due to spatial dispersion, while its optical
isotropy is conserved.
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traversing the cubic crystals CsI, RbCl, CaF2 and BaF2 that belong to the crystallographic point group
m3̄m. Thereto, the transverse dielectric tensor ε(T) (q,ω) is initially deduced from the dielectric tensor
εΛ (q,ω) given by (4.1.17), where solely the crystalline structure as well as the isotropic Lorentz oscilla-
tor models (3.1.1) and (3.1.2) for the electronic or ionic displacement polarizabilities, with parameters
given in table 4.4.2, enter its calculation. Since the formal structure of the so obtained ε(T) (q,ω) is
equivalent to that in (4.4.36), the subsequent computation of ∆n(q,ω) via (4.4.40) follows the lines
indicated above. Again it should be stressed, that the modulus |q| of the wave vector q, which is asso-
ciated with a propagable mode of frequency ω , is set by the photonic band structure ωn (q), which now
reveals the existence of two mutually orthogonal linearly polarized radiation modes Ẽ

(T)
(001) (q,ω) and

Ẽ
(T)
(11̄0) (q,ω). However, because the two distinct wave vectors associated with these modes solely differ

by the amount
∣∣∣∣∣∣q(11̄0)

∣∣∣− ∣∣q(001)
∣∣∣∣∣= ω

c |∆n(q,ω)| ≪ ω

c , for practical calculations the parameterization
of |q| by means of the principal index of refraction n(ω) according to |q| = ω

c n(ω) is an excellent
approximation37, that will be used for the calculation of ∆n(q,ω) in the remainder of this section. Fig-
ure 4.4.5 shows a comparison of calculated values of the frequency dependence of spatial dispersion
induced birefringence on the basis of (4.4.40) with experimental data for CsI and RbCl [118] as well
as CaF2 and BaF2 [9]. In each case, the experimental results are nicely reproduced by the presented
theory. With regard to 157nm lithography, the consequences of spatial dispersion induced birefringence
in CaF2 and BaF2 (see figure 4.4.5 (c) and (d)) seem fatal, as it exceeds the target specification for bire-
fringence ∆n = 10−7 by a multiple. Nonetheless, there is no need to surrender, because the opposite
sign of this optical effect in these two materials suggests the combination of optical components made
of both materials. Furthermore, an appropriate mixed solid solution Ca1−xBaxF2 could eliminate this
disruptive effect at the desired wavelength [9, 117].

37Compare with the discussion of natural optical activity in section 4.4.3.2.
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Figure 4.4.5: Comparison of experimental data (blue), taken from [9, 118], on the frequency de-
pendence of spatial dispersion induced birefringence ∆n(q,ω) in (a) CsI (b) RbCl (c) CaF2 and (d)
BaF2 with calculated values (red) resulting from the q-dependence of the transverse dielectric tensor
ε(T) (q,ω). In all cases there is q||(110)T . For CsI and RbCl, the experimental values of ∆n(q,ω) have
been read of a plot. The estimated error in reading is about ±0.2 ·10−6.



Chapter 5

Summary

In this work, a self-contained theory of the local electromagnetic field in crystalline dielectrics and its
relation to macroscopic electrodynamics is established, where the presented integral equation approach
substantially differs from conventional expositions on this subject (see e.g. [4, 28, 120]). Initially,
deploying the Helmholtz decomposition theorem to the microscopic Maxwell (differential) equations,
the independent degrees of freedom of the electromagnetic theory corresponding to its irrotational (lon-
gitudinal) and solenoidal (transverse) contributions are identified (compare with [18]). This allows
to restate the differential equations determining the local electromagnetic field in terms of equivalent
inhomogeneous integral equations. The material model of the dielectric crystal under investigation,
including electronic as well as ionic displacement polarizability effects, is completely described by the
lattice periodic dielectric susceptibility kernel χab (r,r′,ω) (see (3.1.6)), which relates the microscopic
polarization P(r,ω) with the local electric field E(r,ω) via a convolution integral.

In view of Bloch’s theory [3] it seems natural to expand E(r,ω) with respect to a complete and or-
thonormal set of eigenfunctions of the translation operator T̂R, whose action on a function f (r) is to
shift its argument by a lattice vector R ∈ Λ according to T̂R f (r) = f (r+R). However, the popular
basis system of plane waves

{
ei(q+G)·r}

q∈C
Λ−1 ,G∈Λ−1 , constructed from eigenfunctions of the momen-

tum operator, turns out to be unsuited for this purpose, as it requires for each wave vector q ∈CΛ−1 the
handling of huge, completely filled matrices, that are labeled by reciprocal lattice vectors G,G′ ∈ Λ−1.
Instead, the basis system of non-standard Bloch functions {w(r;s,k)}s∈CΛ,k∈C

Λ−1
(see (3.2.9)) is de-

ployed, which can be constructed from eigenfunctions of the position operator. This allows to deal
with small sparse matrices, so that various (numerical) difficulties and inaccuracies that are related to
the truncation or inversion of huge matrices can be avoided. In addition, it allows to solve the inho-
mogeneous integral equations determining the local electromagnetic field within crystalline dielectrics
exactly (see (3.2.39) and (3.2.46)).

The propagable modes inside the crystalline dielectric including their dispersion relation ωn (q), that
is also called photonic band structure, are then obtained by considering the associated homogeneous
integral equations (3.3.1), where ωn (q) turns out to be the solvability condition of the corresponding
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3M ×3M eigenvalue problem (3.3.2), with M denoting the number of atoms or ions comprised by the
Wigner-Seitz cell CΛ. In particular, ωn (q) is calculated for the monatomic sc-, fcc- and bcc-lattices
as well as for the diatomic diamond lattice, where radiation damping initially has been neglected. In
all cases, the presented computations agree well with previously published results on the photonic
band structures which have been obtained by different methods. Taking radiation damping given by
(3.3.4) into account, it is shown that the concept of a photonic band structure ωn (q) including many
band branches looses its meaning for real crystalline materials with microscopic lattice constants, if
ω exceeds a critical frequency ωc. Finally, the removal of band degeneracies in the photonic band
structure is demonstrated by applying a static magnetic induction field to the crystal.

From the solution of the inhomogeneous integral equations determining the local electric field E(r,ω)

in presence of a slowly varying time harmonic external signal Eext (r,ω) it is found, that solely modes
of frequency ω and wave vector q located in the immediate proximity to the photonic band structure
ωn (q) are capable to propagate inside the crystal with sufficient intensity (see figure 3.4.3). As is shown
in figure 3.4.2, these modes display rapid spatial variations, whose length scale is set by the lattice
constant, on the back of a slowly varying envelope. The latter’s length scale is set by the spatially
slowly varying external signal Eext (r,ω). Within a dielectric crystal, E(r,ω) consists in general of
a radiative (transverse) and a non-radiative (longitudinal) part E(T) (r,ω) or E(L) (r,ω), even though
Eext (r,ω) is purely transverse (see figure 3.4.4). Whether E(T) (r,ω) or E(L) (r,ω) constitutes the
dominant contribution to E(r,ω) strongly depends on the density of polarizable atoms νP within the
crystal. While in high-density materials there holds E(r,ω) ≈ E(L) (r,ω), in very low-density media
one finds E(r,ω)≈ E(T) (r,ω) (compare with figure 3.4.5 (a)).

Now, the local electromagnetic field represented by E(r,ω) and B(r,ω) is related to the macroscopic
electromagnetic field denoted by E (r,ω) and B (r,ω) by conceiving the latter as the spatially low-pass
filtered local electromagnetic field. In other words, the macroscopic field corresponds to the spatially
slowly varying part of the local field. In this context it is shown in figures 4.3.1 and 4.3.2, that the
macroscopic electromagnetic field essentially coincides with the radiative (transverse) parts of the local
electromagnetic field in case that the external signal Eext (r,ω) was purely transverse. Similarly, the
macroscopic polarization P (r,ω) is conceived as the spatially low-pass filtered microscopic polar-
ization P(r,ω). Relating the respective Fourier amplitudes P̃ (q,ω) and Ẽ (q,ω) in the familiar way
owed to macroscopic electrodynamics according to P̃ (q,ω) = ε0 (εΛ (q,ω)−δ ) · Ẽ (q,ω), an exact
expression determining the dielectric 3× 3 tensor εΛ (q,ω) (see (4.1.17)) emerges, whose arguments
ω and q reflect the retarded and non-local response of the individual atoms/ions to an electromagnetic
signal, respectively. The only input for the calculation of εΛ (q,ω) are the crystalline structure under
consideration as well as the individual electronic and ionic displacement polarizabilities.

Starting from equation (4.1.14), a set of coupled (differential) equations determining the longitudinal
and transverse parts of the macroscopic electric field are deduced without having any prior knowledge of
the local electric field (see (4.2.10) and (4.2.11)). In case the external signal Eext (r,ω) is purely longitu-
dinal, a Poisson type equation determining a scalar potential φ (r,ω) emerges, so that the non-radiative
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(longitudinal) macroscopic electric field can be derived from E (L) (r,ω) =−∇rφ (r,ω). In this context,
electric field screening is described by the longitudinal dielectric tensor ε(L) (q,ω) given by (4.2.14).
Provided Eext (r,ω) is purely transverse, a wave-like equation determining the radiative (transverse)
macroscopic electric field E (T) (r,ω) arises, where the re-normalization of the speed of light within a
crystalline dielectric is governed by the transverse dielectric tensor ε(T) (q,ω) (see (4.2.20)). Notice
that both, the longitudinal as well as the transverse dielectric tensor ε(L) (q,ω) or ε(T) (q,ω), can easily
be deduced from the dielectric tensor εΛ (q,ω).

In the static limit, an exact expression for the dielectric tensor εΛ ≡ limω→0 lim|q|→0 εΛ (q,ω) is derived
that applies for all 14 (monatomic) three-dimensional Bravais lattices, where the respective crystal sym-
metry is incorporated via the Lorentz factor tensor L (see (4.4.5)). Additionally, the expression for εΛ

conforms with general stability criteria deduced from causality and thermodynamic considerations [66]
and in particular it reduces to the well-known Clausius-Mossotti formula in case of cubic symmetry.
Moreover, it is demonstrated using the example of CsI, that the analytic structure of the dielectric ten-
sor εΛ (ω)≡ lim|q|→0 εΛ (q,ω) in absence of spatial dispersion complies with the Lyddane-Sachs-Teller
relation, which is valid for cubic diatomic ionic crystals.

A Taylor expansion of the transverse dielectric tensor ε(T) (q,ω) around q= 0 according to ε
(T)
ab (q,ω)=

ε
(T)
ab (ω) + i∑

3
c=1 γabc (ω)qc +∑

3
c,d=1 αabcd (ω)qcqd + . . . provides insight into various optical effects

related to light propagation in dielectric crystals, in full agreement with [1]. This includes the prin-

cipal indices of refraction na (ω) =

√
ε
(T)
aa (ω), natural optical activity specified by γabc (ω) and spa-

tial dispersion induced birefringence represented by αabcd (ω) as well as the chromatic dispersion of
these quantities. Considering various sophisticated dielectric crystal structures with up to 66 atoms
per Wigner-Seitz cell and with polarizabilities known for a specific wavelength from the literature, it
is shown in tables 4.4.3 and 4.4.4 that the calculated principal indices of refraction and also the rota-
tory power of natural optical activity agree well with experimental results. By modeling the frequency
dependence of the electronic and ionic displacement polarizabilities by means of Lorentz oscillators,
whose frequency dependence is in accordance with fundamental quantum mechanical considerations
on atom-individual polarizabilities [23], the chromatic dispersion of all afore mentioned optical effects
can be described with high accuracy over wide frequency intervals. Using the example of CsI and
RbCl it is demonstrated in figure 4.4.3 (a) and (b), that the calculated chromatic dispersion of the index
of refraction agrees well with experimental measurements over a frequency range extending from the
ultraviolet to the far-infrared. Similarly, the utility of the presented theory is exemplified by compar-
ing the calculated chromatic dispersion of rotatory power with experimental findings for laevorotatory
α − quartz (see figure 4.4.4). Finally, the applicability of the theory is proven in figure 4.4.5 by mod-
eling the frequency dependence of spatial dispersion induced birefringence with high accuracy in i.a.
CaF2 and BaF2, a quantity that is of prime importance in the design of optical imaging systems for
lithographic systems operating in the ultraviolet spectral region.

Last but not least it should be emphasized, that the presented theory of the macroscopic electromagnetic
field does not make use of the displacement field D (r,ω) and the magnetic field H (r,ω).





Chapter 6

Outlook

With high confidence, the presented integral equation approach for calculating the local electromagnetic
field in dielectric crystals of perfect symmetry can be deployed without major difficulties to crystalline
materials that lack of perfect lattice periodicity. For instance, assuming the electronic polarizability
of the jth-atom/ion to be not solely dependent on its position η( j) ∈ CΛ within the Wigner-Seitz cell,
but also on the unit cell itself, i.e. α

(el)
ab

(
η( j),ω

)
→ α

(el)
ab

(
R+η( j),ω

)
with R ∈ Λ, the model of

the dielectric susceptibility kernel χab (r,r′,ω) (see (3.1.6)) can be extended to crystalline materials
possessing either a single impurity center or even a substitutional site disorder. Potential areas of
application include the investigation of the local electromagnetic field in the vicinity of single nitrogen
vacancy centers in diamond, used as single photon sources or electric field sensors [121, 122], as well as
light propagation and localization in disordered media, the latter being based on the phenomenological
macroscopic Maxwell equations up to now [123–126]. Additionally, a theory of the dielectric tensor
for disordered materials within the framework of the coherent potential approximation (CPA) [27, 127]
is enabled.

Similarly, α
(el)
ab

(
R+η( j),ω

)
allows to consider from a microscopic point of view the electrodynamics

of the so-called half-space problem (see e.g. [128, 129]), where the part of R3 with z ≤ 0 is filled
by a polarizable crystalline dielectric, while the part with z > 0 is assumed to be free of any material
(vacuum). Considering an electromagnetic plane wave of wavelength λ = 2πc

ω
≫ aΛ incident from the

region with z> 0 on the interface at z= 0, the law of reflection as well as Snell’s law of refraction should
be deducible without taking into account any boundary conditions, a fact owed to the integral equation
approach. Simultaneously, when decreasing the wavelength, the emergence of Bragg’s law of diffrac-
tion is expected once λ = 2πc

ω
is comparable to the lattice constant aΛ, so that the presented local field

formalism could provide a unified framework of electrodynamics ranging from long-wavelength (or vis-
ible) optics down to x-ray optics. Of course, this would also include a description of the Goos-Hänchen
and Imbert-Fedorov effect [130], both associated with the total reflection of light beams possessing a
finite waist.

The extension of the local field integral equation approach to crystalline thin film or even atomic mono-
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layer materials like e.g. graphene as well as to fluids is considered as possible, too. In the latter case, the
strict periodic arrangement of the individual atoms has to be renounced. Instead, the material structure
has to be described statistically by means of particle densities and particle distribution functions [131].

Lattice vibrations associated with the motion of the atomic/ionic cores around their equilibrium posi-
tions could explicitly be considered in the material model by taking into account the finite temperature
of the crystalline system. This would allow to include the (strong) coupling of lattice vibrations to the
local electromagnetic radiation field, thus providing access to a theory of polaritons [132] based on a
microscopic point of view.



Appendix A

Helmholtz decomposition and projection
operators

Starting from Poisson’s equation, the essence of the Helmholtz decomposition theorem is established
by representing a (regular) vector field as a sum of its curl-free (longitudinal) and divergence-free
(transverse) components. Once the formal solution of Poisson’s equation has been constructed by means
of Green’s function, these components are explicitly calculated. As a result, explicit representations of
the longitudinal and transverse projection operators in real (and reciprocal) space are obtained, that will
be used extensively in the course of this work.

A.1 Helmholtz decomposition

As a starting point for the decomposition of a vector field V(r) into a sum consisting of its irrotational
(longitudinal) and solenoidal (transverse) contributions, follow [24, 133] by considering Poisson’s equa-
tion

−∇
2
rAa (r) =Va (r) ; a ∈ {1,2,3} (A.1.1)

for the ath component of V(r) in cartesian coordinates. Its particular solution is given by

Aa (r) = lim
η→0+

ˆ
R3\S (r,η)

d3r′ g
(
r− r′

)
Va
(
r′
)

(A.1.2)

=

ˆ
R3

d3r′ g
(
r− r′

)
Va
(
r′
)
, (A.1.3)

where
g
(
r− r′

)
=

1
4π

1
|r− r′|

(A.1.4)
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denotes the Green function of Poisson’s equation (A.1.1) that satisfies

−∇
2
rg
(
r− r′

)
= δ

(
r− r′

)
, (A.1.5)

while
S (r,η) =

{
r′ ∈ R3 :

∣∣r− r′
∣∣< η

}
(A.1.6)

represents the set of all points r′ ∈ R3 lying inside a sphere1 of radius η around the point r. With the
identity

∇r ×∇r ×A(r) = ∇r∇r ·A(r)−∇
2
rA(r) , (A.1.7)

(A.1.1) can be rewritten as

V(r) =−∇r∇r ·A(r)+∇r ×∇r ×A(r)≡ V(L) (r)+V(T) (r) , (A.1.8)

where

V(L) (r) =−∇r∇r ·A(r) =− lim
η→0+

∇r∇r ·
ˆ
R3\S (r,η)

d3r′ g
(
r− r′

)
V
(
r′
)

(A.1.9)

V(T) (r) = ∇r ×∇r ×A(r) = lim
η→0+

∇r ×∇r ×
ˆ
R3\S (r,η)

d3r′ g
(
r− r′

)
V
(
r′
)

(A.1.10)

denote the longitudinal and transverse components of the vector field V(r), respectively. Evidently,
there holds by construction

∇r ×V(L) (r) = 0 (A.1.11)

∇r ·V(T) (r) = 0. (A.1.12)

In essence, equations (A.1.8)-(A.1.12) constitute the Helmholtz decomposition theorem. Regarding
its range of validity, uniqueness as well as potential generalization schemes the reader is referred to
[15, 17]. For a comprehensive overview of application fields of the Helmholtz (-Hodge) decomposition
including their temporal evolution, see [16]. Obviously, equations (A.1.9) and (A.1.10) give an explicit
rule for the construction of the longitudinal and transverse components of a given vector field V(r).
Following this rule then allows the identification of the longitudinal and transverse projection operator,
as is shown in the next section.

1The exclusion of an infinitesimal (spherical) volume S (r,η) in (A.1.2) is not required at this point for solving the Poisson
equation (A.1.1), because the integral is well-behaved as long as Va (r) is assumed to be regular everywhere. However, this
volume already indicates the necessity for a regularization which is essential in the derivation of the longitudinal and transverse
projection operators in the next section. The reason for this is that this derivation involves the interchange of second-order
derivatives with the integral, a procedure which would lead otherwise to a bad singularity at the point r = r′, see e.g. [134].
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A.2 Projection operators

Projecting out the longitudinal and transverse contributions V(L) (r) and V(T) (r) of a given vector field
V(r) can be achieved with the help of the so-called longitudinal and transverse projection operators,
also known as longitudinal or transverse delta function. They can be constructed explicitly by means of
(A.1.9) and (A.1.10), whereby it should be pointed out, that when one of the two projection operators
is known, the other one can easily be deduced from (A.1.8) according to Helmholtz’s decomposition.
Therefore it suffices to consider, for example, the longitudinal contribution of a given vector field V(r),
as is done in the following. Initially, one obtains for the ath component of V(L) (r) given by (A.1.9) with
a ∈ {1,2,3} in cartesian coordinates

V (L)
a (r) =− ∂

∂ ra

3

∑
b=1

∂

∂ rb
Ab (r)

=− lim
η→0+

3

∑
b=1

∂

∂ ra

∂

∂ rb

ˆ
R3\S (r,η)

d3r′ g
(
r− r′

)
Vb
(
r′
)
. (A.2.1)

It looks like that the calculation of the derivatives in (A.2.1) is impeded by the fact, that the range of
integration depends on the position vector r. Nevertheless, because S (r,η) represents a sphere, the
r-dependence of the integration range can be easily lifted with the help of the Heaviside step function
defined as

ΘH (x) =

0 x < 0

1 x ≥ 0
, (A.2.2)

allowing to rewrite (A.2.1) according to [24] as

V (L)
a (r) =− lim

η→0+

3

∑
b=1

∂

∂ ra

∂

∂ rb

ˆ
R3

d3r′ ΘH
(∣∣r− r′

∣∣−η
)

g
(
r− r′

)
Vb
(
r′
)
. (A.2.3)

Interchanging the first derivative and the integral yields

V (L)
a (r) =− 1

4π
lim

η→0+

3

∑
b=1

∂

∂ ra

ˆ
R3

d3r′
[

δ
(∣∣r− r′

∣∣−η
) rb − r′b
|r− r′|2

Vb
(
r′
)

−ΘH
(∣∣r− r′

∣∣−η
) rb − r′b
|r− r′|3

Vb
(
r′
)]

, (A.2.4)

where (A.1.4) and
∂

∂ ra
g
(
r− r′

)
=− 1

4π

ra − r′a
|r− r′|3

(A.2.5)

have been used. The delta function in the first integrand in (A.2.4) restricts r′ to the surface ∂S (r,η)

of the sphere S (r,η), so that the integration can be carried out directly in spherical coordinates with
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the help of the substitutions

s = r′− r ≡ ηn (A.2.6)

n =
r′− r
|r′− r|

.

As a result, the respective integral is proportional to η and therefore vanishes in the limit η → 0+. As
a consequence, (A.2.4) reduces to

V (L)
a (r) =

1
4π

lim
η→0+

3

∑
b=1

∂

∂ ra

ˆ
R3

d3r′ ΘH
(∣∣r− r′

∣∣−η
) rb − r′b
|r− r′|3

Vb
(
r′
)
. (A.2.7)

Interchanging the remaining derivative with the integral then gives

V (L)
a (r) =

1
4π

lim
η→0+

3

∑
b=1

ˆ
R3

d3r′
[

δ
(∣∣r− r′

∣∣−η
) (ra − r′a)

(
rb − r′b

)
|r− r′|4

Vb
(
r′
)

+ΘH
(∣∣r− r′

∣∣−η
) δab |r− r′|2 −3(ra − r′a)

(
rb − r′b

)
|r− r′|5

Vb
(
r′
)]

≡V (L,1)
a (r)+V (L,2)

a (r) , (A.2.8)

where the abbreviations

V (L,1)
a (r) =

1
4π

lim
η→0+

3

∑
b=1

ˆ
R3

d3r′ δ
(∣∣r− r′

∣∣−η
) (ra − r′a)

(
rb − r′b

)
|r− r′|4

Vb
(
r′
)

(A.2.9)

V (L,2)
a (r) =

1
4π

lim
η→0+

3

∑
b=1

ˆ
R3

d3r′ ΘH
(∣∣r− r′

∣∣−η
) δab |r− r′|2 −3(ra − r′a)

(
rb − r′b

)
|r− r′|5

Vb
(
r′
)

(A.2.10)

have been introduced. The delta function in (A.2.9) restricts r′ to the surface ∂S (r,η), so that the
situation is similar as in the case of equation (A.2.4). Therefore, the integral may be evaluated in
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spherical coordinates with the help of (A.2.6) according to2

V (L,1)
a (r) =

1
4π

lim
η→0+

3

∑
b=1

ˆ
R3

d3s δ (|s|−η)
1

|s|2
nanbVb (r+ηn)

=
1

4π
lim

η→0+

3

∑
b=1

ˆ
∞

0
ds
ˆ

dΩ δ (s−η)nanbVb (r+ηn)

=
1

4π

3

∑
b=1

ˆ
dΩ nanbVb (r)

=
1
3

Va (r) . (A.2.11)

Inserting (A.2.10) and (A.2.11) in (A.2.8) then finally yields

V (L)
a (r) =

3

∑
b=1

ˆ
R3

d3r′
[

1
3

δabδ
(
r− r′

)
+ΘH

(∣∣r− r′
∣∣−0+

) δab |r− r′|2 −3(ra − r′a)
(
rb − r′b

)
4π |r− r′|5

]
Vb
(
r′
)

≡
3

∑
b=1

ˆ
R3

d3r′ Π(L)
ab

(
r− r′

)
Vb
(
r′
)
, (A.2.12)

where in the second line the matrix element of the longitudinal projection operator Π
(L)
ab (r− r′) has

been defined as

Π
(L)
ab

(
r− r′

)
=

1
3

δabδ
(
r− r′

)
+ΘH

(∣∣r− r′
∣∣−0+

) δab |r− r′|2 −3(ra − r′a)
(
rb − r′b

)
4π |r− r′|5

. (A.2.13)

The transverse component V(T) (r) of the vector field V(r) can now easily be deduced from (A.1.8),
since

V (T)
a (r) =Va (r)−V (L)

a (r)

=
3

∑
b=1

ˆ
R3

d3r′
[
δabδ

(
r− r′

)
−Π

(L)
ab

(
r− r′

)]
Vb
(
r′
)

≡
3

∑
b=1

ˆ
R3

d3r′ Π(T)
ab

(
r− r′

)
Vb
(
r′
)
, (A.2.14)

2When interchanging the second derivative with the integral (see (A.2.8) and (A.2.11)), the exclusion of the infinitesimal
(spherical) volume S (r,η) from the range of integration, i.e. the integral’s regularization, has now a non-vanishing effect
on the longitudinal field V (L)

a (r), as it avoids the occurrence of the bad singularity ∂

∂ ra

∂

∂ rb
g(r− r′)Vb (r′) in the integrand

(compare with [134]). The same applies when calculating the transverse field V (T)
a (r). In contrast, for integrands of the

type ∇2
rg(r− r′)Vb (r′) the regularization of the integral can be waived, because of the identity −∇2

rg(r− r′) = δ (r− r′) the
integral behaves well at r = r′.
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where in the last line the matrix element of the transverse projection operator Π
(T)
ab (r− r′) has been

defined as

Π
(T)
ab

(
r− r′

)
= δabδ

(
r− r′

)
−Π

(L)
ab

(
r− r′

)
=

2
3

δabδ
(
r− r′

)
−ΘH

(∣∣r− r′
∣∣−0+

) δab |r− r′|2 −3(ra − r′a)
(
rb − r′b

)
4π |r− r′|5

. (A.2.15)

It should be pointed out, that the values of the integrals (A.2.9) and (A.2.10) appearing in the derivation
of V (L)

a (r) or Π
(L)
ab (r− r′) (and so too for V (T)

a (r) or Π
(T)
ab (r− r′)) depend individually on the geometry

of the excluded volume (here: the sphere S (r,η)). However, the sum of both integrals gives the unique
field V (L)

a (r) (and so too V (T)
a (r)) whose value is independent of the geometry of the excluded volume

[134].

Equations (A.2.12) and (A.2.14) give an explicit rule for the construction of the longitudinal and trans-
verse components V(L) (r) and V(T) (r) of a given vector field V(r) in real space in terms of convolution
integrals. However, in reciprocal space these correspond to simple multiplications according to

Ṽ (A)
a (k) =

3

∑
b=1

Π̃
(A)
ab (k)Ṽb (k) ; A ∈ {L,T} , (A.2.16)

where the longitudinal and transverse projection operator Π̃
(L)
ab (k) and Π̃

(T)
ab (k) in reciprocal space are

given by

Π̃
(L)
ab (k) =

kakb

|k|2
(A.2.17)

Π̃
(T)
ab (k) = δab −

kakb

|k|2
. (A.2.18)

For a refined proof that Π̃
(L)
ab (k) and Π̃

(T)
ab (k) given by (A.2.17) or (A.2.18) obey to the Fourier integral

representation

Π
(A)
ab (r) =

1

(2π)3

ˆ
R3

d3k eik·r
Π̃

(A)
ab (k) ; A ∈ {L,T} (A.2.19)

and thus constitute the correct Fourier transforms of Π
(L)
ab (r) and Π

(T)
ab (r) given by (A.2.13) and (A.2.15)

respectively, see [18]. The characteristic properties of projection operators are summarized below in
abstract operator notation, where “◦” denotes the common matrix product in reciprocal space or a
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convolution integral in real space, while I and O represent the corresponding unity and zero operator.

Π
(L)+Π

(T) = I (A.2.20)

Π
(L) ◦Π

(L) = Π
(L) (A.2.21)

Π
(T) ◦Π

(T) = Π
(T) (A.2.22)

Π
(L) ◦Π

(T) = Π
(T) ◦Π

(L) =O. (A.2.23)

In particular, a verification of (A.2.20) - (A.2.23) is trivial in reciprocal space.





Appendix B

Derivation of the local electromagnetic
field integral equations

Starting from Helmholtz’s equation for E(T)
a (r,ω), the integral equation (2.2.6) is derived by making

use of Green’s second identity [24]. In particular, special attention is paid to the non-local character of
the transverse current density j(T)a (r,ω), that poses the source term for E(T)

a (r,ω). As a byproduct, the
Ewald-Oseen extinction theorem emerges.

To find an integral equation for the cartesian components of the transverse electric field E(T)
a (r,ω) with

a ∈ {1,2,3}, which describes the same physics as Helmholtz’s equation (compare with (2.1.38))(
−∇

2
r −

ω2

c2

)
E(T)

a (r,ω) = iωµ0 j(T)a (r,ω) , (B.0.1)

the method of Green functions is applied. The particular Green function g(r− r′,ω), which is associ-
ated with (B.0.1) satisfies (

−∇
2
r −

ω2

c2

)
g
(
r− r′,ω

)
= δ

(
r− r′

)
(B.0.2)

and is given for our purposes by1

g
(
r− r′,ω

)
=

1
4π

ei ω

c |r−r′|

|r− r′|
. (B.0.3)

Obviously, there holds

g
(
r− r′,ω

)
= g

(
r′− r,ω

)
(B.0.4)

∇rg
(
r− r′,ω

)
=−∇r′g

(
r− r′,ω

)
. (B.0.5)

1It should be pointed out, that the retarded Green function given by (B.0.3) behaves like an outgoing spherical wave and
corresponds to homogeneous boundary conditions, where the boundary is at infinity [133].
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In what follows, the combination of (B.0.1) and (B.0.2) as well as subsequent application of Green’s
second identity

ˆ
V

d3r
(
φ (r)∇

2
rψ (r)−ψ (r)∇

2
rφ (r)

)
=

ˆ
∂V

d2r n · (φ (r)∇rψ (r)−ψ (r)∇rφ (r)) (B.0.6)

will allow to work out the desired integral equation. For this, multiply (B.0.1) by g(r− r′,ω) and
(B.0.2) by E(T)

a (r,ω) in each case from the left-hand side and subtract, exchanging r and r′ at the same
time. This results in

E(T)
a
(
r′,ω

)
∇

2
r′g
(
r′− r,ω

)
−g
(
r′− r,ω

)
∇

2
r′E

(T)
a
(
r′,ω

)
=iωµ0g

(
r′− r,ω

)
j(T)a
(
r′,ω

)
−E(T)

a
(
r′,ω

)
δ
(
r′− r

)
, (B.0.7)

which constitutes the basis for further purposes. Let Ω denote the domain of non-vanishing current
density, i.e. j(r,ω) ̸= 0 when r ∈ Ω and j(r,ω) = 0 when r /∈ Ω. Then, by integration of (B.0.7) with
respect to r′ over Ω and subsequent application of Green’s identity (B.0.6), one readily obtains

iωµ0

ˆ
Ω

d3r′ g
(
r′− r,ω

)
j(T)a
(
r′,ω

)
−
ˆ

∂Ω

d2r′ n′ ·
(

E(T)
a
(
r′,ω

)
∇r′g

(
r′− r,ω

)
−g
(
r′− r,ω

)
∇r′E

(T)
a
(
r′,ω

))
=

E(T)
a (r,ω) r ∈ Ω

0 r /∈ Ω

, (B.0.8)

where n′ denotes the normal unit vector of the closed surface ∂Ω pointing away from the interior of the
domain Ω. Now, let n′′ the normal unit vector of the closed surface ∂

(
R3\Ω

)
pointing away from the

interior of the domain R3\Ω. Then, integration of (B.0.7) with respect to r′ over R3\Ω and utilization
of Green’s identity (B.0.6) directly gives

ˆ
∂ (R3\Ω)

d2r′ n′′ ·
(

E(T)
a
(
r′,ω

)
∇r′g

(
r′− r,ω

)
−g
(
r′− r,ω

)
∇r′E

(T)
a
(
r′,ω

))
=iωµ0

ˆ
R3\Ω

d3r′ g
(
r′− r,ω

)
j(T)a
(
r′,ω

)
−
ˆ
R3\Ω

d3r′ E(T)
a
(
r′,ω

)
δ
(
r′− r

)
. (B.0.9)

At this point it has to be stressed that, while j(r,ω) = 0 holds for r /∈ Ω and j(r,ω) ̸= 0 if r ∈ Ω,
there is in general no such restriction for its transverse component j(T) (r,ω) because of the non-local
projection procedure (2.1.19) in real space. Thus, the volume integral in (B.0.9) containing j(T)a (r′,ω)

does not vanish. As the set of points r′ ∈ R3 lying on the surface ∂Ω and ∂
(
R3\Ω

)
, respectively, is
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identical in both cases and since n′′ =−n′ holds by construction, there follows at once2 from (B.0.9)

iωµ0

ˆ
R3\Ω

d3r′ g
(
r′− r,ω

)
j(T)a
(
r′,ω

)
+

ˆ
∂Ω

d2r′ n′ ·
(

E(T)
a
(
r′,ω

)
∇r′g

(
r′− r,ω

)
−g
(
r′− r,ω

)
∇r′E

(T)
a
(
r′,ω

))
=

0 r ∈ Ω

E(T)
a (r,ω) r /∈ Ω

. (B.0.10)

Finally, combining (B.0.8) with (B.0.10) and taking account of (B.0.4) yields

E(T)
a (r,ω) = iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)a
(
r′,ω

)
, (B.0.11)

which constitutes an integral equation3 determining E(T)
a (r,ω) for r ∈ R3. To specify the integral

equation (B.0.11) to the geometry proposed in section 2.2 (see figure 2.2.1), the current density j(r,ω)

is split into

j(r,ω) =


jext (r,ω) r ∈ ΩS

jind (r,ω) r ∈ ΩP

0 r /∈ Ω

, (B.0.12)

where ΩS and ΩP denote two disjoint domains (particularly the source and the probe volume with
ΩS∩ΩP = /0) that contain distinct non-vanishing current densities jext (r,ω) and jind (r,ω), respectively,
while Ω = ΩS ∪ΩP represents the total domain of non-vanishing current density. Because jext (r,ω) is
externally controlled and a priori known, the same holds true for its transverse component j(T)ext (r,ω),
whereas j(T)ind (r,ω) depends on the specific model of the material that is incorporated into jind (r,ω). Due
to (B.0.12), the transverse current density j(T) (r,ω) entering (B.0.11) thus comprises two contributions,
namely j(T)ext (r,ω) and j(T)ind (r,ω), that in general do not vanish if r /∈ Ω, so that j(T) (r,ω) may be written
as

j(T) (r,ω) = j(T)ext (r,ω)+ j(T)ind (r,ω) . (B.0.13)

Inserting (B.0.13) in (B.0.11) and identifying the externally controlled transverse electric field as

E(T)
ext,a (r,ω) = iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ext,a

(
r′,ω

)
, (B.0.14)

2The first line in (B.0.10) reveals, that the field generated by the transverse current density flowing inside the domain R3\Ω

and the field created by the probe’s surface ∂Ω extinguish each other within Ω. This reflects the essence of the (Ewald-Oseen)
extinction theorem [4, 30, 38, 135], whose historical origin lies in dispersion theory.

3Incidentally, (B.0.11) constitutes a particulate solution of Helmholtz’s equation (B.0.1), which is well-known from text-
books. But it should be emphasized, that the outlined approach includes a derivation of the extinction theorem (B.0.10) and
additionally gives deeper insight into the non-local character of j(T) (r,ω).
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finally allows to write the transverse electric field according to

E(T)
a (r,ω) = E(T)

ext,a (r,ω)+ iωµ0

ˆ
R3

d3r′ g
(
r− r′,ω

)
j(T)ind,a

(
r′,ω

)
. (B.0.15)

It should be pointed out, that E(T)
ext,a (r,ω) plays the role of a parameter, which can be controlled precisely

in arbitrary fashion, independent of the probe under investigation4. Under this requirement, there is no
need for a specific material model underlying jext (r,ω), and the impact on the externally controlled
current density jext (r,ω) by the induced current density jind (r,ω) is completely prohibited.

4Of course, the same holds true for the externally controlled longitudinal electric field E(L)
ext,a (r,ω), defined by (2.2.5).



Appendix C

Translation invariance and Fourier
transform of Gab (r,r′,ω) and its link to
dyadic Green’s function

In this appendix, first the translation invariance of the electromagnetic kernel Gab (r,r′,ω) with respect
to a simultaneous shift of its spatial arguments by a constant vector is shown. Subsequently, its Fourier
transform G̃ab (k,ω) is calculated (following [24]), which plays a significant role for the representation
and evaluation of the arising lattice sums (see e.g. (3.2.24)). Finally, the relation between the electro-
magnetic kernel and the dyadic Green function associated with the vector wave equation for the electric
field is revealed.

C.1 Translation invariance

To realize, that the electromagnetic kernel

Gab
(
r,r′,ω

)
=

ω2

c2

ˆ
R3

d3x g(r−x,ω)Π
(T)
ab

(
x− r′

)
−Π

(L)
ab

(
r− r′

)
(C.1.1)

is translation invariant with respect to a simultaneous shift of its spatial arguments by a constant vector
a, consider

Gab
(
r+a,r′+a,ω

)
=

ω2

c2

ˆ
R3

d3x g(r+a−x,ω)Π
(T)
ab

(
x− r′−a

)
−Π

(L)
ab

(
r− r′

)
=

ω2

c2

ˆ
R3

d3y g(r−y,ω)Π
(T)
ab

(
y− r′

)
−Π

(L)
ab

(
r− r′

)
= Gab

(
r,r′,ω

)
, (C.1.2)
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so that one readily concludes
Gab
(
r,r′,ω

)
= Gab

(
r− r′,ω

)
. (C.1.3)

C.2 Fourier transform

Utilizing the Fourier integral representation of the longitudinal and transverse projection operators in
real space (compare with appendix A.2)

Π
(A)
ab (r) =

1

(2π)3

ˆ
R3

d3k eik·r
Π̃

(A)
ab (k) ; A ∈ {L,T} , (C.2.1)

where

Π̃
(L)
ab (k) =

kakb

|k|2
(C.2.2)

Π̃
(T)
ab (k) = δab −

kakb

|k|2
(C.2.3)

denote their corresponding Fourier transforms, the electromagnetic kernel Gab (r− r′,ω) given by (C.1.1)
can be written as

Gab
(
r− r′,ω

)
=

ω2

c2

ˆ
R3

d3x g(r−x,ω)Π
(T)
ab

(
x− r′

)
−Π

(L)
ab

(
r− r′

)
=

1

(2π)3

ˆ
R3

d3k eik·(r−r′)
[

ω2

c2

ˆ
R3

d3x g(r−x,ω)e−ik·(r−x)
Π̃

(T)
ab (k)− Π̃

(L)
ab (k)

]
.

(C.2.4)

Obviously, the integral with respect to the spatial coordinates in (C.2.4) represents the Fourier transform
of the Helmholtz propagator

g
(
r− r′,ω

)
=

1
4π

ei ω

c |r−r′|

|r− r′|
, (C.2.5)

that is evaluated to ˆ
R3

d3x g(r−x,ω)e−ik·(r−x) =
1

|k|2 − ω2

c2

. (C.2.6)

Finally, insertion of (C.2.6) into (C.2.4) leads to

Gab
(
r− r′,ω

)
=

1

(2π)3

ˆ
R3

d3k eik·(r−r′)

[
ω2

c2
1

|k|2 − ω2

c2

Π̃
(T)
ab (k)− Π̃

(L)
ab (k)

]

=
1

(2π)3

ˆ
R3

d3k eik·(r−r′)G̃ab (k,ω) , (C.2.7)
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where in the second line the Fourier transformed electromagnetic kernel

G̃ab (k,ω) =
ω2

c2
1

|k|2 − ω2

c2

Π̃
(T)
ab (k)− Π̃

(L)
ab (k) (C.2.8)

=
ω2

c2 δab − kakb

|k|2 − ω2

c2

(C.2.9)

has been identified.

C.3 Relation between electromagnetic kernel and dyadic Green’s func-
tion

The vector wave equation for the electric field, which can easily be deduced from microscopic Maxwell
equations (2.1.12) and (2.1.13), reads

∇r ×∇r ×E(r,ω)− ω2

c2 E(r,ω) = iωµ0j(r,ω) . (C.3.1)

Its associated dyadic Green function

G
(
r,r′,ω

)
=

(
I+

c2

ω2 ∇r∇
T
r

)
g
(
r− r′,ω

)
, (C.3.2)

that obeys to the outgoing radiation condition then satisfies1

∇r ×∇r ×G
(
r,r′,ω

)
− ω2

c2 G
(
r,r′,ω

)
= δ

(
r− r′

)
I, (C.3.3)

where g(r− r′,ω) represents the scalar Helmholtz propagator given by (C.2.5). Inserting the Fourier
integral representation of the Helmholtz propagator

g
(
r− r′,ω

)
=

1

(2π)3

ˆ
R3

d3k eik·(r−r′) 1

|k|2 − ω2

c2

(C.3.4)

into (C.3.2), one readily obtains for the cartesian components of the dyadic Green function

Gab
(
r,r′,ω

)
=

c2

ω2
1

(2π)3

ˆ
R3

d3k eik·(r−r′)
ω2

c2 δab − kakb

|k|2 − ω2

c2

=
c2

ω2 Gab
(
r− r′,ω

)
, (C.3.5)

1For a thorough derivation of (C.3.2), see [134].
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where in the second line the Fourier integral representation of the electromagnetic kernel (C.2.7) has
been identified. Evidently, the electromagnetic kernel Gab (r− r′,ω) is equivalent to the dyadic Green
function Gab (r,r′,ω). However, the benefit in employing Gab (r− r′,ω) instead of Gab (r,r′,ω) cer-
tainly rests upon its straightforward decomposition into longitudinal and transverse components, that
allows the identification of radiative and non-radiative contributions of the electromagnetic field at a
glance as well as to carry out further calculations on the basis of the well-know properties of the pro-
jection operators Π

(L)
ab (r− r′) and Π

(T)
ab (r− r′).



Appendix D

Non-standard system of Bloch functions

In this appendix it is shown (see also [23, 24]), that the newly discovered set of non-standard Bloch
functions {w(r;s,k)}s∈CΛ,k∈C

Λ−1
with

w(r;s,k) =
eik·r
√

NP
∑

R′∈Λ

δ
(
r− s−R′) (D.0.1)

constitutes a complete and orthonormal set of eigenfunctions of the translation operator T̂R, whose
action on a function f (r) is defined by T̂R f (r) = f (r+R) with R ∈ Λ. Notice, that NP denotes the
number of Wigner-Seitz cells CΛ, whose periodic arrangement builds up the crystal of probe volume
|ΩP|.

Eigenfunction of T̂R One readily confirms, that w(r;s,k) is an eigenfunction of T̂R. There holds

T̂Rw(r;s,k) = w(r+R;s,k)

=
eik·(r+R)

√
NP

∑
R′∈Λ

δ
(
r+R− s−R′)

= eik·R eik·r
√

NP
∑

R′′∈Λ

δ
(
r− s−R′′)

= eik·Rw(r;s,k) , (D.0.2)

where in the second last line the index transformation R′′ = R′−R has been deployed. Notice, that the
associated eigenvalue eik·R is highly degenerate.
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Completeness relation The completeness relation for the set of functions {w(r;s,k)}s∈CΛ,k∈C
Λ−1

is
shown by calculating

∑
k∈C

Λ−1

ˆ
CΛ

d3s w(r;s,k)w† (r′;s,k
)

=
1

NP
∑

k∈C
Λ−1

eik·(r−r′)
ˆ

CΛ

d3s ∑
R,R′∈Λ

δ (r− s−R)δ
(
r′− s−R′) . (D.0.3)

As every point r,r′ ∈ ΩP can be represented by

r = r0 +R0 (D.0.4)

r′ = r′0 +R′
0, (D.0.5)

with r0,r′0 ∈CΛ and R0,R′
0 ∈ ΛP, (D.0.3) can be evaluated further to

∑
k∈C

Λ−1

ˆ
CΛ

d3s w(r;s,k)w† (r′;s,k
)

=
1

NP
∑

k∈C
Λ−1

eik·(r0+R0−r′0−R′
0)
ˆ

CΛ

d3s ∑
R,R′∈Λ

δRR0δR′R′
0
δ (r0 − s)δ

(
r′0 − s

)
=

1
NP

∑
k∈C

Λ−1

eik·(r0+R0−r′0−R′
0)δ
(
r0 − r′0

)
=

1
NP

∑
k∈C

Λ−1

eik·(R0−R′
0)δ
(
r0 − r′0

)
=

|CΛ|
(2π)3

ˆ
C

Λ−1

d3k eik·(R0−R′
0)δ
(
r0 − r′0

)
, (D.0.6)

where in the last line the limit NP → ∞ was carried out, so that the sum over wave vectors k ∈CΛ−1 may
be replaced by an integral according to

∑
k∈C

Λ−1

−→ |ΩP|
(2π)3

ˆ
C

Λ−1

d3k . (D.0.7)

Identifying |CΛ−1 |= (2π)3

|CΛ| as the volume of the first Brillouin zone and deploying the identity1

1
|CΛ−1 |

ˆ
C

Λ−1

d3k eik·R = δR0 (D.0.8)

1An overview on identities commonly used in solid state and crystal physics is e.g. given in [136].
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to (D.0.6), the completeness relation for {w(r;s,k)}s∈CΛ,k∈C
Λ−1

is readily proved

∑
k∈C

Λ−1

ˆ
CΛ

d3s w(r;s,k)w† (r′;s,k
)
= δR0R′

0
δ
(
r0 − r′0

)
= δ

(
r− r′

)
. (D.0.9)

Orthonormality relation The orthonormality relation for the set of functions {w(r;s,k)}s∈CΛ,k∈C
Λ−1

is shown by calculating the integral

ˆ
ΩP

d3r w† (r;s,k)w
(
r;s′,k′)

=
1

NP
∑

R,R′∈Λ

ˆ
ΩP

d3r e−i(k−k′)·r
δ (r− s−R)δ

(
r− s′−R′)

=
1

NP
∑

R∈ΛP

∑
R′∈Λ

e−i(k−k′)·(s+R)
δ
(
s+R− s′−R′)

=e−i(k−k′)·s
δ
(
s− s′

) 1
NP

∑
R∈ΛP

e−i(k−k′)·R. (D.0.10)

Applying now the identity
1

NP
∑

R∈ΛP

e−ik·R = ∑
G∈Λ−1

δk+G,0, (D.0.11)

the orthonormality relation is readily proved

ˆ
ΩP

d3r w† (r;s,k)w
(
r;s′,k′)= e−i(k−k′)·s

δ
(
s− s′

)
∑

G∈Λ−1

δkk′δG0

= δ
(
s− s′

)
δkk′ . (D.0.12)





Appendix E

Auxiliary calculations

Due to their extent, various auxiliary calculations are presented in this appendix, as they would disturb
the line of thought in the main text1.

E.1 Matrix elements of [G ◦χ]ab in the basis {w(r;s,k)}s∈CΛ,k∈C
Λ−1

According to equation (3.2.15), the matrix elements of the kernel [G ◦χ]ab represented in the basis
{w(r;s,k)}s∈CΛ,k∈C

Λ−1
, with

w(r;s,k) =
eik·r
√

NP
∑

R′∈Λ

δ
(
r− s−R′) , (E.1.1)

are defined by

⟨s,k |[G ◦χ]ab|s
′,k′⟩ ≡

ˆ
ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k) [G ◦χ]ab

(
r,r′,ω

)
w
(
r′;s′,k′) , (E.1.2)

where (see (3.1.10))

[G ◦χ]ab

(
r,r′,ω

)
=

3

∑
c=1

ˆ
R3

d3r′′ Gac
(
r− r′′,ω

)
χcb
(
r′′,r′,ω

)
(E.1.3)

holds. Deploying the model for the dielectric susceptibility kernel (3.1.6) in (E.1.3), [G ◦χ]ab (r,r′,ω)

is readily evaluated to

[G ◦χ]ab

(
r,r′,ω

)
=

1
ε0

3

∑
c=1

∑
R∈ΛP

M

∑
j, j′=1

Gac

(
r−R−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
δ

(
r′−R−η

( j′)
)
.

(E.1.4)

1Essentially, the calculations follow [23, 24].
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Initially, there follows by inserting (E.1.1) into (E.1.2)

⟨s,k |[G ◦χ]ab|s
′,k′⟩

=
1

NP

ˆ
ΩP

d3r ∑
R∈Λ

e−ik·r
δ (r− s−R)

ˆ
R3

d3r′ ∑
R′∈Λ

eik′·r′
δ
(
r′− s′−R′) [G ◦χ]ab

(
r,r′,ω

)
=

1
NP

∑
R′∈Λ

eik′·(s′+R′)

ˆ
ΩP

d3r ∑
R∈Λ

e−ik·r
δ (r− s−R) [G ◦χ]ab

(
r,s′+R′,ω

)
=

1
NP

∑
R∈ΛP

∑
R′∈Λ

e−ik·(s+R) [G ◦χ]ab

(
s+R,s′+R′,ω

)
eik′·(s′+R′), (E.1.5)

so that subsequent insertion of (E.1.4) leads to

⟨s,k |[G ◦χ]ab|s
′,k′⟩

=
1
ε0

1
NP

3

∑
c=1

M

∑
j, j′=1

∑
R,R′′∈ΛP

∑
R′∈Λ

· e−ik·(s+R)Gac

(
s+R−R′′−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
δ

(
s′+R′−R′′−η

( j′)
)

eik′·(s′+R′)

=
1
ε0

1
NP

3

∑
c=1

M

∑
j, j′=1

∑
R,R′∈ΛP

· e−ik·(s+R)Gac

(
s+R−R′−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
eik′·(s′+R′)

δ

(
s′−η

( j′)
)
, (E.1.6)

where in the last line
δ

(
s′+R′−R′′−η

( j′)
)
= δR′R′′δ

(
s′−η

( j′)
)

(E.1.7)

has been used. Assuming from now on the crystal to be infinitely extended, i.e. ΛP = Λ, an index
transformation R′′ = R′−R can be applied to (E.1.6), so that finally2

⟨s,k |[G ◦χ]ab|s
′,k′⟩

=
e−ik·s

ε0

1
NP

3

∑
c=1

M

∑
j, j′=1

∑
R,R′∈Λ

e−i(k−k′)·RGac

(
s−R′−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
eik′·(s′+R′)

δ

(
s′−η

( j′)
)

=
e−ik·s

ε0

(2π)3

|CΛ|
1

NP

3

∑
c=1

M

∑
j, j′=1

∑
R′∈Λ

·Gac

(
s−R′−η

( j),ω
)

αcb

(
η
( j),η( j′),ω

)
eik′·(s′+R′)

δ

(
s′−η

( j′)
)

δ
(
k−k′) (E.1.8)

emerges, where at the last equality sign the well-known identity (see e.g. [136])

∑
R∈Λ

e−ik·R =
(2π)3

|CΛ| ∑
G∈Λ−1

δ (G+k) (E.1.9)

2Notice, that after the index transformation the new summation index has been renamed according to R′′ → R′ to keep the
notation short.
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in conjunction with
δ
(
G+k−k′)= δG0δ

(
k−k′) (E.1.10)

has been utilized.

E.2 Derivation of equation (3.2.27) and reasoning for a definition by
cases of [ζΛ (s,k,ω)]ab

According to (3.2.19), the expansion coefficients ea (s,k,ω) with s ∈CΛ are determined by

ea (s,k,ω) = eext,a (s,k,ω)+
1
ε0

3

∑
b,c=1

M

∑
j, j′=1

[
ζΛ

(
s−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω) , (E.2.1)

where use has been made of the lattice sum’s definition (see (3.2.21) for s ̸= 0)

[ζΛ (s,k,ω)]ab = ∑
R∈Λ

e−ik·(s+R)Gab (s+R,ω) . (E.2.2)

The determination of ea (s,k,ω) requires the knowledge of e( j′)
c (k,ω) for j′ ∈ {1,2, . . . ,M}, which can

in principle be achieved by taking the limit s → η( j′′) successively in (E.2.1) for any j′′ ∈ {1,2, . . . ,M}.
Nonetheless, attention has to be paid in this limiting process because of a singularity which is hold
by the lattice sum ζΛ

(
s−η( j),k,ω

)
defined by (E.2.2). It originates from the lattice sum’s R = 0

contribution if s → η( j′′) = η( j). Therefore, omitting this singular contribution occurring at R = 0 in
the limit s → η( j′′) if j′′ = j, (E.2.1) initially assumes the guise3

e
( j′′)
a (k,ω) =e

( j′′)
ext,a (k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j, j′=1

lim
s→η( j′′)

[
ζΛ

(
s−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω)

− 1
ε0

3

∑
b,c=1

M

∑
j′=1

lim
s→η( j′′)

Gab

(
s−η

( j′′),ω
)

α
( j′′, j′)
bc (k,ω)e

( j′)
c (k,ω) . (E.2.3)

3Physically speaking, omitting this singular contribution is equivalent to the statement that a point dipole does not interact
with the field that is produced by itself.
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Decomposing now the sum with respect to j into two contributions according to j = j′′ and j ̸= j′′,
there directly follows

e
( j′′)
a (k,ω) =e

( j′′)
ext,a (k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j′=1

∑
j ̸= j′′

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω)

+
1
ε0

3

∑
b,c=1

M

∑
j′=1

lim
|s|→0

([ζΛ (s,k,ω)]ab −Gab (s,ω))α
( j′′, j′)
bc (k,ω)e

( j′)
c (k,ω)

=e
( j′′)
ext,a (k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j′=1

∑
j ̸= j′′

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω)

+
1
ε0

3

∑
b,c=1

M

∑
j′=1

[
ζ
(0)
Λ

(k,ω)
]

ab
α
( j′′, j′)
bc (k,ω)e

( j′)
c (k,ω) , (E.2.4)

where in the last line the non-singular lattice sum ζ
(0)
Λ

(k,ω) (compare with (3.2.26)) has been defined
by [

ζ
(0)
Λ

(k,ω)
]

ab
= lim

|s|→0
([ζΛ (s,k,ω)]ab −Gab (s,ω))

= ∑
R∈Λ\{0}

e−ik·RGab (R,ω)

≡ [ζΛ (0,k,ω)]ab . (E.2.5)

Combining (E.2.2) and (E.2.5) results in the by cases defined lattice sum (3.2.21), so that equation
(E.2.4) determining the expansion coefficients at the atomic positions assumes the guise

e
( j′′)
a (k,ω) = e

( j′′)
ext,a (k,ω)+

1
ε0

3

∑
b,c=1

M

∑
j, j′=1

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)e

( j′)
c (k,ω) , (E.2.6)

which is in accordance with (3.2.27).

E.3 Derivation of equation (3.2.32)

Under the assumption of an infinitely extended crystal (compare with (3.2.17)), the expansion of the
local electric field (3.2.10) with respect to the system of functions {w(r;s,k)}s∈CΛ,k∈C

Λ−1
formally reads

Ea (r,ω) =
|ΩP|
(2π)3

ˆ
C

Λ−1

d3k
ˆ

CΛ

d3s w(r;s,k)ea (s,k,ω) , (E.3.1)

where w(r;s,k) has already been defined in (3.2.9) according to

w(r;s,k) =
eik·r
√

NP
∑

R′∈Λ

δ
(
r− s−R′) . (E.3.2)
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The expansion coefficients ea (s,k,ω) are readily obtained by inserting (3.2.31) into (3.2.19), so that

ea (s,k,ω) =eext,a (s,k,ω)+
1
ε0

3

∑
b,c,d=1

M

∑
j, j′, j′′=1

·
[
ζΛ

(
s−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)

[
(δ −Γ(k,ω))−1

]( j′ j′′)

cd
e
( j′′)
ext,d (k,ω) . (E.3.3)

Expanding the external field in analogy to Ea (r,ω) according to

Eext,a (r,ω) =
|ΩP|
(2π)3

ˆ
C

Λ−1

d3k
ˆ

CΛ

d3s w(r;s,k)eext,a (s,k,ω) , (E.3.4)

Ea (r,ω) finally assumes the guise

Ea (r,ω)

=Eext,a (r,ω)+
1
ε0

|ΩP|
(2π)3

3

∑
b,c,d=1

M

∑
j, j′, j′′=1

·
ˆ

C
Λ−1

d3k
ˆ

CΛ

d3s w(r;s,k)
[
ζΛ

(
s−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)

[
(δ −Γ(k,ω))−1

]( j′ j′′)

cd
e
( j′′)
ext,d (k,ω)

=Eext,a (r,ω)+
1
ε0

1

(2π)3
|ΩP|√

NP

3

∑
b,c,d=1

M

∑
j, j′, j′′=1

·
ˆ

C
Λ−1

d3k eik·r
[
ζΛ

(
r−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω)

[
(δ −Γ(k,ω))−1

]( j′ j′′)

cd
e
( j′′)
ext,d (k,ω) , (E.3.5)

where in the last line the integral with respect to s has been carried out by taking account of the lattice
periodicity of the lattice sum ζΛ

(
r−η( j),k,ω

)
.

E.4 Relation between the expansion coefficients Ẽ(ext)
qω,a and eext,a (s,k,ω)

Expanding the externally applied electric field Eext,a (r,ω) on the one hand with respect to plane waves
and on the other hand in terms of {w(r;s,k)}s∈CΛ,k∈C

Λ−1
, a relation is established between the corre-

sponding expansion coefficients Ẽ(ext)
qω,a and eext,a (s,k,ω), respectively. There holds

Eext,a (r,ω) = ∑
q

Ẽ(ext)
qω,aeiq·r (E.4.1)

!
= ∑

k∈C
Λ−1

ˆ
CΛ

d3s w(r;s,k)eext,a (s,k,ω) , (E.4.2)
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where up to this point no restrictions have been imposed on q. According to (3.2.12), one obtains for
the expansion coefficient eext,a (s,k,ω)

eext,a (s,k,ω) =

ˆ
ΩP

d3r w† (r;s,k)Eext,a (r,ω)

=
1√
NP

∑
R′∈ΛP

e−ik·(s+R′)Eext,a
(
s+R′,ω

)
=

e−ik·s
√

NP
∑
q

Ẽ(ext)
qω,aeiq·s

∑
R′∈ΛP

e−i(k−q)·R′

=
e−ik·s
√

NP

(2π)3

|CΛ| ∑
q

Ẽ(ext)
qω,aeiq·s

∑
G∈Λ−1

δ (k−q+G) , (E.4.3)

where in the last line the crystal was assumed to be infinitely extended (i.e. ΛP = Λ), so that the well-
known identity (see e.g. [136])

∑
R∈Λ

e−ik·R =
(2π)3

|CΛ| ∑
G∈Λ−1

δ (k+G) (E.4.4)

can be applied. It should be emphasized, that the assumption ΛP = Λ is in total accordance with the
considerations given in section 3.2. Restricting now q to the first Brillouin zone, i.e. q ∈ CΛ−1 , the
rather complicated relation (E.4.3) between eext,a (s,k,ω) and Ẽ(ext)

qω,a simplifies, as only the G = 0 term
contributes to the sum over reciprocal lattice vectors, so that finally

eext,a (s,k,ω) =
e−ik·s
√

NP

(2π)3

|CΛ| ∑
q∈C

Λ−1

Ẽ(ext)
qω,aeiq·s

δ (k−q) . (E.4.5)

E.5 Calculation of macroscopic polarization

The low-pass filtered Fourier amplitude P̃a (q,ω) associated with the microscopic polarization Pa (r,ω)

given by (3.1.5) according to

Pa (r,ω) = ε0

3

∑
b=1

ˆ
R3

d3r′ χab
(
r,r′,ω

)
Eb
(
r′,ω

)
, (E.5.1)

where

χab
(
r,r′,ω

)
=

1
ε0

∑
R∈Λ

M

∑
j, j′=1

αab

(
η
( j),η( j′),ω

)
δ

(
r−R−η

( j)
)

δ

(
r′−R−η

( j′)
)

(E.5.2)
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denotes the dielectric susceptibility kernel (see (3.1.6)) for an infinitely extended crystal (i.e. ΛP = Λ),
is defined by (see (4.1.10))

P̃a (q,ω) =

ˆ
R3

d3r e−iq·rPa (r,ω) with q ∈CΛ−1 . (E.5.3)

Initially there follows by inserting (E.5.1) and (E.5.2) into (E.5.3)

P̃a (q,ω) =
3

∑
b=1

M

∑
j, j′=1

∑
R∈Λ

e−iq·(R+η( j))αab

(
η
( j),η( j′),ω

)
Eb

(
R+η

( j′),ω
)
. (E.5.4)

As the local electric field can be represented according to (3.2.39) by

Ea (r,ω) = Ẽ(ext)
qω,aeiq·r +

1
|CΛ|

3

∑
b,d=1

∑
G∈Λ−1

ei(q+G)·rG̃ab (q+G,ω) K̃bd (G,q,ω) Ẽ(ext)
qω,d (E.5.5)

one obtains

P̃a (q,ω)

=
3

∑
b,d=1

M

∑
j, j′=1

∑
R∈Λ

αab

(
η
( j),η( j′),ω

)(
e−i(q−q′)·Re−iq·η( j)

eiq′·η( j′)
δbd

+
1

|CΛ|

3

∑
c=1

∑
G∈Λ−1

e−i(q−q′−G)·Re−iq·η( j)
ei(q′+G)·η( j′)

G̃bc
(
q′+G,ω

)
K̃cd
(
G,q′,ω

))
Ẽ(ext)

q′ω,d

=
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
b,d=1

M

∑
j, j′=1

αab

(
η
( j),η( j′),ω

)(
δbde−iq·η( j)

eiq′·η( j′)

+
1

|CΛ|

3

∑
c=1

∑
G∈Λ−1

e−iq·η( j)
ei(q′+G)·η( j′)

G̃bc
(
q′+G,ω

)
K̃cd
(
G,q′,ω

))
Ẽ(ext)

q′ω,d , (E.5.6)

where in the last line the identity

∑
R∈Λ

e−ik·R =
(2π)3

|CΛ| ∑
G∈Λ−1

δ (G+k) (E.5.7)

has been deployed. Additionally, use has been made of the fact that q,q′ ∈CΛ−1 . Now introducing the
abbreviation (see (3.2.20))

α
( j, j′)
bc (k,ω)≡ e−ik·η( j)

αbc

(
η
( j),η( j′),ω

)
eik·η( j′)

(E.5.8)

together with the definition (3.2.38), i.e.

K̃bd (G,q,ω) =
1
ε0

3

∑
c=1

M

∑
j, j′, j′′=1

e−iG·η( j)
α
( j, j′)
bc (q,ω)

[
(δ −Γ(q,ω))−1

]( j′ j′′)

cd
, (E.5.9)
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there follows

P̃a (q,ω)

=
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
b,d=1

M

∑
j, j′=1

α
( j, j′)
ab (q,ω)

(
δbd +

1
ε0

1
|CΛ|

3

∑
c,e=1

M

∑
j′′, j′′′, j′′′′=1

∑
G∈Λ−1

·G̃bc (q+G,ω)eiG·
(

η( j′)−η( j′′)
)
α
( j′′, j′′′)
ce (q,ω)

[
(δ −Γ(q,ω))−1

]( j′′′ j′′′′)

ed

)
Ẽ(ext)

qω,d . (E.5.10)

The subsequent identification of (see (3.2.24) and (3.2.28))

[ζΛ (s,k,ω)]ab =
1

|CΛ| ∑
G∈Λ−1

G̃ab (k+G,ω)eiG·s (E.5.11)

Γ
( j′′, j′)
ac (k,ω) =

1
ε0

3

∑
b=1

M

∑
j=1

[
ζΛ

(
η
( j′′)−η

( j),k,ω
)]

ab
α
( j, j′)
bc (k,ω) (E.5.12)

then yields

P̃a (q,ω)

=
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
b,d=1

M

∑
j, j′=1

α
( j, j′)
ab (q,ω)

(
δbd

+
3

∑
e=1

M

∑
j′′′, j′′′′=1

Γ
( j′, j′′′)
be (q,ω)

[
(δ −Γ(q,ω))−1

]( j′′′ j′′′′)

ed

)
Ẽ(ext)

qω,d

=
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
b,d=1

M

∑
j, j′=1

α
( j, j′)
ab (q,ω)

(
δbd +

M

∑
j′′′′=1

[
Γ(q,ω)◦ (δ −Γ(q,ω))−1

]( j′ j′′′′)

bd

)
Ẽ(ext)

qω,d ,

(E.5.13)

where the symbol ◦ denotes the appropriate (block-) matrix multiplication. Obviously there holds4

Γ(q,ω)◦ (δ −Γ(q,ω))−1 =−((δ −Γ(q,ω))−δ )◦ (δ −Γ(q,ω))−1

= (δ −Γ(q,ω))−1 −δ , (E.5.14)

so that with the help of (4.1.5), i.e.

K̃bd (q,ω) =
1
ε0

3

∑
c=1

M

∑
j, j′, j′′=1

α
( j, j′)
bc (q,ω)

[
(δ −Γ(q,ω))−1

]( j′ j′′)

cd
, (E.5.15)

4δ denotes the (block-) identity matrix.
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the low-pass filtered Fourier amplitude of the microscopic polarization finally emerges

P̃a (q,ω)

=
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
b,d=1

M

∑
j, j′, j′′′′=1

α
( j, j′)
ab (q,ω)

[
(δ −Γ(q,ω))−1

]( j′ j′′′′)

bd
Ẽ(ext)

qω,d

=ε0
(2π)3

|CΛ|
δ
(
q−q′) 3

∑
d=1

K̃ad (q,ω) Ẽ(ext)
qω,d . (E.5.16)

According to (4.1.11), the macroscopic polarization Pa (r,ω) in real space then readily follows

Pa (r,ω) =
1

(2π)3

ˆ
C

Λ−1

d3q eiq·rP̃a (q,ω)

=
ε0

|CΛ|

3

∑
d=1

K̃ad
(
q′,ω

)
Ẽ(ext)

q′ω,deiq′·r. (E.5.17)





Appendix F

The lattice sum [ζΛ (s,k,ω)]ab

Initially, an alternative representation of the lattice sum [ζΛ (s,k,ω)]ab based on its Fourier series ex-
pansion for s ̸= 0 is presented, that proves to be useful for the forthcoming derivations in the remainder
of this work. Concerning the numerical evaluation of [ζΛ (s,k,ω)]ab, a technique in the sense of the
well-known Ewald summation is presented to ensure its fast and precise computation for s ̸= 0 as well
as s = 0. The thus derived expressions for the lattice sum constitute the basis for all calculations regard-
ing the photonic band structure, the local electromagnetic field or the dielectric tensor. The calculations
outlined below have been elaborated previously by Prof. N. Schopohl in [24] and have been published
in the supplementary material to [23].

F.1 Fourier series expansion

If s ̸= 0, the lattice sum

[ζΛ (s,k,ω)]ab = ∑
R∈Λ

e−ik·(s+R)Gab (s+R,ω) (F.1.1)

possesses the periodicity of the lattice Λ, so that for R′ ∈ Λ there holds ζΛ (s+R′,k,ω) = ζΛ (s,k,ω).
Hence, (F.1.1) can be expanded into a Fourier series according to

[ζΛ (s,k,ω)]ab = ∑
G∈Λ−1

[
ζ̃Λ (G,k,ω)

]
ab

eiG·s, (F.1.2)
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where the expansion coefficients
[
ζ̃Λ (G,k,ω)

]
ab

are easily evaluated to

[
ζ̃Λ (G,k,ω)

]
ab
=

1
|CΛ|

ˆ
CΛ

d3s e−iG·s [ζΛ (s,k,ω)]ab

=
1

|CΛ|

ˆ
CΛ

d3s e−iG·s
∑

R∈Λ

e−ik·(s+R)Gab (s+R,ω)

=
1

|CΛ|

ˆ
R3

d3r e−i(k+G)·rGab (r,ω)

=
1

|CΛ|
G̃ab (k+G,ω) . (F.1.3)

In the last line the Fourier transform of the electromagnetic kernel Gab (r,ω) has been identified. By
utilizing (C.2.8) and (C.2.9) respectively, the Fourier series expansion (F.1.2) can be written as

[ζΛ (s,k,ω)]ab =
1

|CΛ| ∑
G∈Λ−1

eiG·s

(
ω2

c2
1

|k+G|2 − ω2

c2

Π̃
(T)
ab (k+G)− Π̃

(L)
ab (k+G)

)
(F.1.4)

=
1

|CΛ| ∑
G∈Λ−1

eiG·s
ω2

c2 δab − (ka +Ga)(kb +Gb)

|k+G|2 − ω2

c2

. (F.1.5)

The representation (F.1.4) of the lattice sum [ζΛ (s,k,ω)]ab turns out to be valuable when decomposing
the local electric field into its longitudinal and transverse components (see (3.2.41) and (3.2.42)), while
(F.1.5) constitutes the starting point for its numerical evaluation in the sense of Ewald’s summation
method [30–33], which is presented in the following.

F.2 “Ewald summation technique” for numerical calculations

The basic idea of the analytical treatment of poorly converging lattice sums like e.g. ζΛ (s,k,ω) given
by (F.1.5) is to transform such sums into other sums that converge rapidly. For illustration, the common
approach is exemplified first (see in particular [62] and references therein) before it is explicitly applied
to ζΛ (s,k,ω).

Assume, that the function f (R) with R ∈ Λ vanishes slowly if |R| → ∞ and that it is possibly infinite
at R = 0. Then, the sum

S = ∑
R∈Λ

f (R)

will converge slowly. To improve convergence, a function F (R) is introduced that vanishes rapidly if
|R| → ∞ and that is finite at R = 0. This allows to rewrite S in the guise

S = ∑
R∈Λ

f (R)F (R)+ ∑
R∈Λ

f (R)(1−F (R)) ,

where the first sum is already fast converging. Now, if f (R)(1−F (R)) is a slowly varying smooth
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function in real space, then its Fourier transform is a rapidly decaying function in reciprocal space, so
that the second slowly convergent sum over real lattice vectors R ∈ Λ can be transformed to a rapidly
converging sum over reciprocal lattice vectors G ∈ Λ−1 by means of Poisson’s summation formula
[137]. In case that f (R) goes to infinity for R = 0, then 1−F (R) has to vanish simultaneously in such
a way, that the smoothness of f (R)(1−F (R)) is ensured.

Notice, that this procedure to represent a poorly convergent lattice sum as a sum of two lattice sums,
where one is rapidly convergent in real and the other in reciprocal space, has been established in solid
state and crystal physics by Ewald [30, 31] by utilization of the Jacobi theta function transformation
formula [60].

F.2.1 Case 1: s ̸= 0

As the starting point for a fast and precise numerical evaluation of [ζΛ (s,k,ω)]ab for s ̸= 0, its repre-
sentation (F.1.5) is consulted, i.e.

[ζΛ (s,k,ω)]ab =
1

|CΛ| ∑
G∈Λ−1

eiG·s
ω2

c2 δab − (ka +Ga)(kb +Gb)

|k+G|2 − ω2

c2

. (F.2.1)

Introducing a splitting parameter1 ξ > 0, the original lattice sum (F.2.1) can be rewritten as

[ζΛ (s,k,ω)]ab =
[
ζ
(G)
Λ

(s,k,ω;ξ )
]

ab
+
[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab
, (F.2.2)

where

[
ζ
(G)
Λ

(s,k,ω;ξ )
]

ab
=

1
|CΛ| ∑

G∈Λ−1

eiG·s
ω2

c2 δab − (ka +Ga)(kb +Gb)

|k+G|2 − ω2

c2

e−ξ 2
(
|k+G|2−ω2

c2

)
(F.2.3)

[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab
=

1
|CΛ| ∑

G∈Λ−1

eiG·s
ω2

c2 δab − (ka +Ga)(kb +Gb)

|k+G|2 − ω2

c2

[
1− e−ξ 2

(
|k+G|2−ω2

c2

)]
(F.2.4)

represent new lattice sums. Obviously, ζ
(G)
Λ

(s,k,ω;ξ ) is a fast converging sum over reciprocal lattice
vectors G ∈ Λ−1, while ζ

(R)
Λ

(s,k,ω;ξ ) is not. Nonetheless, ζ
(R)
Λ

(s,k,ω;ξ ) can be transformed into a
fast converging sum over real lattice vectors R ∈ Λ, so that finally a fast convergence of the originally
slowly converging lattice sum (F.2.1) can be achieved. Deploying the identity

1− e−ξ 2
(
|k+G|2−ω2

c2

)
=

ˆ
∞

0
dτ

d
dτ

exp
[
−e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
= ξ

2
(
|k+G|2 − ω2

c2

)ˆ
∞

0
dτ exp

[
−τ − e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
(F.2.5)

1A good but certainly not optimal choice of ξ that anyhow ensures a fast convergence of the appearing lattice sums prooves
to be ξ = 1

2 aΛ.
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to (F.2.4), there directly follows[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab

=ξ
2 e−ik·s

|CΛ|

ˆ
∞

0
dτ e−τ

∑
G∈Λ−1

ei(k+G)·s
[

ω2

c2 δab − (ka +Ga)(kb +Gb)

]
exp
[
−e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
=ξ

2 e−ik·s

|CΛ|

ˆ
∞

0
dτ e−τ

[
ω2

c2 δab +
∂ 2

∂ sa∂ sb

]
∑

G∈Λ−1

ei(k+G)·s exp
[
−e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
≡ξ

2 e−ik·s

|CΛ|

ˆ
∞

0
dτ e−τ

[
ω2

c2 δab +
∂ 2

∂ sa∂ sb

]
S(R) (s,k,ω,τ;ξ ) . (F.2.6)

Because

S(R) (s,k,ω,τ;ξ ) = ∑
G∈Λ−1

ei(k+G)·s exp
[
−e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
(F.2.7)

is invariant with respect to any translations by reciprocal lattice vectors G′ ∈ Λ−1, it possesses a Fourier
series representation according to

S(R) (s,k,ω,τ;ξ ) = ∑
R∈Λ

S̃(R) (s,R,ω,τ;ξ )e−ik·R, (F.2.8)

where the expansion coefficients are given by

S̃(R) (s,R,ω,τ;ξ ) =
|CΛ|
(2π)3

ˆ
C

Λ−1

d3k eik·RS(R) (s,k,ω,τ;ξ )

=
|CΛ|
(2π)3

ˆ
C

Λ−1

d3k eik·R
∑

G∈Λ−1

ei(k+G)·s exp
[
−e−τ

ξ
2
(
|k+G|2 − ω2

c2

)]
=

|CΛ|
(2π)3

ˆ
R3

d3q eiq·(s+R) exp
[
−e−τ

ξ
2
(
|q|2 − ω2

c2

)]

=
|CΛ|
(2π)3

(
π

e−τξ 2

) 3
2

exp

[
−
−
(
2e−τξ 2 ω

c

)2
+ |s+R|2

4e−τξ 2

]
. (F.2.9)

Consequently, (F.2.6) emerges as a fast converging sum over real lattice vectors R ∈ Λ according to[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab

=
e−ik·s

8ξ π
3
2

ˆ
∞

0
dτ exp

[
τ

2
+ e−τ

ξ
2 ω2

c2

]
∑

R∈Λ

e−ik·R
[

ω2

c2 δab +
∂ 2

∂ sa∂ sb

]
exp

[
−|s+R|2

4e−τξ 2

]

=
1

4ξ 3π
3
2

ˆ
∞

1
du exp

[
1
u2 ξ

2 ω2

c2

]
· ∑

R∈Λ

e−ik·(s+R)

[(
ξ

2 ω2

c2 − u2

2

)
δab +

u4

4ξ 2 (sa +Ra)(sb +Rb)

]
exp

[
−u2 |s+R|2

4ξ 2

]
, (F.2.10)
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where for obtaining the last line u = e
τ

2 has been substituted. Inserting (F.2.3) and (F.2.10) in (F.2.2)
then finally yields a representation of the lattice sum [ζΛ (s,k,ω)]ab for s ̸= 0, that ensures its fast and
precise numerical computation.

F.2.2 Case 2: s = 0

Taking into account the results from the previous section, an expression that ensures a fast and precise
numerical evaluation of the lattice sum ζ

(0)
Λ

(k,ω)≡ ζΛ (0,k,ω) can be obtained, when its representa-
tion (see (3.2.26))[

ζ
(0)
Λ

(k,ω)
]

ab

= lim
|s|→0

([ζΛ (s,k,ω)]ab −Gab (s,ω))

≡ lim
|s|→0

{[
ζ
(G)
Λ

(s,k,ω;ξ )
]

ab
−G

(G)
ab (s,ω;ξ )

}
+ lim

|s|→0

{[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab
−G

(R)
ab (s,ω;ξ )

}
(F.2.11)

is consulted. Since lim|s|→0

[
ζ
(G,R)
Λ

(s,k,ω;ξ )
]

ab
is already known from the previous section, only

lim|s|→0 G
(G,R)
ab (s,ω;ξ ) has to be analyzed. By utilizing the Fourier integral representation (C.2.7), the

electromagnetic kernel

Gab (s,ω) =
1

(2π)3

ˆ
R3

d3k eik·s
ω2

c2 δab − kakb

|k|2 − ω2

c2

(F.2.12)

has been decomposed in (F.2.11) according to

Gab (s,ω) = G
(G)
ab (s,ω;ξ )+G

(R)
ab (s,ω;ξ ) , (F.2.13)

where the new kernels

G
(G)
ab (s,ω;ξ ) =

1

(2π)3

ˆ
R3

d3k eik·s
ω2

c2 δab − kakb

|k|2 −
(

ω

c + i0+
)2 e−ξ 2

(
|k|2−ω2

c2

)
(F.2.14)

G
(R)
ab (s,ω;ξ ) =

1

(2π)3

ˆ
R3

d3k eik·s
ω2

c2 δab − kakb

|k|2 − ω2

c2

[
1− e−ξ 2

(
|k|2−ω2

c2

)]
(F.2.15)

individually depend on a splitting parameter ξ > 0. It should be pointed out, that for G
(G)
ab (s,ω;ξ )

the pole occurring in the denominator of the integrand has been shifted from the real axis to the upper
complex half plane. This is required to carry out the integral and to ensure causality. In contrast, |k|= ω

c

does not cause trouble for the kernel G
(R)
ab (s,ω;ξ ) in compliance with de l’Hospital’s rule. Because the

integrand of G
(G)
ab (s,ω;ξ ) is for a ̸= b an odd function of ka and kb in the limit |s| → 0, the off-diagonal
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components of G
(G)
ab (s,ω;ξ ) where a ̸= b vanish exactly in this limit, so that

lim
|s|→0

G
(G)
ab (s,ω;ξ ) = δab

1

(2π)3

ˆ
R3

d3k
ω2

c2 − k2
a

|k|2 −
(

ω

c + i0+
)2 e−ξ 2

(
|k|2−ω2

c2

)

= δab
1

(2π)3

ˆ
R3

d3k
ω2

c2 − 1
3 |k|

2

|k|2 −
(

ω

c + i0+
)2 e−ξ 2

(
|k|2−ω2

c2

)

=−1
3

δab
1

(2π)3

ˆ
R3

d3k

e−ξ 2
(
|k|2−ω2

c2

)
−2

ω2

c2
e−ξ 2

(
|k|2−ω2

c2

)
|k|2 −

(
ω

c + i0+
)2

 , (F.2.16)

where in the second line use has been made of the fact, that each component k2
a with a ∈ {1,2,3}

contributes equally to the integral because of symmetry. The first term in (F.2.16) is a Gaussian integral
and readily evaluated to ˆ

R3
d3k e−ξ 2

(
|k|2−ω2

c2

)
=

π
3
2

ξ 3 eξ 2 ω2

c2 . (F.2.17)

For the evaluation of the second integral, see the supplementary material to [23]. It reads

ˆ
R3

d3k
e−ξ 2

(
|k|2−ω2

c2

)
|k|2 −

(
ω

c + i0+
)2 =

2π
3
2

ξ
eξ 2 ω2

c2 −2π
2 ω

c
erfi
(

ω

c
ξ

)
+2iπ2 ω

c
, (F.2.18)

where erfi(z) = erf(iz)
i denotes the imaginary error function. With (F.2.17) and (F.2.18) one obtains for

(F.2.16)

lim
|s|→0

G
(G)
ab (s,ω;ξ ) = δab

[
1

6π
3
2 ξ 3

eξ 2 ω2

c2

(
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c2 ξ
2 − 1

4

)
− 1

6π

ω3

c3 erfi
(

ω

c
ξ

)
+

i
6π

ω3

c3

]
, (F.2.19)

so that the combination of (F.2.3) and (F.2.19) results in

lim
|s|→0

{[
ζ
(G)
Λ

(s,k,ω;ξ )
]

ab
−G

(G)
ab (s,ω;ξ )

}
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G∈Λ−1
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|k+G|2 − ω2
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(
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c2
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1
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3
2 ξ 3

eξ 2 ω2
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(
ω2

c2 ξ
2 − 1

4

)
− 1

6π

ω3

c3 erfi
(

ω

c
ξ

)
+

i
6π

ω3

c3

]
. (F.2.20)
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Deploying the identity (F.2.5) to G
(R)
ab (s,ω;ξ ), which is given by (F.2.15), directly yields

lim
|s|→0

G
(R)
ab (s,ω;ξ )

= lim
|s|→0

ξ 2

(2π)3

ˆ
R3

d3k eik·s
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)ˆ
∞
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c2

)]
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ˆ
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ω2

c2 δab +
∂ 2

∂ sa∂ sb

)ˆ
R3

d3k eik·s exp
[
−e−τ

ξ
2
(
|k|2 − ω2

c2

)]
= lim

|s|→0

1

8ξ π
3
2

ˆ
∞

0
dτ exp

[
τ

2
+ e−τ

ξ
2 ω2

c2

](
ω2

c2 δab +
∂ 2

∂ sa∂ sb

)
exp

[
− |s|2

4e−τξ 2

]

=
1

8ξ 3π
3
2

ˆ
∞

0
dτ exp

[
τ

2
+ e−τ

ξ
2 ω2

c2

](
ξ

2 ω2

c2 − 1
2e−τ

)
δab

=
1

4ξ 3π
3
2

ˆ
∞

1
du exp

[
1
u2 ξ

2 ω2

c2

](
ξ

2 ω2

c2 − u2

2

)
δab, (F.2.21)

where for obtaining the last line u = e
τ

2 has been substituted. Combining the results (F.2.10) and
(F.2.21), one confirms that G

(R)
ab (s,ω;ξ ) exactly cancels the R = 0 contribution of

[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab
in the limit |s| → 0 with the outcome, that

lim
|s|→0

{[
ζ
(R)
Λ

(s,k,ω;ξ )
]

ab
−G

(R)
ab (s,ω;ξ )

}
=

1

4ξ 3π
3
2

ˆ
∞

1
du exp

[
1
u2 ξ

2 ω2

c2

]
∑

R∈Λ\{0}
e−ik·R

[(
ξ

2 ω2

c2 − u2

2

)
δab +

u4

4ξ 2 RaRb

]
exp

[
−u2 |R|2

4ξ 2

]
.

(F.2.22)

Inserting (F.2.20) and (F.2.22) in (F.2.11) finally yields a representation of the lattice sum ζ
(0)
Λ

(k,ω)≡
ζΛ (0,k,ω), that ensures its fast and precise numerical computation. Note, that

ℑ

{[
ζ
(0)
Λ

(k,ω)
]

ab

}
= ℑ

{
lim
|s|→0

{[
ζ
(G)
Λ

(s,k,ω;ξ )
]

ab
−G

(G)
ab (s,ω;ξ )

}}
=− 1

6π

ω3

c3 δab. (F.2.23)





Appendix G

Lorentz factor Lab

Initially, the trace identity satisfied by the Lorentz factor tensor L is proven for all (monatomic) Bravais
lattices. Based on this, L is explicitly calculated for a simple cubic lattice by means of a potential-
theoretical approach, originally given by Prof. N. Schopohl [24]. An alternative evaluation of the
associated lattice sums relying on the third Jacobi theta function can be found in [39].

G.1 Proof of trace identity

With regard to (4.4.4), the cartesian components of the Lorentz factor tensor are defined by

Lab = |CΛ| lim
ω→0

lim
|k|→0

([
ζ
(0)
Λ

(k,ω)
]

ab
− 1

|CΛ|
G̃ab (k,ω)

)
, (G.1.1)

where
[
ζ
(0)
Λ

(k,ω)
]

ab
is given by (3.2.21) according to

[
ζ
(0)
Λ

(k,ω)
]

ab
= ∑

R∈Λ\{0}
e−ik·RGab (R,ω) , (G.1.2)

while the Fourier transform of the electromagnetic kernel G̃ab (k,ω) will be represented by its Fourier
integral representation

G̃ab (k,ω) =

ˆ
R3

d3r e−ik·rGab (r,ω) . (G.1.3)

Recall, that the electromagnetic kernel (see (2.2.15)) reads in real space

Gab
(
r− r′,ω

)
=

ω2

c2

ˆ
R3

d3x g(r−x,ω)Π
(T)
ab

(
x− r′

)
−Π

(L)
ab

(
r− r′

)
. (G.1.4)
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Inserting (G.1.2) - (G.1.4) into (G.1.1) immediately leads to

Lab =−|CΛ| ∑
R∈Λ\{0}

Π
(L)
ab (R)+

ˆ
R3

d3r Π
(L)
ab (r)

= lim
|s|→0

∂ 2

∂ sa∂ sb

(
|CΛ| ∑

R∈Λ\{0}

1
4π

1
|s−R| −

ˆ
R3

d3r
1

4π

1
|s− r|

)
. (G.1.5)

The second line in (G.1.5) applies, since the longitudinal projection operator appearing in the first term
within the first line only contributes with its usual non-singular dipole contribution lim|s|→0

∂ 2

∂ sa∂ sb

1
4π

1
|s−R|

because of R ∈ Λ\{0} (compare with (A.2.13)), while the second term in the first line has been recast
by identifying (A.2.1) with (A.2.12). In a final step, summing up the diagonal contributions of L given
by (G.1.5) and deploying the well-known delta function identity

−∇
2
r

1
4π

1
|r− r′|

= δ
(
r− r′

)
, (G.1.6)

one readily proves the trace identity
Tr [L ] = 1, (G.1.7)

which is satisfied by the Lorentz factor tensor.

G.2 Calculation of Lab for a simple cubic lattice

The initial point for the calculation of the Lorentz factors Lab in terms of a potential-theoretical ap-
proach is established by equation (G.1.5), which can be rewritten by means of the function

φ (s) = |CΛ| ∑
R∈Λ\{0}

1
4π

1
|s−R| −

ˆ
R3

d3r
1

4π

1
|s− r|

=

ˆ
R3

d3r
1

4π

1
|s− r|

(
|CΛ| ∑

R∈Λ\{0}
δ (r−R)−1

)
(G.2.1)

according to

Lab = lim
|s|→0

∂ 2

∂ sa∂ sb
φ (s) . (G.2.2)

As can be easily verified, φ (s) constitutes a particular solution of the Poisson equation

−∇
2
s φ (s) = |CΛ| ∑

R∈Λ\{0}
δ (s−R)−1. (G.2.3)
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Instead of finding the solution to (G.2.3) in a single step, one is also allowed to solve the two equations

−∇
2
s φ

(1) (s) = |CΛ| ∑
R∈Λ\{0}

δ (s−R) (G.2.4)

−∇
2
s φ

(2) (s) =−1 (G.2.5)

and to construct afterwards the solution φ (s) of (G.2.3) by superimposing φ (1) (s) and φ (2) (s) according
to

φ (s) = φ
(1) (s)+φ

(2) (s) , (G.2.6)

which is ensured due to the linearity of the Poisson equation. To determine the Lorentz factors (G.2.2)
for a simple cubic lattice, equations (G.2.4) and (G.2.5) have to be discussed in consideration of the
requirements imposed by the symmetry of a simple cubic lattice. First of all, φ (1) (s) and φ (2) (s) have
to be symmetric under the discrete symmetry operation

φ
(1,2) (s)≡ φ

(1,2) (s1,s2,s3)
!
= φ

(1,2) (±s1,±s2,±s3) , (G.2.7)

that directly implies

lim
|s|→0

∂ 2

∂ sa∂ sb
φ
(1,2) (s) = 0 if a ̸= b (G.2.8)

as well as

lim
|s|→0

∂ 2

∂ s2
1

φ
(1,2) (s) = lim

|s|→0

∂ 2

∂ s2
2

φ
(1,2) (s) = lim

|s|→0

∂ 2

∂ s2
3

φ
(1,2) (s) . (G.2.9)

Taking into account, that in the calculation of the Lorentz factors (G.2.2) |s| → 0 and that in the Poisson
equation determining φ (1) (s) the Wigner-Seitz cell R = 0 is excluded, (G.2.4) reduces to the Laplace
equation

−∇
2
s φ

(1) (s) = 0. (G.2.10)

Deploying (G.2.9) to (G.2.10) one readily infers

lim
|s|→0

∂ 2

∂ s2
a

φ
(1) (s) = 0 for a ∈ {1,2,3} , (G.2.11)

with the result that

lim
|s|→0

∂ 2

∂ sa∂ sb
φ
(1) (s) = 0 ∀a,b ∈ {1,2,3} . (G.2.12)

A particular solution to the Poisson equation (G.2.5) determining φ (2) (s), that is in total agreement with
the conditions (G.2.8) and (G.2.9) set by the symmetry of a simple cubic lattice reads (with φ0 = const)

φ
(2) (s) =

|s|2

6
+φ0, (G.2.13)
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so that

lim
|s|→0

∂ 2

∂ sa∂ sb
φ
(2) (s) =

1
3

δab ∀a,b ∈ {1,2,3} . (G.2.14)

is readily inferred. Combining the results (G.2.12) and (G.2.14), the Lorentz factors (G.2.2) for a simple
cubic lattice are deduced to

Lab =
1
3

δab. (G.2.15)

As a corollary one obtains

lim
ω→0

lim
|k|→0

G̃ab (k,ω) =−1
3

δab. (G.2.16)



Appendix H

Survey on the optical properties of
crystals comprised by ε (T) (q,ω)

In this appendix, several representations of the transverse dielectric tensor ε(T) (q,ω) are deduced from
the dielectric tensor εΛ (q,ω) for distinct “experimental” configurations, where the focus is on the
optical properties of crystalline materials like the index of refraction, optical activity as well as spatial
dispersion induced birefringence. Finally, these representations form the basis, on which these effects
are discussed in section 4.4.3.

H.1 Representation of ε(T) (ω) with respect to the dielectric principal
axes

The general expression determining ε(T) (q,ω) for arbitrary q reads (see (4.2.20) and (4.2.8))

ε
(T) (q,ω) = ε

(T,T) (q,ω)− ε
(T,L) (q,ω)◦

[
1

ε(L,L) (q,ω)

]
◦ ε

(L,T) (q,ω) , (H.1.1)

where

ε
(A,B)
ab (q,ω) =

3

∑
c,d=1

Π̃
(A)
ac (q) [εΛ (q,ω)]cd Π̃

(B)
db (q) with A,B ∈ {L,T} . (H.1.2)

Assuming that spatial dispersion is negligible, i.e. q= 0, there directly follows from (H.1.1) by utilizing
the abbreviations ε(T) (0,ω)≡ ε(T) (ω) and ε(A,B) (0,ω)≡ ε(A,B) (ω) with A,B ∈ {L,T}

ε
(T) (ω) = ε

(T,T) (ω)− ε
(T,L) (ω)◦

[
1

ε(L,L) (ω)

]
◦ ε

(L,T) (ω) . (H.1.3)
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The transverse dielectric tensor ε(T) (ω) is thus completely determined by the ε(A,B) (ω), which are
calculated on the basis of (H.1.2) by taking the limit

ε
(A,B)
ab (ω)≡ ε

(A,B)
ab (0,ω) = lim

|q|→0

3

∑
c,d=1

Π̃
(A)
ac (q) [εΛ (ω)]cd Π̃

(B)
db (q) , (H.1.4)

where εΛ (ω)≡ εΛ (0,ω) constitutes the dielectric tensor (4.1.17) for q = 0. To perform the projection
process in (H.1.4), the wave vector q is aligned along one of the dielectric principal axes, say a(i) with
i ∈ {1,2,3}, that is associated with the symmetric1 dielectric tensor εΛ (ω). Here, the principal axis
vector a(i) is not affected by spatial dispersion (i.e. a(i) is independent of q) and additionally represents
a (normalized) eigenvector of εΛ (ω) to the real eigenvalue εi (ω), so that

εΛ (ω) ·a(i) = εi (ω)a(i) (H.1.5)

with
∣∣a(i)∣∣= 1 and εi (ω) ∈ R holds. Additionally,

{
a( j)
}

j∈{1,2,3} establishes a complete and orthonor-
mal basis of R3. Choosing q = qa(i) with i ∈ {1,2,3} and q ∈ R, (H.1.4) can be readily evaluated.

By utilizing the projection operators in reciprocal space as given in section A.2, one initially obtains
e.g. for A = L and B = T

ε
(L,T)
ab (ω) = lim

|q|→0

3

∑
c,d=1

Π̃
(L)
ac (q) [εΛ (ω)]cd Π̃

(T)
db (q)

=
3

∑
c,d=1

a(i)a a(i)c [εΛ (ω)]cd

(
δdb −a(i)d a(i)b

)
. (H.1.6)

Taking into account the completeness of
{

a( j)
}

j∈{1,2,3}, there immediately follows from what has been
said above

ε
(L,T)
ab (ω) =

3

∑
c,d=1

3

∑
j=1

a(i)a a(i)c [εΛ (ω)]cd a( j)
d a( j)

b −
3

∑
c,d=1

a(i)a a(i)c [εΛ (ω)]cd a(i)d a(i)b

=
3

∑
c=1

3

∑
j=1

ε j (ω)a(i)a a(i)c a( j)
c a( j)

b − εi (ω)
3

∑
c=1

a(i)a a(i)c a(i)c a(i)b

= 0. (H.1.7)

Similarly one shows that ε
(T,L)
ab (ω) = 0, so that the second term in (H.1.3) identically vanishes. As a

consequence, it is not necessary to calculate 1
ε(L,L)(ω)

, as ε(T) (ω) reduces to ε(T,T) (ω) because of the

reasoning given in section 4.2.2. What remains is the calculation of ε
(T,T)
ab (ω). Proceeding in the same

1For a proof that [εΛ (ω)]ab = [εΛ (ω)]bc, see e.g. [4].
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way as before, one obtains

ε
(T,T)
ab (ω) = lim

|q|→0

3

∑
c,d=1

Π̃
(T)
ac (q) [εΛ (ω)]cd Π̃

(T)
db (q)

=
3

∑
c,d=1

(
δac −a(i)a a(i)c

)
[εΛ (ω)]cd

(
δdb −a(i)d a(i)b

)
= [εΛ (ω)]ab − εi (ω)a(i)a a(i)b . (H.1.8)

Finally, the transverse dielectric tensor ε(T) (ω) is received from (H.1.3) by combining the previously
obtained results. Its representation with respect to the cartesian coordinate system

{
e( j)
}

j∈{1,2,3} reads

ε
(T)
ab (ω) = [εΛ (ω)]ab − εi (ω)a(i)a a(i)b (cartesian coordinates) (H.1.9)

and reveals, that ε(T) (ω) is a symmetric matrix just like εΛ (ω). But in contrast to the dielectric tensor
εΛ (ω), the transverse dielectric tensor only exhibits two non-vanishing eigenvalues instead of three,
because the second term in (H.1.9) eliminates the non-radiative “longitudinal” eigenmode which is
comprised by εΛ (ω). What just has been said can immediately be realized by representing ε(T) (ω)

in the basis of dielectric principal axes
{

a( j)
}

j∈{1,2,3}, which simultaneously constitute eigenvectors of
εΛ (ω) and ε(T) (ω), as can easily be seen from (H.1.9). Constructing an orthogonal 3×3 matrix S from
the orthonormal basis

{
a( j)
}

j∈{1,2,3}, one readily obtains the transverse dielectric tensor ε(T) (ω) within
the coordinate system of principal axes according to

ε
(T)
ab (ω) = εa (ω)(1−δai)δab (system of principal axes). (H.1.10)

Remember that the index i ∈ {1,2,3} in (H.1.10) labels that dielectric principal axis a(i), along wave
propagation takes place.

H.2 Rotatory power and the structure of ε(T) (q,ω) in cubic and uniaxial
crystal systems

Similar to the previous section H.1, the transverse dielectric tensor ε(T) (q,ω) defined by (H.1.1) can
readily be deduced from the dielectric tensor εΛ (q,ω) (see (4.1.17)) by means of the projections
(H.1.2). In order to study the rotatory power of various crystals in terms of ε(T) (q,ω), start with
the expansion of εΛ (q,ω) to first order with respect to the wave vector q around q = 0 according to2

[εΛ (q,ω)]ab = [εΛ (ω)]ab + i
3

∑
c=1

γ
(Λ)
abc (ω)qc. (H.2.1)

2Compare with the expansion (4.4.12) of the transverse dielectric tensor.
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point groups
constraints on G(Λ) (ω)

γ j (ω) χ (ω)

23, 432 γ1 (ω) = γ3 (ω) χ (ω) = 0

32, 422, 622 / χ (ω) = 0

3, 4, 6 / /

Table H.2.1: Constraints imposed on the gyrotropy tensor G(Λ) (ω) given by (H.2.3) due to the point
group symmetry of cubic and uniaxial crystal structures exhibiting rotatory power [5, 97].

εΛ (ω) denotes again the dielectric tensor in absence of spatial dispersion (i.e. for q = 0), which has
already been discussed in section 4.4.3.1 and appendix H.1. However, the polar tensor γ

(Λ)
abc (ω) of rank

3 might give rise to rotatory power in particular non-centrosymmetric crystal structures and is therefore
called gyration tensor. Its components are real, so that γ

(Λ)
abc (ω) =

[
γ
(Λ)
abc (ω)

]∗
holds, as has been shown

in [1, 69]. Furthermore, it can be represented in terms of the Levi-Civita tensor εabc and an axial tensor
G(Λ)

ab (ω) of rank 2, called gyrotropy tensor, according to [1, 97]

γ
(Λ)
abc (ω) =

3

∑
d=1

εabdG(Λ)
dc (ω) . (H.2.2)

Of course, there holds by construction G(Λ)
ab (ω) =

[
G(Λ)

ab (ω)
]∗

.

Since the discussion of natural optical activity in section 4.4.3.2 is restricted to crystal structures, where
the effect of rotatory power is not masked by the crystal’s own birefringence, only wave propagation
with q = qe(3) along the (optical) z-axis in cubic and uniaxial crystal systems is considered. In total,
there exist 8 crystallographic point groups in these crystal systems, that feature rotatory power. For
these groups, the gyrotropy tensor can be written in a condensed form by

G(Λ) (ω) =

 γ1 (ω) χ (ω) 0
−χ (ω) γ1 (ω) 0

0 0 γ3 (ω)

 , (H.2.3)

where table H.2.1 allows the identification of the specific structure of G(Λ) (ω) for each individual group
[5, 97]. Noticing that in the cubic as well as in the uniaxial crystal systems the dielectric principal axes
associated with εΛ (ω) coincide with the axes of the cartesian coordinate system (see table 4.4.1), εΛ (ω)

is diagonal and reads

[εΛ (ω)]ab = εa (ω)δab with

ε1 (ω) = ε2 (ω) = ε3 (ω) (cubic)

ε1 (ω) = ε2 (ω) ̸= ε3 (ω) (uniaxial)
. (H.2.4)

Additionally, taking into account that the wave vector q = qe(3) is aligned along the (optical) z-axis, the
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dielectric tensor εΛ (q,ω) given by (H.2.1) assumes the guise

[εΛ (q,ω)]ab = εa (ω)δab + iεab3γ3 (ω)q. (H.2.5)

The representation (H.2.5) of the dielectric tensor εΛ (q,ω) constitutes the starting point for the deriva-
tion of the transverse dielectric tensor ε(T) (q,ω) featuring rotatory power. By virtue of (H.1.2) it is
easily verified, that in the present case ε

(T,L)
ab (q,ω) = ε

(L,T)
ab (q,ω) = 0, so that the transverse dielectric

tensor reduces to

ε
(T)
ab (q,ω) = ε

(T,T)
ab (q,ω)

=
3

∑
c,d=1

Π̃
(T)
ac (q) [εΛ (q,ω)]cd Π̃

(T)
db (q)

= εa (ω)
(

1− e(3)a

)
δab + iεab3γ3 (ω)q. (H.2.6)

Introducing the abbreviation γ (q,ω) = γ3 (ω)q, the matrix representation of (H.2.6) is immediately
deduced according to

ε
(T) (q,ω) =

 ε1 (ω) iγ (q,ω) 0
−iγ (q,ω) ε1 (ω) 0

0 0 0

 (cartesian coordinates). (H.2.7)

H.3 Spatial dispersion induced birefringence in point group m3̄m when
q||(110)T

In analogy to the previous sections H.1 and H.2, the transverse dielectric tensor ε(T) (q,ω) (see (H.1.1))
describing spatial dispersion induced birefringence, will be deduced from the dielectric tensor εΛ (q,ω)

by means of the projections (H.1.2). When only centrosymmetric crystals are considered, natural optical
activity is inherently absent, i.e. γ

(Λ)
abc (ω) = 0 (see section H.2), so that the expansion of the dielectric

tensor around q = 0 yields in the lowest non-vanishing order3

[εΛ (q,ω)]ab = [εΛ (ω)]ab +
3

∑
c,d=1

α
(Λ)
abcd (ω)qcqd . (H.3.1)

While [εΛ (ω)]ab denotes again the components of the dielectric tensor in absence of spatial disper-
sion (i.e. for q = 0), α

(Λ)
abcd (ω) represents the components of a polar tensor of rank 4, that incor-

porates the effect of spatial dispersion induced birefringence. Additionally, for the latter there holds
α
(Λ)
abcd (ω) =

[
α
(Λ)
abcd (ω)

]∗
as well as α

(Λ)
abcd (ω) = α

(Λ)
bacd (ω) = α

(Λ)
abdc (ω) [1]. In particular it should be

3Compare with the expansion (4.4.12) of the transverse dielectric tensor.
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stressed, that there is a priori no symmetry argument requiring that α
(Λ)
abcd (ω) vanishes in any of the 32

crystallographic point groups [1, 5], so that spatial dispersion induced birefringence is an omnipresent
effect.

Restricting the ensuing discussion to the centrosymmetric cubic point group m3̄m, additional con-
straints are imposed on the tensor components [εΛ (ω)]ab and α

(Λ)
abcd (ω) according to Neumann’s prin-

ciple [5]. While the former coincides with the components of a scalar matrix according to [εΛ (ω)]ab =

ε (ω)δab, the latter solely exhibits 3 independent non-vanishing components, namely [1]

a1 (ω)≡ α
(Λ)
1111 (ω) = α

(Λ)
2222 (ω) = α

(Λ)
3333 (ω)

a2 (ω)≡ α
(Λ)
1133 (ω) = α

(Λ)
2211 (ω) = α

(Λ)
3322 (ω) = α

(Λ)
3311 (ω) = α

(Λ)
1122 (ω) = α

(Λ)
2233 (ω)

a3 (ω)≡ α
(Λ)
1212 (ω) = α

(Λ)
2323 (ω) = α

(Λ)
3131 (ω) = α

(Λ)
2112 (ω) = α

(Λ)
3223 (ω) = α

(Λ)
1331 (ω)

= α
(Λ)
1221 (ω) = α

(Λ)
2332 (ω) = α

(Λ)
3113 (ω) = α

(Λ)
2121 (ω) = α

(Λ)
3232 (ω) = α

(Λ)
1313 (ω) . (H.3.2)

As spatial dispersion induced birefringence assumes its maximum value when a wave propagates along
one of the plane diagonals of the Wigner-Seitz cell CΛ [9], these directions are of special interest with
regard to the target specification of birefringence ∆n = 10−7 required by 157nm lithography systems.
Without loss of generality, the wave vector is thus chosen as q = |q|√

2
(110)T , so that the dielectric tensor

(H.3.1) assumes the guise

εΛ (q,ω) = ε (ω)δ +
|q|2

2

 a1 (ω)+a2 (ω) 2a3 (ω) 0
2a3 (ω) a1 (ω)+a2 (ω) 0

0 0 2a2 (ω)

 . (H.3.3)

The transverse dielectric tensor ε(T) (q,ω) describing spatial dispersion induced birefringence can
now readily be deduced from (H.3.3). Initially, by virtue of (H.1.2) it is verified that ε

(T,L)
ab (q,ω) =

ε
(L,T)
ab (q,ω) = 0. Hence, ε(T) (q,ω) given by (H.1.1) reduces to

ε
(T) (q,ω) =ε

(T,T) (q,ω)

=Π̃
(T) (q)◦ εΛ (q,ω)◦ Π̃

(T) (q)

=ε (ω)


1
2 −1

2 0
−1

2
1
2 0

0 0 1



+
|q|2

4

 a1 (ω)+a2 (ω)−2a3 (ω) −a1 (ω)−a2 (ω)+2a3 (ω) 0
−a1 (ω)−a2 (ω)+2a3 (ω) a1 (ω)+a2 (ω)−2a3 (ω) 0

0 0 4a2 (ω)

 .

(H.3.4)
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Introducing the notation

ξ1 (ω)≡ 1
4
(a1 (ω)−2a3 (ω)) and ξ2 (ω)≡ 1

4
a2 (ω) , (H.3.5)

(H.3.4) can be written in a condensed form according to

ε
(T) (q,ω) = ε (ω)


1
2 −1

2 0
−1

2
1
2 0

0 0 1

+ |q|2

 ξ1 (ω)+ξ2 (ω) −ξ1 (ω)−ξ2 (ω) 0
−ξ1 (ω)−ξ2 (ω) ξ1 (ω)+ξ2 (ω) 0

0 0 4ξ2 (ω)


(cartesian coordinates). (H.3.6)





Appendix I

Magnetizable crystalline materials

This appendix deals with the local magnetic induction field in magnetizable crystalline materials and is
to be conceived as a supplement to the theory of the local electromagnetic field in dielectric crystals,
which is presented in the main part of this thesis. Assuming that electric mono-, di- and quadrupole
interactions are negligible, the magnetic dipole interaction represents the leading order with regard
to the strength of electromagnetic interactions [25]. Since for high frequency driving fields, like e.g.
visible laser light, the widely used concept of the magnetic permeability tensor looses its meaning [138]
and because there is additionally no physical justification for a distinction of induced polarization and
magnetization currents [2] in this high frequency regime, the discussion of the local magnetic induction
field in magnetizable crystals requires the frequencies of the driving fields to be restricted well below the
optical regime. Since the approach is similar to that of the local electromagnetic field within dielectric
crystals presented in chapters 3 and 4, the elaboration in this appendix is shortened.

I.1 Magnetization model and the integral equations of the local magnetic
induction field

For the geometry shown in figure 2.2.1, the integral equation determining the local magnetic induction
field is given by (2.2.10). Noticing, that the longitudinal part of the induced current density has vanish-
ing curl, usage of the identity ∇r × ( f (r)V(r)) = (∇r f (r))×V(r)+ f (r)∇r ×V(r) and subsequent
application of Gauß’s integral theorem allows to rewrite (2.2.10) according to

B(r,ω) = Bext (r,ω)−µ0

ˆ
R3

d3r′
(
∇r′g

(
r− r′,ω

))
× jind

(
r′,ω

)
, (I.1.1)

because jind (r,ω) is restricted to r ∈ ΩP and hence vanishes when |r| → ∞. In the following it is
assumed, that the probe under investigation is of crystalline order, occupies the volume ΩP and does
not posses any permanent electric or magnetic moments. Furthermore it is implied, that the constituents
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of the probe, i.e. the atoms or ions, only respond to the local magnetic induction field B(r,ω) and not
to the local electric field E(r,ω). More precisely, when an externally applied (not to strong) magnetic
induction field Bext (r,ω) of rather low frequency is applied to the crystal, its initial state of equilibrium
is disturbed due to the change of the local magnetic induction field B(r,ω), and a small additional
(Lorentz-) force is exerted onto each charge carrier within the crystal. The barycenter of the positively
charged nucleus of the jth- atom/ion inside CΛ with j ∈ {1,2, . . . ,M} is supposed to be at rest at a fixed
position η( j), irrespective of the presence of Bext (r,ω). In contrast, the barycenter of the electrons
bound to this nucleus forms a point-like current loop inside the respective atom/ion due to this additional
force, so that finally each individual constituent of the crystal acquires an induced magnetic dipole
moment, which is proportional to the local magnetic induction field B(r,ω) as retarded response to
the externally applied field Bext (r,ω). The proportionality factor between the induced magnetic dipole
moment and the local magnetic induction field for the jth-atom/ion inside CΛ is given by the cartesian
components of the magnetic polarizability tensor βab

(
η( j),ω

)
≡ β

( j)
ab (ω) with a,b ∈ {1,2,3}.

The depicted model of magnetizable crystals can be incorporated into the induced current density ac-
cording to

jind (r,ω) = ∇r ×M(r,ω) , (I.1.2)

where M(r,ω) denotes the microscopic magnetizability, that contains all the information about the
material and its interaction processes with the local magnetic induction field. The relation between
M(r,ω) and B(r,ω) is conveyed in close analogy to (3.1.5) by the magnetic susceptibility kernel
χ
(mag)
ab (r,r′,ω) via

Ma (r,ω) =
1
µ0

3

∑
b=1

ˆ
R3

d3r′ χ
(mag)
ab

(
r,r′,ω

)
Bb
(
r′,ω

)
. (I.1.3)

Referring to (3.1.6), a simple phenomenological model for the magnetic susceptibility kernel, that takes
into account the afore described magnetization process, is given by1

χ
(mag)
ab

(
r,r′,ω

)
= µ0 ∑

R∈ΛP

M

∑
j=1

β
( j)
ab (ω)δ

(
r−R−η

( j)
)

δ
(
r− r′

)
. (I.1.4)

It should be emphasized, that in the limit of an infinitely extended crystal, i.e. if ΛP = Λ, the magnetic
susceptibility kernel (I.1.4) is invariant under a translation by an arbitrary lattice vector R′ ∈Λ according
to

χ
(mag)
ab

(
r+R′,r′+R′,ω

)
= χ

(mag)
ab

(
r,r′,ω

)
. (I.1.5)

Inserting (I.1.2) into (I.1.1) initially yields for the cartesian components of the local magnetic induction

1Notice, that in the model (I.1.4) for χ
(mag)
ab (r,r′,ω), there is no magnetic equivalent to the ionic displacement polariz-

ability. Thereto, compare with the expression of χab (r,r′,ω), as given in (3.1.6).
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field

Ba (r,ω) = Bext,a (r,ω)−µ0

ˆ
R3

d3r′
[(

∇r′g
(
r− r′,ω

))
×
(
∇r′ ×M

(
r′,ω

))]
a

= Bext,a (r,ω)−µ0

3

∑
b,d,e=1

(δadδbe −δaeδbd)

ˆ
R3

d3r′
(

∂

∂ r′b
g
(
r− r′,ω

)) ∂

∂ r′d
Me
(
r′,ω

)
,

(I.1.6)

where in the second line the identity

3

∑
c=1

εabcεcde = δadδbe −δaeδbd (I.1.7)

has been deployed. Noticing that the microscopic magnetization M(r,ω) given by (I.1.3) is only non-
vanishing within the finite probe volume ΩP, partial integration of (I.1.6) with respect to dr′d readily
results in

Ba (r,ω) = Bext,a (r,ω)−µ0

3

∑
b,d,e=1

(δadδbe −δaeδbd)

ˆ
R3

d3r′ Gdb
(
r− r′,ω

)
Me
(
r′,ω

)
, (I.1.8)

where the cartesian components of the regularized2 second-order partial derivatives of the Helmholtz
propagator have been identified as (see e.g. [139])

Gdb
(
r− r′,ω

)
≡− ∂

∂ r′d

∂

∂ r′b
g
(
r− r′,ω

)
(I.1.9)

=
1
3

δdbδ
(
r− r′

)
−ΘH

(∣∣r− r′
∣∣−0+

) ei ω

c |r−r′|

4π |r− r′|5

·
[∣∣r− r′

∣∣2(−1+ i
ω

c

∣∣r− r′
∣∣)δdb +

(
3−3i

ω

c

∣∣r− r′
∣∣− ω2

c2

∣∣r− r′
∣∣2)(rd − r′d

)(
rb − r′b

)]
.

(I.1.10)

Obviously Gab (r− r′,ω) constitutes a symmetric 3×3 matrix, which coincides in the static limit with
the longitudinal projection operator Π

(L)
ab (r− r′) given by (2.1.17), i.e.

lim
ω→0

Gab
(
r− r′,ω

)
= Π

(L)
ab

(
r− r′

)
. (I.1.11)

2The regularization in (I.1.10) by means of the delta function is possible and necessary, because the second-order derivative
of the Helmholtz propagator appears under an integral and would otherwise lead to a bad singularity of the integrand. Compare
with the derivation of the projection operators in appendix A.2.
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Introducing as notation the 3×3 matrix kernel3

G
(mag)
ae

(
r− r′,ω

)
= Gae

(
r− r′,ω

)
−δaeTr

[
G
(
r− r′,ω

)]
(I.1.12)

and carrying out the summation with respect to b and d in (I.1.8), the local magnetic induction field can
be rewritten according to

Ba (r,ω) = Bext,a (r,ω)−µ0

3

∑
e=1

ˆ
R3

d3r′ G (mag)
ae

(
r− r′,ω

)
Me
(
r′,ω

)
. (I.1.13)

Deploying now the phenomenological magnetization model (I.1.3), the integral equation determining
the local magnetic induction field in magnetizable crystalline materials reads

Ba (r,ω) = Bext,a (r,ω)−
3

∑
b=1

ˆ
R3

d3r′
[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
Bb
(
r′,ω

)
, (I.1.14)

where the abbreviation[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
=

3

∑
c=1

ˆ
R3

d3r′′ G (mag)
ac

(
r− r′′,ω

)
χ
(mag)
cb

(
r′′,r′,ω

)
(I.1.15)

has been introduced. In the next section, the integral equation (I.1.14) will be solved exactly by expand-
ing the local magnetic induction field in terms of the non-standard system of Bloch functions (3.2.9).

I.2 Solution of the local magnetic induction field integral equation

The following procedure of solving the integral equation (I.1.14) is analogue to that already presented
in section 3.2. The local magnetic induction field is expanded with respect to the non-standard system
of Bloch functions w(r;s,k) according to

Ba (r,ω) = ∑
k∈C

Λ−1

ˆ
CΛ

d3s w(r;s,k)ba (s,k,ω) , (I.2.1)

where the expansion coefficients ba (s,k,ω) are defined by

ba (s,k,ω) =

ˆ
ΩP

d3r w† (r;s,k)Ba (r,ω) . (I.2.2)

3It should be noticed, that the electromagnetic kernel Gab (r− r′,ω) defined in (2.2.15) is independent of any material
model with regard to the induced current density jind (r,ω). In contrast, the definition of the kernel G

(mag)
ab (r− r′,ω) in

(I.1.12) already includes the material model jind (r,ω) = ∇r ×M(r,ω).
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The expansion coefficients bext,a (s,k,ω) associated with the externally applied magnetic induction field
Bext,a (r,ω) read

bext,a (s,k,ω) =

ˆ
ΩP

d3r w† (r;s,k)Bext,a (r,ω) , (I.2.3)

so that insertion of (I.1.14) into (I.2.2) readily yields

ba (s,k,ω) = bext,a (s,k,ω)−
3

∑
b=1

ˆ
ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k)
[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
Bb
(
r′,ω

)
.

(I.2.4)
Introducing now the abbreviation

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩ ≡
ˆ

ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k)
[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
w
(
r′;s′,k′)

(I.2.5)
and eliminating Bb (r′,ω) in (I.2.4) by means of (I.2.1), one obtains

ba (s,k,ω) = bext,a (s,k,ω)−
3

∑
b=1

∑
k′∈C

Λ−1

ˆ
CΛ

d3s′ ⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩bb
(
s′,k′,ω

)
. (I.2.6)

Assuming from now on the crystal to be infinitely extended, i.e. ΛP =Λ, ⟨s,k
∣∣[G (mag) ◦χ(mag)

]
ab

∣∣s′,k′⟩
assumes the guise4

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩

=
µ0

NP

(2π)3

|CΛ|

3

∑
c=1

M

∑
j=1

∑
R′∈Λ

eik′·s′e−ik·(s+R′)G
(mag)
ac

(
s+R′− s′,ω

)
β
( j)
cb (ω)δ

(
s′−η

( j)
)

δ
(
k−k′) . (I.2.7)

Replacing also the sum over wave vectors in (I.2.6) by an integral according to (3.2.17), the equation
determining the expansion coefficients ba (s,k,ω) becomes algebraic

ba (s,k,ω)

=bext,a (s,k,ω)−µ0

3

∑
b,c=1

M

∑
j=1

∑
R∈Λ

e−ik·(s+R−η( j))G
(mag)
ab

(
s+R−η

( j),ω
)

β
( j)
bc (ω)bc

(
η
( j),k,ω

)
=bext,a (s,k,ω)−µ0

3

∑
b,c=1

M

∑
j=1

[
ζ
(mag)
Λ

(
s−η

( j),k,ω
)]

ab
β
( j)
bc (ω)b

( j)
c (k,ω) , (I.2.8)

where in the last line the abbreviation bc
(
η( j),k,ω

)
≡ b

( j)
c (k,ω) and the cartesian components of the

3×3 matrix of lattice sums

[
ζ
(mag)
Λ

(s,k,ω)
]

ab
=

∑R∈Λ e−ik·(s+R)G
(mag)
ab (s+R,ω) if s ̸= 0

∑R∈Λ\{0} e−ik·RG
(mag)
ab (R,ω) if s = 0

(I.2.9)

4For calculational details, see appendix I.4.1.
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have been introduced. Similar to the definition of ζΛ (s,k,ω) in (3.2.21), the definition of ζ
(mag)
Λ

(s,k,ω)

by cases ensures that an atom/ion is not magnetized by its self-generated magnetic induction field if
s = 0. Obviously, ζ

(mag)
Λ

(s,k,ω) is invariant with respect to a translation by any lattice vector R′ ∈ Λ if
s ̸= 0, so that

ζ
(mag)
Λ

(
s+R′,k,ω

)
= ζ

(mag)
Λ

(s,k,ω) . (I.2.10)

In this case, ζ
(mag)
Λ

(s,k,ω) possesses the Fourier series representation5

[
ζ
(mag)
Λ

(s,k,ω)
]

ab
=

1
|CΛ| ∑

G∈Λ−1

eiG·sG̃
(mag)
ab (k+G,ω) (I.2.11)

with

G̃
(mag)
ab (k,ω) =

kakb −δab |k|2

|k|2 − ω2

c2

=− |k|2

|k|2 − ω2

c2

Π̃
(T)
ab (k) . (I.2.12)

Special attention has to be paid to the definition by cases of ζ
(mag)
Λ

(s,k,ω) in (I.2.9), because of

ζ
(0)(mag)
Λ

(k,ω)≡ ζ
(mag)
Λ

(0,k,ω) ̸= lim
|s|→0

ζ
(mag)
Λ

(s,k,ω) . (I.2.13)

Instead there holds

ζ
(0)(mag)
Λ

(k,ω) = lim
|s|→0

(
ζ
(mag)
Λ

(s,k,ω)−G
(mag)
ab (s,ω)

)
. (I.2.14)

According to (I.2.8), the expansion coefficients ba (s,k,ω) for any point s ∈ CΛ are completely deter-
mined by the expansion coefficients b

( j)
c (k,ω) at the atomic positions η( j) ∈ CΛ. The latter can be

obtained by taking successively the limit s → η( j′) for each j′ ∈ {1,2, . . . ,M} in (I.2.8). There follows6

b
( j′)
a (k,ω) = b

( j′)
ext,a (k,ω)−µ0

3

∑
b,c=1

M

∑
j=1

[
ζ
(mag)
Λ

(
η
( j′)−η

( j),k,ω
)]

ab
β
( j)
bc (ω)b

( j)
c (k,ω) , (I.2.15)

where b
( j)
ext,a (k,ω)≡ bext,a

(
η( j),k,ω

)
has been abbreviated. Introducing the notation

δ
( j′, j)
ac = δ j′ jδac (I.2.16)

Γ
(mag)( j′, j)
ac (k,ω) = µ0

3

∑
b=1

[
ζ
(mag)
Λ

(
η
( j′)−η

( j),k,ω
)]

ab
β
( j)
bc (ω) , (I.2.17)

(I.2.15) can be cast into

3

∑
c=1

M

∑
j=1

[
δ
( j′, j)
ac +Γ

(mag)( j′, j)
ac (k,ω)

]
b
( j)
c (k,ω) = b

( j′)
ext,a (k,ω) , (I.2.18)

5For a derivation of (I.2.11), see appendix I.4.2.
6For technical details, see the electric analogue in section 3.2 and appendix E.2, respectively.
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so that the explicit solution for b( j)
c (k,ω) is given by

b
( j)
c (k,ω) =

3

∑
d=1

M

∑
j′=1

[(
δ +Γ

(mag) (k,ω)
)−1
]( j j′)

cd
b
( j′)
ext,d (k,ω) . (I.2.19)

Deploying (I.2.19) to (I.2.8) finally determines the expansion coefficients ba (s,k,ω) for any s ∈ CΛ.
The local magnetic induction field within an infinitely extended magnetizable crystalline material then
reads7

Ba (r,ω) =Bext,a (r,ω)− µ0√
NP

|ΩP|
(2π)3

3

∑
b,c,d=1

M

∑
j, j′=1

ˆ
C

Λ−1

d3k

· eik·r
[
ζ
(mag)
Λ

(
r−η

( j),k,ω
)]

ab
β
( j)
bc (ω)

[(
δ +Γ

(mag) (k,ω)
)−1
]( j j′)

cd
b
( j′)
ext,d (k,ω) .

(I.2.20)

Because Bext,a (r,ω) represents a solution to an inhomogeneous Helmholtz equation (see (2.2.11)) with
an externally controlled source term located at finite distance to the probe volume (see figure 2.2.1), its
expansion with respect to the basis system of plane waves for fixed frequency ω

Bext,a (r,ω) = ∑
q′

B̃(ext)
q′ω,aeiq′·r (I.2.21)

comprises a bunch of wave vectors q′. Thus, there is no justification to hang on to the common disper-
sion relation in vacuum |q′|= ω

c . Instead, q′ and ω can be treated as independent variables. Assuming
from now on the externally applied magnetic induction field Bext,a (r,ω) to consist of a single beam of
wave vector q ∈CΛ−1 , (I.2.21) reduces to

Bext,a (r,ω) = B̃(ext)
qω,aeiq·r, (I.2.22)

where the corresponding Fourier transform in reciprocal space is given by

B̃ext,a (k,ω) =

ˆ
R3

d3r e−ik·rBext,a (r,ω) = (2π)3
δ (k−q) B̃(ext)

qω,a. (I.2.23)

Accordingly, a simple relation between the expansion coefficients bext,a (s,k,ω) and B̃(ext)
qω,a can be es-

tablished8

bext,a (s,k,ω) =
e−ik·s
√

NP

(2π)3

|CΛ|
B̃(ext)

qω,aeiq·s
δ (k−q) . (I.2.24)

7For calculational details, see appendix I.4.3.
8The derivation of (I.2.24) is completely analogue to that of (3.2.34). Therefore see appendix E.4.
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Combining (I.2.20) with (I.2.24), the local magnetic induction field reads

Ba (r,ω) =Bext,a (r,ω)−µ0

3

∑
b,c,d=1

M

∑
j, j′=1

·
[
ζ
(mag)
Λ

(
r−η

( j),q,ω
)]

ab
β
( j)
bc (ω)

[(
δ +Γ

(mag) (q,ω)
)−1
]( j j′)

cd
B̃(ext)

qω,deiq·r. (I.2.25)

Finally, utilizing the Fourier series representation (I.2.11) of the lattice sum ζ
(mag)
Λ

(
r−η( j),q,ω

)
in

(I.2.25) and introducing the kernel

K̃(mag)
bd (G,q,ω) = µ0

3

∑
c=1

M

∑
j, j′=1

e−iG·η( j)
β
( j)
bc (ω)

[(
δ +Γ

(mag) (q,ω)
)−1
]( j j′)

cd
, (I.2.26)

the local magnetic induction field Ba (r,ω) can be written as

Ba (r,ω) = Bext,a (r,ω)− 1
|CΛ|

3

∑
b,d=1

∑
G∈Λ−1

ei(q+G)·rG̃
(mag)
ab (q+G,ω) K̃(mag)

bd (G,q,ω) B̃(ext)
qω,d , (I.2.27)

provided that r does not coincide with an atomic position η( j). Notice that (I.2.12) ensures, that a trans-
verse externally applied magnetic induction field always induces a purely transverse (i.e. a divergence-
free) local magnetic induction field, as can easily be checked by applying the longitudinal projection
operator in real space to (I.2.27). This is in contrast to the electric field case (see sections 3.2 and 3.4).

Starting from the local field equations established in this section, the macroscopic magnetic induction
field as well as the macroscopic magnetization will be calculated in the next section in order to derive
an equation determining the magnetic permeability tensor.

I.3 Macroscopic magnetic induction field in magnetizable crystals and
the magnetic permeability tensor

Similar to the local electromagnetic field in dielectric crystals (see chapter 3), the local magnetic in-
duction field Ba (r,ω) in magnetizable crystalline materials given by (I.2.27) comprises rapid spatial
variations because of terms varying like eiG·r with G ∈ Λ−1\{0} on the back of the slowly varying
envelope behaving like eiq·r with q ∈CΛ−1 , the latter describing the spatial variation of the macroscopic
magnetic induction field Ba (r,ω). Following the lines indicated in section 4.1, the macroscopic mag-
netic induction field Ba (r,ω) is obtained by low-pass filtering the local field Ba (r,ω). The Fourier
amplitude of Ba (r,ω) is thus given by

B̃a
(
q′,ω

)
=

ˆ
R3

d3r e−iq′·rBa (r,ω) with q′ ∈CΛ−1 , (I.3.1)
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so that in real space

Ba (r,ω) =
1

(2π)3

ˆ
C

Λ−1

d3q′ eiq′·rB̃a
(
q′,ω

)
(I.3.2)

holds. Introducing the abbreviation

K̃(mag)
bd (q,ω)≡ K̃(mag)

bd (0,q,ω) = µ0

3

∑
c=1

M

∑
j, j′=1

β
( j)
bc (ω)

[(
δ +Γ

(mag) (q,ω)
)−1
]( j j′)

cd
(I.3.3)

and combining (I.2.27) with (I.3.1), then yields for the Fourier amplitude of the macroscopic magnetic
induction field

B̃a
(
q′,ω

)
=

ˆ
R3

d3r e−iq′·r

(
Bext,a (r,ω)− 1

|CΛ|

3

∑
b,d=1

∑
G∈Λ−1

ei(q+G)·rG̃
(mag)
ab (q+G,ω) K̃(mag)

bd (G,q,ω) B̃(ext)
qω,d

)

=(2π)3
δ
(
q′−q

)[
B̃(ext)

qω,a −
1

|CΛ|

3

∑
b,d=1

G̃
(mag)
ab (q,ω) K̃(mag)

bd (q,ω) B̃(ext)
qω,d

]
. (I.3.4)

In real space (I.3.4) then corresponds to

Ba (r,ω) = B̃(ext)
qω,aeiq·r − 1

|CΛ|

3

∑
b,d=1

G̃
(mag)
ab (q,ω) K̃(mag)

bd (q,ω) B̃(ext)
qω,deiq·r. (I.3.5)

Applying this low-pass filtering process to the microscopic magnetization Ma (r,ω) given by (I.1.3),
the macroscopic magnetization Ma (r,ω) is obtained. First, the low-pass filtered Fourier amplitude of
Ma (r,ω) is calculated9 according to

M̃a
(
q′,ω

)
=

ˆ
R3

d3r e−iq′·rMa (r,ω) with q′ ∈CΛ−1

=
1
µ0

(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
b=1

K̃(mag)
ab (q,ω) B̃(ext)

qω,b, (I.3.6)

so that in real space

Ma (r,ω) =
1

(2π)3

ˆ
C

Λ−1

d3q′ eiq′·rM̃a
(
q′,ω

)
=

1
µ0

1
|CΛ|

3

∑
b=1

K̃(mag)
ab (q,ω) B̃(ext)

qω,beiq·r (I.3.7)

9For a derivation of (I.3.6), see appendix I.4.4.
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results. With the help of (I.3.7), the macroscopic magnetic induction field given by (I.3.5) can be cast
into

Ba (r,ω) = B̃(ext)
qω,aeiq·r −µ0

3

∑
b=1

G̃
(mag)
ab (q,ω)Mb (r,ω) , (I.3.8)

which reflects Lorentz’s local field correction for magnetizable crystalline materials10. Now, the 3×3
magnetic permeability tensor µΛ (q,ω) can be introduced with the help of the material equations

B̃ (q,ω) = µ0µΛ (q,ω) ·H̃ (q,ω) (I.3.9)

B̃ (q,ω) = µ0
(
H̃ (q,ω)+M̃ (q,ω)

)
, (I.3.10)

that are well-known from macroscopic electrodynamics. Eliminating the Fourier amplitude of the
macroscopic magnetic field H̃ (q,ω) readily yields an equation determining µΛ (q,ω) in terms of
the known quantities B̃ (q,ω) and M̃ (q,ω) according to

(
δ −µ

−1
Λ

(q,ω)
)
· B̃ (q,ω) = µ0M̃ (q,ω) . (I.3.11)

With (I.3.4) and (I.3.6) there follows

(
δ −µ

−1
Λ

(q,ω)
)
◦
[

δ − 1
|CΛ|

G̃ (mag) (q,ω)◦ K̃(mag) (q,ω)

]
· B̃(ext)

qω =
1

|CΛ|
K̃(mag) (q,ω) · B̃(ext)

qω ,

(I.3.12)
so that the magnetic permeability tensor can be finally identified with

µΛ (q,ω) =

[
δ − 1

|CΛ|
K̃(mag) (q,ω)◦

(
δ − 1

|CΛ|
G̃ (mag) (q,ω)◦ K̃(mag) (q,ω)

)−1
]−1

=

[
δ − 1

|CΛ|

([
K̃(mag) (q,ω)

]−1
− 1

|CΛ|
G̃ (mag) (q,ω)

)−1
]−1

. (I.3.13)

Notice, that the physical meaning of the concept of the magnetic permeability tensor is strongly limited
in contrast to the concept of the dielectric tensor. Two reasons for this are the following. As has been
pointed out by Landau [138], the concept of a magnetic permeability does only make sense at rather low
frequencies, i.e. it is only applicable for frequencies well below the regime of visible light. Additionally
it has been emphasized by several authors [1, 2, 29], that the mathematical structure of the macroscopic
Maxwell equations allows to include magnetic effects described by µΛ (q,ω) into the q-dependence of
the dielectric kernel, so that the latter constitutes the quantity of fundamental interest.

10Compare with (4.1.14) for crystalline dielectrics.
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I.3.1 Static limit for monatomic Bravais lattices

To conclude the discussion on magnetizable crystalline materials, the static limit of the magnetic per-
meability tensor µΛ (q,ω) as well as that of the macroscopic magnetic induction field B (r,ω) are
derived for monatomic (i.e. M = 1) crystal structures. Without loss of generality, the atom is assumed
to be located at the origin η(1) = 0 of the Wigner-Seitz cell CΛ, so that with β

(1)
bc (ω) ≡ βbc (ω) (I.3.3)

assumes the guise

K̃(mag) (q,ω) = µ0β (ω)◦
(

δ +µ0ζ
(0)(mag)
Λ

(q,ω)◦β (ω)
)−1

. (I.3.14)

The magnetic permeability tensor given by (I.3.13) then reads for monatomic crystal structures

µΛ (q,ω) =

[
δ − 1

|CΛ|

[
1
µ0

β
−1 (ω)+

(
ζ
(0)(mag)
Λ

(q,ω)− 1
|CΛ|

G̃ (mag) (q,ω)

)]−1
]−1

. (I.3.15)

Its static limit is obtained by first taking |q| → 0 and subsequently ω → 0, so that with the introduction
of the 3×3 matrices

µΛ ≡ lim
ω→0

lim
|q|→0

µΛ (q,ω) (I.3.16)

β ≡ lim
ω→0

β (ω) (I.3.17)

L (mag) = |CΛ| lim
ω→0

lim
|q|→0

(
ζ
(0)(mag)
Λ

(q,ω)− 1
|CΛ|

G̃ (mag) (q,ω)

)
(I.3.18)

there finally follows11

µΛ =

[
δ − 1

|CΛ|

[
1
µ0

β
−1 +

1
|CΛ|

L (mag)
]−1
]−1

=
(

δ +µ0νPL
(mag) ◦β

)
◦
(

δ −µ0νP

(
δ −L (mag)

)
◦β

)−1
, (I.3.19)

where in the second line the density of (magnetizable) atoms/ions has been identified as νP = 1
|CΛ| .

The 3× 3 tensor L (mag) can be understood as the magnetic analogue to the Lorentz factor tensor L

defined in (4.4.4). It is independent of the geometrical shape of the crystal but incorporates its symmetry
due to the lattice sum

(
ζ
(0)(mag)
Λ

(q,ω)− 1
|CΛ| G̃

(mag) (q,ω)
)

and should thus not be confused with the
demagnetization factor, which constitutes a pure geometrical quantity.

Finally, consider the special case of a simple cubic crystal structure. As has been shown in appendix

11Compare the structure of µΛ in (I.3.19) with that of εΛ in (4.4.5).
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I.4.5, there holds L
(mag)

ab = 2
3 δab, so that the static magnetic permeability tensor (I.3.19) reads

µΛ =

(
δ +

2
3

µ0νPβ

)
◦
(

δ − 1
3

µ0νPβ

)−1

, (I.3.20)

which is in total accordance with [140]. It should be noticed, that (I.3.20) is a Clausius-Mossotti
type formula similar to (4.4.9), however the latter has been derived for the static dielectric tensor.
Additionally, with the abbreviations

lim
ω→0

B (r,ω)≡ B (r)

lim
ω→0

lim
|q|→0

B̃(ext)
qω ≡ B̃(ext) (I.3.21)

lim
ω→0

M (r,ω)≡ M (r)

and (I.4.32), the macroscopic magnetic induction field given by (I.3.8) now assumes the guise

B (r) = B̃(ext)+
2
3

µ0M (r) (I.3.22)

and thus agrees with the result obtained in [58]. It is interesting to note, that the expression of the static
magnetic permeability (I.3.20) for monatomic simple cubic crystal structures can be obtained from that
of the static dielectric tensor (4.4.9) by making the simple replacements εΛ → µΛ, 1

ε0
→ µ0 and α → β ,

although the local field corrections in both cases (compare footnote to (4.1.14) with (I.3.22)) differ by
a factor of minus two.

I.4 Auxiliary calculations

This section serves as an appendix of the current chapter and provides auxiliary calculations, that are
related to the model of magnetizable crystals.

I.4.1 Calculation of the matrix elements ⟨s,k
∣∣∣[G (mag) ◦χ(mag)

]
ab

∣∣∣s′,k′⟩

The matrix elements ⟨s,k
∣∣[G (mag) ◦χ(mag)

]
ab

∣∣s′,k′⟩ are defined by (I.2.5) according to

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩ ≡
ˆ

ΩP

d3r
ˆ
R3

d3r′ w† (r;s,k)
[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
w
(
r′;s′,k′) ,

(I.4.1)
where [

G (mag) ◦χ
(mag)

]
ab

(
r,r′,ω

)
=

3

∑
c=1

ˆ
R3

d3r′′ G (mag)
ac

(
r− r′′,ω

)
χ
(mag)
cb

(
r′′,r′,ω

)
(I.4.2)
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(see (I.1.15)). By inserting the magnetic susceptibility kernel given by (I.1.4) into (I.4.2), one readily
obtains[

G (mag) ◦χ
(mag)

]
ab

(
r,r′,ω

)
= µ0

3

∑
c=1

M

∑
j=1

∑
R∈ΛP

G
(mag)
ac

(
r− r′,ω

)
β
( j)
cb (ω)δ

(
r′−R−η

( j)
)
. (I.4.3)

Making use of the non-standard system of Bloch functions {w(r;s,k)}s∈CΛ,k∈C
Λ−1

introduced in (3.2.9),
the matrix elements ⟨s,k

∣∣[G (mag) ◦χ(mag)
]

ab

∣∣s′,k′⟩ assume the guise

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩

=
1

NP
∑

R′,R′′∈Λ

ˆ
ΩP

d3r δ
(
r− s−R′)e−ik·r

ˆ
R3

d3r′ δ
(
r′− s′−R′′)eik′·r′

[
G (mag) ◦χ

(mag)
]

ab

(
r,r′,ω

)
=

1
NP

∑
R′∈ΛP

∑
R′′∈Λ

e−ik·(s+R′)
[
G (mag) ◦χ

(mag)
]

ab

(
s+R′,s′+R′′,ω

)
eik′·(s′+R′′). (I.4.4)

Subsequent deployment of (I.4.3) then yields

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩

=
µ0

NP

3

∑
c=1

M

∑
j=1

∑
R,R′∈ΛP

δ

(
s′−η

( j)
)

e−ik·(s+R′)G
(mag)
ac

(
s+R′− s′−R,ω

)
β
( j)
cb (ω)eik′·(s′+R). (I.4.5)

Assuming from now on the crystal to be of infinite extent, i.e. ΛP = Λ, the index transformation
R′′ = R′−R with subsequent application of the identity (E.1.9) finally results in

⟨s,k
∣∣∣[G (mag) ◦χ

(mag)
]

ab

∣∣∣s′,k′⟩

=
µ0

NP

(2π)3

|CΛ|

3

∑
c=1

M

∑
j=1

∑
R′∈Λ

eik′·s′e−ik·(s+R′)G
(mag)
ac

(
s+R′− s′,ω

)
β
( j)
cb (ω)δ

(
s′−η

( j)
)

δ
(
k−k′) . (I.4.6)

I.4.2 Fourier series representation of ζ
(mag)
Λ

(s,k,ω)

Applying the Fourier integral representation of the Helmholtz propagator

g
(
r− r′,ω

)
=

1

(2π)3

ˆ
R3

d3k eik·(r−r′) 1

|k|2 − ω2

c2

(I.4.7)
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to (I.1.9), one initially verifies that

Gab
(
r− r′,ω

)
=− ∂

∂ r′a

∂

∂ r′b
g
(
r− r′,ω

)
=

1

(2π)3

ˆ
R3

d3k eik·(r−r′) kakb

|k|2 − ω2

c2

≡ 1

(2π)3

ˆ
R3

d3k eik·(r−r′)G̃ab (k,ω) , (I.4.8)

where
G̃ab (k,ω) =

kakb

|k|2 − ω2

c2

(I.4.9)

denotes the Fourier transform of Gab (r− r′,ω). With (I.4.9) follows immediately the Fourier transform
of

G
(mag)
ab

(
r− r′,ω

)
= Gab

(
r− r′,ω

)
−δabTr

[
G
(
r− r′,ω

)]
(I.4.10)

according to

G̃
(mag)
ab (k,ω) = G̃ab (k,ω)−δabTr

[
G̃(k,ω)

]
=

kakb −δab |k|2

|k|2 − ω2

c2

. (I.4.11)

Provided that s ̸= 0, [
ζ
(mag)
Λ

(s,k,ω)
]

ab
= ∑

R∈Λ

e−ik·(s+R)G
(mag)
ab (s+R,ω) (I.4.12)

exhibits a Fourier series representation according to[
ζ
(mag)
Λ

(s,k,ω)
]

ab
= ∑

G∈Λ−1

[
ζ̃
(mag)
Λ

(G,k,ω)
]

ab
eiG·s, (I.4.13)

because of its lattice periodicity (I.2.10). The expansion coefficients
[
ζ̃
(mag)
Λ

(G,k,ω)
]

ab
are easily

evaluated to [
ζ̃
(mag)
Λ

(G,k,ω)
]

ab
=

1
|CΛ|

ˆ
CΛ

d3s e−iG·s
[
ζ
(mag)
Λ

(s,k,ω)
]

ab

=
1

|CΛ|

ˆ
R3

d3r e−i(k+G)·rG
(mag)
ab (r,ω)

=
1

|CΛ|
G̃

(mag)
ab (k+G,ω) , (I.4.14)
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so that finally [
ζ
(mag)
Λ

(s,k,ω)
]

ab
=

1
|CΛ| ∑

G∈Λ−1

eiG·sG̃
(mag)
ab (k+G,ω) (I.4.15)

=
1

|CΛ| ∑
G∈Λ−1

eiG·s (ka +Ga)(kb +Gb)−δab |k+G|2

|k+G|2 − ω2

c2

(I.4.16)

results.

I.4.3 Derivation of (I.2.20)

For an infinitely extended crystal, the local magnetic induction field can be represented by (compare
with (I.2.1))

Ba (r,ω) =
|ΩP|
(2π)3

ˆ
C

Λ−1

d3k
ˆ

CΛ

d3s w(r;s,k)ba (s,k,ω) , (I.4.17)

where the expansion coefficients ba (s,k,ω) are readily obtained by insertion of (I.2.19) into (I.2.8)
according to

ba (s,k,ω) =bext,a (s,k,ω)−µ0

3

∑
b,c,d=1

M

∑
j, j′=1

·
[
ζ
(mag)
Λ

(
s−η

( j),k,ω
)]

ab
β
( j)
bc (ω)

[(
δ +Γ

(mag) (k,ω)
)−1
]( j j′)

cd
b
( j′)
ext,d (k,ω) . (I.4.18)

In analogy to (I.4.17), the externally applied field is identified with

Bext,a (r,ω) =
|ΩP|
(2π)3

ˆ
C

Λ−1

d3k
ˆ

CΛ

d3s w(r;s,k)bext,a (s,k,ω) , (I.4.19)

so that Ba (r,ω) finally assumes the guise

Ba (r,ω) =Bext,a (r,ω)−µ0
|ΩP|
(2π)3

3

∑
b,c,d=1

M

∑
j, j′=1

ˆ
C

Λ−1

d3k
ˆ

CΛ

d3s

·w(r;s,k)
[
ζ
(mag)
Λ

(
s−η

( j),k,ω
)]

ab
β
( j)
bc (ω)

[(
δ +Γ

(mag) (k,ω)
)−1
]( j j′)

cd
b
( j′)
ext,d (k,ω)

=Bext,a (r,ω)− µ0√
NP

|ΩP|
(2π)3

3

∑
b,c,d=1

M

∑
j, j′=1

ˆ
C

Λ−1

d3k

· eik·r
[
ζ
(mag)
Λ

(
r−η

( j),k,ω
)]

ab
β
( j)
bc (ω)

[(
δ +Γ

(mag) (k,ω)
)−1
]( j j′)

cd
b
( j′)
ext,d (k,ω) ,

(I.4.20)
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where in addition to the definition of w(r;s,k) (see (3.2.9)) the lattice periodicity (see (I.2.10)) of
ζ
(mag)
Λ

(s,k,ω) in case of s ̸= 0 has been deployed, to carry out the integration with respect to the spatial
coordinates.

I.4.4 Fourier amplitude of the macroscopic magnetization

The ensuing calculations follow the lines indicated in appendix E.5. The Fourier amplitude of the
macroscopic magnetization is defined by (see (I.3.6))

M̃a
(
q′,ω

)
=

ˆ
R3

d3r e−iq′·rMa (r,ω) with q′ ∈CΛ−1 . (I.4.21)

Deploying the model of microscopic magnetization given by (I.1.3) and (I.1.4) with the assumption that
ΛP = Λ, one obtains

M̃a
(
q′,ω

)
=

3

∑
b=1

M

∑
j=1

∑
R∈Λ

e−iq′·(R+η( j))β
( j)
ab (ω)Bb

(
R+η

( j),ω
)
. (I.4.22)

When representing Bb
(
R+η( j),ω

)
by (I.2.27) and subsequent application of the identity (E.5.7), there

immediately follows

M̃a
(
q′,ω

)
=
(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
b,d=1

M

∑
j=1

·β ( j)
ab (ω)

[
δbd −

1
|CΛ|

3

∑
c=1

∑
G∈Λ−1

eiG·η( j)
G̃

(mag)
bc (q+G,ω) K̃(mag)

cd (G,q,ω)

]
B̃(ext)

qω,d .

(I.4.23)

Now inserting (I.2.26) yields

M̃a
(
q′,ω

)
=
(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
b,d=1

M

∑
j=1

β
( j)
ab (ω)

[
δbd −

µ0

|CΛ|

3

∑
c,e=1

M

∑
j′, j′′=1

∑
G∈Λ−1

·eiG·
(

η( j)−η( j′)
)
G̃

(mag)
bc (q+G,ω)β

( j′)
ce (ω)

[(
δ +Γ

(mag) (q,ω)
)−1
]( j′ j′′)

ed

]
B̃(ext)

qω,d , (I.4.24)
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so that with (I.4.15) and (I.2.17)

M̃a
(
q′,ω

)
=
(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
b,d=1

M

∑
j=1

β
( j)
ab (ω)

[
δbd

−
3

∑
e=1

M

∑
j′, j′′=1

Γ
(mag)( j, j′)
be (q,ω)

[(
δ +Γ

(mag) (q,ω)
)−1
]( j′ j′′)

ed

]
B̃(ext)

qω,d

=
(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
b,d=1

M

∑
j=1

β
( j)
ab (ω)

[
δbd −

M

∑
j′′=1

[
Γ
(mag) (q,ω)◦

(
δ +Γ

(mag) (q,ω)
)−1
]( j j′′)

bd

]
B̃(ext)

qω,d .

(I.4.25)

results. Applying an identity similar to (E.5.14) and utilizing (I.3.3), there finally holds

M̃a
(
q′,ω

)
=

1
µ0

(2π)3

|CΛ|
δ
(
q′−q

) 3

∑
d=1

K̃(mag)
ad (q,ω) B̃(ext)

qω,d . (I.4.26)

I.4.5 Evaluation of L (mag) for simple cubic lattices

The evaluation of L (mag) follows the lines indicated in appendix G.With the definition (I.2.13) of the
lattice sum ζ

(0)(mag)
Λ

(q,ω) and the representation of G̃
(mag)
ab (q,ω) by its Fourier integral

G̃
(mag)
ab (q,ω) =

ˆ
R3

d3r e−iq·rG
(mag)
ab (r,ω)

=

ˆ
R3

d3r e−iq·r (Gab (r,ω)−δabTr [G(r,ω)]) , (I.4.27)

the cartesian components of L (mag) defined in (I.3.18) can initially be written for arbitrary Bravais
lattices as (compare with (G.1.5))

L
(mag)

ab = |CΛ| lim
ω→0

lim
|q|→0

(
∑

R∈Λ\{0}
e−iq·R (Gab (R,ω)−δabTr [G(R,ω)])

− 1
|CΛ|

ˆ
R3

d3r e−iq·r (Gab (r,ω)−δabTr [G(r,ω)])

)

= |CΛ| ∑
R∈Λ\{0}

(
Π

(L)
ab (R)−δabTr

[
Π

(L) (R)
])

−
ˆ
R3

d3r
(

Π
(L)
ab (r)−δabTr

[
Π

(L) (r)
])

.

(I.4.28)
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In the special case of a simple cubic crystal it has been shown in appendix G, that

∑
R∈Λ\{0}

Π
(L)
ab (R) = 0 ∀a,b ∈ {1,2,3} (I.4.29)

ˆ
R3

d3r Π
(L)
ab (r) =

1
3

δab (I.4.30)

holds, so that from (I.4.28)

L
(mag)

ab =
2
3

δab (I.4.31)

can readily be deduced. As a corollary one obtains

lim
ω→0

lim
|q|→0

G̃
(mag)
ab (q,ω) =−2

3
δab. (I.4.32)
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