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I appreciated the effort that the moonlight had made to reach me. It had left the sun at around 186000 miles per second, and had then proceeded through space for eight minutes, or ninety-three million miles, and had then upped off the moon's surface and proceeded through space for another 1.3 seconds or 240000 miles, before pushing through troposphere, stratosphere and atmosphere, and descending on me: trillions of lunar photons pelting on to my face and the snow about me, giving me an eyeful of silver, and helping my moon-shadow to dance.

Robert Macfarlane, The Wild Places


#### Abstract

The High Energy Stereoscopic System (H.E.S.S.) is a hybrid system of five Imaging Atmospheric Cherenkov Telescopes of two different types designed to detect very high energy $\gamma$-rays with energies from tens of GeV to tens of TeV . One key component of the telescopes are the reflective dishes with mirror areas of $614 \mathrm{~m}^{2}$ for the large size telescope CT5 and $108 \mathrm{~m}^{2}$ for the medium size telescopes CT1-4 consisting of a large number of mirror segments. The first part of these thesis deals with the alignment of the telescopes. The initial alignment of the larger telescope CT5 has been studied in this work, resolving a problem with the monitoring of the quality of the alignment. After improving the system, a new alignment was done and the possibility of using a fast re-pointing for transient sources from a mirror alignment perspective was investigated and successfully commissioned. Continuous support for the alignment system was provided, including a long-term monitoring system of the stability of the alignment and a new alignment of CT3 after a mirror exchange. The second part of the thesis covers a study of new supernova remnants (SNR $\beta$ ) discovered at TeV energies. The large field of view of H.E.S.S. is well suited for survey observations and very extended sources. Based on the H.E.S.S. Galactic plane survey (HGPS), for the first time, very high energy (VHE) $\gamma$-ray sources were selected as supernova remnant (SNR) candidates solely based on VHE $\gamma$-ray observations. The three SNR candidates HESS J1534-571, HESS J1614-518 and HESS J1912+101 were studied in detail including available multi-wavelength information. HESS J1534-571 was associated with a SNR candidate in the radio band and therefore classified as SNR Possible emission scenarios were investigated even though the results remain inconclusive for the time being. The thesis has been concluded with a study of the nova V 5668 Sgr at TeV energies. The discovery of emission from classical novae in the GeV band with the Large Area Telescope on the Fermi Gamma Ray Space Telescope Spacecraft (Fermi-LAT) triggered an increased activity of H.E.S.S. to observe bright or in the GeV band detected novae. The nova V 5668 Sgr was the first nova observed with the newer telescope CT5 optimized for low energy observations. The source was not detected with H.E.S.S., but based on the detection with Fermi-LAT and the upper limits derived from the H.E.S.S. data, the hadronic component of an emission model was constraint.


## Kurzzusammenfassung

Das High Energy Stereoscopic System (H.E.S.S.) ist ein System aus fünf abbildendenden atmosphärischen Cherenkov-Teleskopen, gebaut, um $\gamma$-Strahlung bei höchsten Energien von einigen zehn GeV bis zu einigen zehn TeV zu messen. Ein Schlüsselsystem der Teleskope ist der Hauptspiegel mit einer Fläche von $614 \mathrm{~m}^{2}$ für das größere Teleskop CT5 beziehungsweise $108 \mathrm{~m}^{2}$ für CT1-4, der aus vielen einzelnen Spiegelsegmenten besteht. Die erste Spiegelausrichtung von CT5 wurde untersucht. Dabei wurde ein Problem mit Überwachung der Qualität der Spiegelausrichtung gefunden und behoben. Das System für die Spiegelausrichtung wurde verbessert und eine neue Spiegelausrichtungskampagne durchgeführt. Die Möglichkeit einer schnellen Neupositionierung des Teleskops für transiente Quellen wurde untersucht und erfolgreich in Betrieb genommen. Fortdauernde Unterstützung, einschließlich die Überwachung der Qualität der Ausrichtung und einer Spiegelausrichtungskampagne für CT3 wurde geleistet. Der zweite der Teil der Arbeit beschäftig sich mit einer Studie von Kandidaten für Supernovaüberreste, die im TeV-Energieband entdeckt wurden. Das große Gesichtsfeld von H.E.S.S. eignet sich gut für eine Vermessung großer Himmelsregionen und ausgedehnter Quellen. Basierend auf der H.E.S.S. Galactic plane survey (HGPS), einer Vermessung weiter Teile der galaktischen Ebene, wurden zum ersten Mal Kandidaten für Supernovaüberreste allein anhand von Beobachtungen im TeV-Band ausgewählt. Die drei Supernovaüberrestkandidaten HESS J1534-571, HESS J1614-518 und HESS J1912+101 wurden detailliert untersucht, inklusive Daten anderer Frequenzbänder. Der Supernovaüberrestkandidat HESS J1534-571 konnte mit einem Kandidaten aus dem Radioband assoziiert werden, was zu einer Klassifizierung als Supernovaüberrest führte. Die Arbeit wird mit einer Studie der Nova V 5668 Sgr im TeV-Energieband abgeschlossen. Die Entdeckung hochenergetischer $\gamma$-Strahlung von galaktischen Novae mit dem Large Area Telescope on the Fermi Gamma Ray Space Telescope Spacecraft (Fermi$L A T$ ) führte zu einem verstärkten Interesse, diese Quellen auch mit H.E.S.S. zu beobachten. Die Nova V 5668 Sgr ist die erste Nova, die sowohl mit dem neueren Teleskop CT5, optimiert für niedrige Energien, als auch mit Fermi-LAT beobachtet wurde. Die Quelle wurde mit H.E.S.S. nicht nachgewiesen, aber zusammen mit den Daten von Fermi-LAT wurde eine Grenze für eine hadronische Komponente eines Emissionsmodels abgeleitet.
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## 1 Introduction

In 1912 two scientists, Victor Hess and Domenico Pacini, investigated the origin of ionizing radiation on Earth. Whereas Victor Hess measured the amount of radiation for different altitudes using balloon flights, Domenico Pacini submerged a similar detector in the water of the Bay of Livorno. Hess measured a rise of the radiation level by a factor of two at five kilometers above see level. Pacini's result showed the opposite, the radiation level sank significantly under water (Pacini, 1912). Both of them concluded correctly that the source of the radiation can not be on Earth, but must have extraterrestrial origin. For this discovery, Victor Hess was awarded the Nobel prize in 1936

Since then the study of cosmic rays became a very active field in science, for example to study newly discovered particles like the positron (Anderson, 1933). Though many theories on the origin of cosmic rays were proposed, the nature of the sources stayed mainly unknown because the charged particles of the cosmic rays are deflected on their way to Earth by magnetic fields, especially the Galactic magnetic field. Observations of very high energy (VHE) $\gamma$-ray emission from astrophysical objects opened up a new window to understand the acceleration process of charged particles that arrive on Earth as cosmic rays. This work was one of the objectives of the High Energy Stereoscopic System (H.E.S.S.) collaboration and covers a broad range of topics ranging from instrumentation to the analysis and interpretation of different source classes.

Chapter 2 contains a summary of the current knowledge about cosmic rays in general and about the acceleration processes and potential sources of cosmic rays. Energetic charged particles can produce $\gamma$-rays close to the acceleration sites. The emission processes are described in section 2.2.

The High Energy Stereoscopic System (H.E.S.S.) (Aharonian et al., 2006b) was used as the primary instrument in this thesis for studying $\gamma$-rays from possible cosmic ray accelerators. It is a system of five Imaging Atmospheric Cherenkov Telescopes (IACT;) sensitive to photons in the broad energy band from 30 GeV to 100 TeV . A detailed description of IACT in general and the H.E.S.S. in particular can be found in chapter 3.

[^0]One main component of IACTs is the reflector. These reflectors consist of up to several hundred mirror segments that need to be aligned precisely.

One part of the work deals with the continuous support of the Institut für Astronomie und Astrophysik Tübingen (IAAT) for the MACSII including hardware and software maintenance, monitoring of the precision of the alignment, detailed measurements for the instrument simulation, and the adjustment of mirror segments. A new alignment of all 876 mirror segments of the largest, fifth telescope turned out to be necessary. In preparation to that, improvements to the existing alignment system were implemented. The result of the alignment was verified and a long term monitoring of the hardware status and the optical properties was established and is still underway. In chapter 4 the technical details of the mirror alignment and control system (MACS) are described. Furthermore, the improvements implemented for the re-alignment and the results of the alignment campaign are presented. The mirror segments are not protected against rain, high humidity, dirt or the sun. As a result, the reflectance is degrading over the years which directly impacts the performance of the telescopes. For one of the four 12 m telescopes, maintenance of the alignment system, a mirror exchange and a full alignment of 381 mirror segments was planned and carried out to restore the efficiency of the telescope.

For observations of gamma-ray bursts (GRB), a fast re-pointing of the telescope is desirable. Gamma-ray bursts are transient phenomenon lasting only for a very short time. To minimize the angular distance to the observation position of a prompt GRB alert, the 28 m telescope CT5 of H.E.S.S. is exceeding the normal mode elevation range of $0^{\circ}$ to $90^{\circ}$. The telescope moves through zenith on the target using the fastest and shortest way. This so called reverse mode has an impact on the optical psff of the telescope. The impact of the reverse mode was studied in detail, and is reported in this thesis.

This work does not exclusively focus on instrumental activities. A large fraction of it is devoted to data analysis and data interpretation. Supernova remnants are proposed to be one of the main sources of Galactic cosmic rays (CR). The shock fronts formed by the expanding gas from the supernova explosion are efficiently accelerating charged particles to very high energy. The number of supernova remnants (SNR $k$ ) detected at VHE $\gamma$-ray is limited. Based on the nine years long H.E.S.S. Galactic plane survey (HGPS), a systematic search for SNR $\beta$ based on their shell like appearance was done. With this approach four candidates were identified. These four sources were analyzed with data selection and analysis cuts optimized for the individual sources. A detailed morphology study revealed that three of these sources have a significant shell morphology and are therefore classified as SNR candidates. Two of these sources have no further indication
supporting the SNR scenario, but for one source, HESS J1534+57, a SNR candidate in the radio Molonglo Galactic Plane Survey 2nd Epoch (MGPS-2) has been identified. Therefore, HESS J1534+571 is classified as SNR The analysis is described in detail in chapter 5 . Furthermore, the sources are put in a multi-wavelength (MWL) context ranging from radio to GeV -energies.

The H.E.S.S. is dedicating one fourth of its observation time to targets of opportunity (ToO) observations. Targets of opportunity are sources visible to the observatory, but not part of the observation schedule. Reasons to observe outside the schedule can be sudden changes of the properties of a source, or a transient phenomenona, for example, GRB. One of the source classes the H.E.S.S. is triggering on are Galactic nova explosions. The Large Area Telescope of the Fermi Gamma-ray Space Telescope detected Galactic novae at GeV energies. The sources show a hard spectrum without a significant cut off, and they are active for up to three weeks. Many models were proposed to explain the emission seen, some predicting significant emission at VHEs. So far no VHE emission has been discovered. In chapter 6a description of the observation of the nova Sgr 2015 No. 2 is given in addition to details on the analysis performed to derive upper limits. Assuming a specific model, the ratio of luminosity stemming from proton interaction to the luminosity from leptonic emission has been constrained as well as an estimation of the required observation time needed to further constrain the emission processes of this source class.

## 2 Scientific Background

### 2.1 Introduction to Cosmic Rays

The discovery of CRs established by Victor Hess posed a major task for both theoreticians and observers. Sources can not be identified directly by observing CR because these particles are deflected in the intervening magnetic fields. Only indirect measurements are possible. One approach is to measure the spectrum in great detail. The idea is to distinguish different acceleration processes by analyzing features in the CR energy spectrum. Another approach is based on measuring at the composition of particles. An alternative way to study the origin of cosmic rays is to look at the properties of non-thermal electromagnetic radiation ranging from radio to VHE $\gamma$-rays. In this section the current knowledge about the CR spectrum, the dominant acceleration process, and the accelerators are discussed.

### 2.1.1 The Cosmic Ray Spectrum

The term cosmic rays (CR $k$ ) refers to massive energetic particles. The use of "ray" is misleading in this context, but the term is motivated historically. Most abundant in CR $\delta$ are protons and heavier nuclei. They account for about $98 \%$ of the particles. About $87 \%$ of these hadronic particles are protons. A much smaller fraction consists of electrons, positrons and antiprotons. A measurement of the $\overline{C R}$ abundances is presented in Longair (2011). The measured CR spectrum ranges over eleven decades in energy and over ten decades in flux continuously dropping with increasing energy. Figure 2.1 shows the cosmic ray energy spectrum as measured with various experiments from a few GeV to $1 \times 10^{11} \mathrm{GeV}$. For comparison, the energy reach in the center of mass for particle colliders like the large hadron collider ( $\overline{\mathrm{LHC}}$ ) is shown. At lowest energies the Galactic CR $\beta$ are cutting off due to the magnetic field of the Earth. The flux is modulated with the solar activity. Low energy CR diffuse toward Earth from interstellar space through the outflowing solar wind. The flux at these energies is higher for low solar activity because greater solar activity leads to greater disturbances in the interplanetary magnetic field which hinders the propagation of the particles (Longair, 2011). Another
population of particles is accelerated by the sun. Usually they are referred to as Solar Energetic Particles (SEPs) to differentiate them from CR $\gamma$. Protons can reach GeV energies (Reames, 2013). The source of CR ; with lower energy is believed to be Galactic. Above the regime of the solar modulation, the spectrum is well described by a power law:

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} E} \propto E^{-\Gamma} \tag{2.1}
\end{equation*}
$$

with an index of $\Gamma=2.7$ (Longair, 2011). This is compatible with the idea of an acceleration at a shock front inside astrophysical sources like SNRF. At roughly 1 PeV the spectrum becomes softer while the composition changes to heavier nuclei. This feature is called "the knee". The acceleration process is thought to change in this energy range. It is possible that the majority of the sources is no longer able to confine CR; with low mass at these energies and thus cannot further accelerate them, whereas ions with higher mass can still be accelerated. Starting from the knee to higher energies, there is an indication of a second knee at $E \sim 1 \times 10^{18} \mathrm{eV}$. This feature is believed to originate from the maximum energy to which iron is accelerated in Galactic sources.

Figure 2.2 shows the cosmic ray spectrum in flux times the cubic energy. The features in the spectrum are much more pronounced. Assuming strong magnetic fields in super nova shock waves, the simulated energy spectra for different species of particles from protons to iron is shown as well. The superposition of these spectra accounts for the measured one including the first and second knee (Longair, 2011). A clear hardening of the spectrum at around $1 \times 10^{19} \mathrm{eV}$ is visible in both figures. This region is referred to as the overlap region between Galactic and extra Galactic CR $\delta$ which dominate at energies larger than $1 \times 10^{18} \mathrm{eV}$ (Gaisser, 2017). Greisen, Zatsepin, and Kuzmin described a process in which particles with energies larger than $5 \times 10^{19} \mathrm{eV}$ interact with photons of the cosmic microwave background (CMB) and lose energy in the process therefore predicting a cut-off in the spectrum at around this energy if the primary particles are protons. Heavier nuclei may reach higher energies (Zatsepin \& Kuz'min, 1966 Greisen, 1966; Longair, 2011).

### 2.1.2 Acceleration Processes

The acceleration processes need to reproduce the observed CR spectrum and therefore follow a power-law energy spectrum. The index of this energy spectrum $\Gamma$ should be in the range of 2 to 3 to account for the observed index of $\Gamma \sim 2.7$. The energies achieved by these processes should be at least $1 \times 10^{20} \mathrm{eV}$ to account for the highest energy CR observed by the Auger Observatory (Abraham et al. 2004) and the Telescope


Figure 2.1: Cosmic ray spectrum: Measurements of the CR spectrum from a few GeV to $1 \times 10^{11} \mathrm{GeV}$ measured by various experiments. For comparison the energy of some particle colliders is indicated with a red arrow. Visible are the "knee" at 1 PeV where the spectrum becomes softer because the acceleration process in Galactic sources changes, and the "ankle" at $1 \times 10^{19} \mathrm{eV}$ where the spectrum becomes harder because a new component, supposedly of extra Galactic origin, is visible (Fig. 2.1 of Gaisser et al., 2016).

Array project Abu-Zayyad et al., 2012). First attempts to describe a process fulfilling these requirements were done by Fermi (1949) assuming shock acceleration of charged particles. Nowadays, the dominant process is believed to be diffusive shock acceleration (see section 2.1.2.1 building up on Fermi's idea. One shortcoming of this theory is the quite complicated explanation of energies above $1 \times 10^{18} \mathrm{eV}$, where additional factors need to be taken into account, for example an amplification of the magnetic flux density due to a number of possible streaming instabilities. For details refer to Longair (2011).

### 2.1.2.1 Diffusive Shock Acceleration

This section is based on the description of Longair (2011). Diffuse shock acceleration DSA is taking place in the vicinity of strong shocks and the gain in energy of the particle


Figure 2.2: Cosmic ray spectrum: Measurements of the cosmic ray spectrum in flux times the cubic energy. The features in the spectrum are much more pronounced. Assuming strong magnetic fields in super nova shock waves, the superposition of energy spectra from particles with different mass could account for the measured total energy spectrum including the two softening in the spectra, the so called first and second knee (Fig. 17.9 of Longair, 2011).
comes from the shock velocity. A strong shock is characterized by a nearly discontinuous change in density, temperature, and pressure in a medium moving with supersonic speed. The accelerated particle gains energy passing through the shock regardless of whether it is in the upstream (in front of the shock front) or downstream (behind the shock front) region, because in the rest frame of either region, the gas of the other region is moving towards the particle with a velocity of $\frac{3}{4} U$, where $U$ is the velocity of the shock front through the medium. In a fully ionized or monotonic gas, the ratio of the heat capacity is $\gamma=\frac{5}{3}$. For a strong shock, the shock front is described with a compression factor (upstream over downstream density) of $\frac{\rho_{2}}{\rho_{1}} \approx \frac{\gamma+1}{\gamma-1}=4$. In the rest frame of the shock, from the equation of continuity:

$$
\begin{equation*}
\rho_{1} v_{1}=\rho_{2} v_{2} \tag{2.2}
\end{equation*}
$$

the velocity of the gas in the downstream region is $v_{2}=\frac{1}{4}$ of the velocity in the upstream region $v_{1}$. Now, considering a particle from the upstream region in the rest frame of the upstream region, the particle gains energy because the shock is approaching with a velocity of $\frac{3}{4} U$. It is then scattered losing the original direction. Therefore, one particle can make multiple shock front crossings. When moving to the rest frame of the downstream region the picture is exactly the same. Again the shock front is approaching
a particle of the downstream region with a velocity of $\frac{3}{4} U$ (see figure 2.3). It can be shown that the average gain in energy for each crossing is:

$$
\begin{equation*}
\left\langle\frac{\Delta E}{E}\right\rangle=\frac{2}{3} \frac{V}{c} \tag{2.3}
\end{equation*}
$$

where $V=\frac{3}{4} U$ is the velocity of the gas approaching the particle in the rest frame of the up- or downstream region. In the rest frame of either region, the high energy particles are fully isotropic. When passing through the shock, the particles scatter randomly with irregularities of the magnetic fields caused by streaming instabilities or turbulent motions on either side of the shock. Therefore, because in the rest frame of each region an isotropic population is present, the shock is approaching both regions with the same velocity and the movement becomes isotropic again when passing through the shock, a particle gains a small amount of energy $\Delta E$ each time. The acceleration of the particles is only limited by the time the particles remain in the vicinity of the shock. Using the probability $P$ that the particle remains in the region of the front, and with the energy gain $\beta=\frac{E}{E_{0}}$ after a collision, the spectrum of a population of mono energetic particles after undergoing diffusive shock acceleration (DSA) results to be proportional to a power law:

$$
\begin{equation*}
N(E) \mathrm{d} E \propto E^{-1+\frac{\ln P}{\ln \beta}} \mathrm{~d} E . \tag{2.4}
\end{equation*}
$$

Furthermore, for a strong shock the fraction of the natural logarithm of the probability to the efficiency is $\frac{\ln P}{\ln \beta}=-1$. In conclusion, the resulting energy spectrum of particles in the vicinity of a strong shock not only follows a power law, but the index is also of the order of $\Gamma=2$. This fulfills both properties of the observed spectrum of CR/s.

The question remains, which maximum energies can be achieved by the process. This depends on the time the particle spends in the vicinity of the shock and is given by the size of the accelerating region and the strength of the magnetic fields. A more detailed discussion can be found in the next section.

### 2.1.2.2 Accelerators

The conditions of DSA are fulfilled by many astrophysical objects. To explain the observed CR spectrum, the following question remains: Which are the the sources that can reach very high energies of the order of $1 \times 10^{15} \mathrm{eV}$ for protons for Galactic accelerators and energies up to $1 \times 10^{20} \mathrm{eV}$ for extragalactic accelerators. The energies


Figure 2.3: Diffusive shock acceleration: The plot on the left shows the gas in the upstream region moving with the velocity $U$ and in the downstream region with the velocity $\frac{1}{4} U$. This is the case for the rest frame of the shock front and for a ratio of the heat capacity of $\gamma=\frac{5}{3}$. The plot in the middle and on the right shows the same scenario in the rest frame of the up- and the downstream region. In both cases a particle from the region in the rest frame sees the gas approaching with a velocity of $\frac{3}{4} U$. When passing through the shock front and scattered back, the particle gains the energy $\Delta E$ (Funk, 2005).
achievable by the process are limited by the time the particles stay within the object. This is constrained by the gyroradius (or Lamour radius):

$$
\begin{equation*}
r_{\mathrm{g}}=\frac{\gamma m c^{2}}{q e B} . \tag{2.5}
\end{equation*}
$$

It has to be smaller than the physical size of the accelerator. Here, $m, q$ and $\gamma$ are mass, charge and Lorentz factor of the particle, $c$ the speed of light and $B$ the strength of the magnetic field. Therefore, the maximum energy $E_{\max }$ depends on the charge of the particle $Z e$, the velocity $\beta c$, the magnetic field $B$, and the size $L$ of the accelerator (Hillas, 1984):

$$
\begin{equation*}
E_{\max }=Z e \beta c B L \tag{2.6}
\end{equation*}
$$

Following this argument, heavier ions can be accelerated to higher energies by the same source, which is consistent with an expected change in abundances at energies above $1 \times 10^{15} \mathrm{eV}$.

Based on Hillas (1984), a plot can be created in which the strength of the magnetic field of different sources is plotted over their size. Since the maximum energy reach in sources only depends on these two parameters, a line can be drawn for specific energies and mass of the ion. This is done in figure 2.4 for a proton with $1 \times 10^{20} \mathrm{eV}$, and $1 \times 10^{21} \mathrm{eV}$ respectively as well as for iron with an energy of $1 \times 10^{20} \mathrm{eV}$. Sources that lie above the corresponding line can produce particles with these energies. SNR $\beta$ lie well below all
three lines. They are prime candidates for the bulk of Galactic CR from GeV to PeV in energy. This observation is consistent with the change in shape of the CR spectrum at the first "knee". Energies of $1 \times 10^{15} \mathrm{eV}$ can be reached in SNRs.


Figure 2.4: Accelerators in the context of maximum energy: The plot shows the size and strength of the magnetic fields for a number of astrophysical sources. This is put into context to the maximum energy reach by an accelerator following Hillas (1984) (see also equation 2.6). The lines show the constraints to accelerate a proton to $1 \times 10^{20} \mathrm{eV}$, and $1 \times 10^{21} \mathrm{eV}$ respectively and for iron to reach an energy of $1 \times 10^{20} \mathrm{eV}$. Sources that lie above these lines can accelerate particles to this energy. The plot is taken from Fraschetti (2008).

For CR ; with the highest energies the probable origin lies in active galactic nuclei, clusters of galaxies and GRB, (Longair, 2011). Detecting $\gamma$-rays from GRB with H.E.S.S. is one key science topic of the experiment. The observation program is discussed in section 4.8 in the context of the optical properties of CT5 in the fast tracking mode including exceeding the elevation limit of $90^{\circ}$.

### 2.2 Measuring the Origin of Cosmic Rays and an Introduction to $\gamma$-ray Emission Processes

Cosmic rays consist of charged particles, mainly protons and heavier nuclei, but also electrons and positrons. The Galactic magnetic field, although weak, deflects the particles on their way to Earth. Therefore, when observing $\overline{C R} b$, the origin remains unknown, however a lot of conclusions can be drawn on the spectrum and composition. One exception are CR above $1 \times 10^{19} \mathrm{eV}$ for which the deflection should be small. A search for anisotropy and a correlation with active Galactic nuclei (AGN) was done by the Pierre Auger observatory with no evidence of either to be found (Aab et al., 2015). Whether this is related to the fact that the deflection is stronger, that more sources are actually reaching energies of this order or whether the statistics is too low, is unclear. With Pierre Auger observatory being already the largest ground based detector for CR a new space approach was investigated since the 1990s and led to the JEM-EUSO mission (Adams et al., 2015; Gottschall, 2013). Apart from a homogeneous exposure over the entire sky, the space appraoch also offers an exposure for CR at extreme energies that is several times larger compared to the existing ground based experiments.

Another channel of observation are neutrino detectors like IceCube (Aartsen et al. 2016). The decay of charged pions produced in the interaction of very energetic protons produces neutrinos with extreme energies. See for example Schüssler et al. (2017). A search for electromagnetic counterparts for high energy neutrinos with H.E.S.S. is ongoing.

With the detection of gravitational waves in 2015 (Abbott et al. 2016), a new window for astrophysics has been opened. The first event measured was a black hole merger without a detected electromagnetic counterpart, but it only took another two years for the detection of a neutron star merger, coinciding with the detection of a GRB by the Fermi and Integral satellites (Goldstein et al. 2017; Savchenko et al., 2017), and afterglows in various wavebands (Abbott et al. 2017). Although the H.E.S.S. experiment was the first observatory on Earth that observed the final position of the neutron star merger, the event was not detected in the energy range of H.E.S.S. Neutron star mergers are possible sources of CR $\beta$ with the highest observed energies. The precises measurements of the masses and the orbit before the merger and the mass of the final object together with a potential detection of $\mathrm{TeV} \gamma$-ray would help to test and constrain the acceleration models for Ultra High Energy Cosmic Rays (UHECR $k$ ) in neutron star mergers.

Another possibility to observe the acceleration site is to search for high energy and very high energy $\gamma$-rays, since CR $;$ produce $\gamma$-rays at the acceleration site via inverse
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Compton scattering, Bremsstrahlung or neutral pion decay. This is discussed in the following sections.

### 2.2.1 Emission Mechanisms

The accelerated CRs undergo cooling through a number of processes in which the particles lose energy, and some of which lead to the production of VHE $\gamma$-rays. Therefore, a population of high energy CR $s$ is observable in the VHE regime (Longair, 2011).

For leptonic particles, the dominant cooling processes producing VHE $\gamma$-rays are Bremsstrahlung, synchrotron radiation, and inverse Compton scattering, whereas for hadronic particles, VHE $\gamma$-rays are produced in the decay of neutral pions produced from collisions of CRs.

### 2.2.1.1 Bremsstrahlung

An electron accelerated or decelerated by an electrostatic field of an atomic nucleus produces electromagnetic radiation. Since it is usually a deceleration in which the electron looses energy towards the radiations, this process is called Bremsstrahlung. Above a critical energy of $E \approx 250 \mathrm{MeV}$ in hydrogen gas, this process becomes dominant over energy losses by ionization. For typical environments Bremsstrahlung is relevant for high energy (HE) $\gamma$-ray production up to GeV energies, but at VHE the process is dominated by inverse Compton scattering (Longair, 2011).

### 2.2.1.2 Synchrotron Radiation

An electron moving relativistically in a magnetic field is subject to a force perpendicular to the field lines, which induces a circular movement around these lines. The circular movement is connected to an acceleration which is emitting linearly polarized electromagnetic radiation in the plane of motion. The lifetime of electrons losing energy through synchrotron radiation is much shorter than the lifetime of astrophysical objects emitting this kind of radiation, for example the Crab Nebula. The average energy loss rate is given by:

$$
\begin{equation*}
-\left(\frac{\mathrm{d} E}{\mathrm{~d} t}\right)=\frac{4}{3} \sigma_{\mathrm{T}} c U_{\mathrm{mag}}\left(\frac{v^{2}}{c^{2}}\right) \gamma^{2} \tag{2.7}
\end{equation*}
$$

with the Thompson cross section $\sigma_{\mathrm{T}}$, the speed of light $c$, the energy density of the ambient magnetic field $U_{\mathrm{mag}}=B^{2} / 2 \mu_{0}$ and the Lorentz factor of the electron $\gamma$. Therefore, the lifetime of electrons losing energy by synchrotron radiation highly depends on the strength of the magnetic field $B$ :

$$
\begin{equation*}
t_{\mathrm{S}}=\frac{E}{-\mathrm{d} E / \mathrm{d} t} \propto B^{-2} E^{-1} \tag{2.8}
\end{equation*}
$$

Therefore, in pulsar wind nebula (PWN) a continuous acceleration of particles needs to take place (Longair, 2011). The energy of the radiation depends on the strength of the magnetic field and on the energy of the electron. For a magnetic field of $5 \mu \mathrm{G}$ and an electron with 100 TeV , synchrotron radiation of 1 keV is produced (Aharonian et al., 1997). Synchrotron emission is mentioned here because it is a relevant cooling process for electrons producing VHE $\gamma$-rays, therefore happening at the same time, and the emission is accessible through observations in other energy bands.

### 2.2.1.3 Inverse Compton Scattering

The process of a photon scattered by an electron, where the wavelength of the photon is much smaller than the size of an atom, is called Compton scattering. In that process the photon loses energy which the electron gains. Inverse Compton scattering is the inverse process where an electron scatters with a photon and the photon gains energy. In astrophysical objects this is the case when electrons with very high energies scatter with the ambient photon field which can also be the $\overline{C M B}$ In the process the photons can gain energy up to a level that makes them VHE $\gamma$-rays. The relevant total cross section is given by:

$$
\begin{equation*}
\sigma_{\mathrm{IC}}=\frac{3 \sigma_{\mathrm{T}}}{8 \epsilon}\left[\left(1-\frac{2(\epsilon+1)}{\epsilon^{2}}\right) \ln (2 \epsilon+1)+\frac{1}{2}+\frac{4}{\epsilon}-\frac{1}{2(2 \epsilon+1)^{2}}\right] \tag{2.9}
\end{equation*}
$$

where $\epsilon=\frac{h \nu}{m_{e} c^{2}}$ and $m_{e} c^{2}$ is the energy of the electron in its rest frame Aharonian et al., 2013).

Two approximations can be made, first for non-relativistic energies $(\epsilon \ll 1)$, where the photon energy $h \nu$ is much smaller than the electron rest mass energy. In this case the inverse compton cross section approaches the Thomson cross section.

Here, the second, highly relativistic case is more relevant. The energy transfer is no longer continuous, but the electron loses a significant part of its energy with one interaction. The cross section can be approximated for $\epsilon \gg 1$ to

$$
\begin{equation*}
\sigma_{\mathrm{IC}} \approx \frac{3}{8} \sigma_{\mathrm{T}} \frac{\ln (4 \epsilon)}{\epsilon} \tag{2.10}
\end{equation*}
$$

This approximation is called Klein-Nishina regime (Longair, 2011).
Assuming mono energetic 100 TeV electrons and the CMB as the target photon field, the resulting photons have an energy of 30 TeV , well inside the VHE $\gamma$-ray energy range (Aharonian et al., 1997). From this example and the example in Sect. 2.2.1.2 it becomes clear that both processes, synchrotron emission and inverse compton scattering, are happening in parallel. The ratio in flux of synchrotron and inverse compton photons depends on the magnetic field:

$$
\begin{equation*}
\frac{F_{\mathrm{IC}}}{F_{\mathrm{S}}} \simeq 0.1 B^{-2}\left(10^{-5} \mathrm{G}\right) \tag{2.11}
\end{equation*}
$$

For VHE $\gamma$-ray sources whose emission is dominated by inverse Compton emission, a synchrotron emission component is expected at lower energies. For this work, a direct implication is the search for MWL counterparts at lower energies for the detected SNR candidates (see chapter 5). Nevertheless, the emission of a potential counterpart could also be dominated by other emission processes.

### 2.2.1.4 Neutral Pion Decay

Neutral pions mainly decay to two $\gamma$-rays:

$$
\begin{equation*}
\pi_{0} \rightarrow \gamma+\gamma \tag{2.12}
\end{equation*}
$$

The lifetime of this process is very short $\left(8.4 \times 10^{-17} \mathrm{~s}\right)$. Pions are produced by interaction of hadronic particles, like proton-proton collisions. For the production of neutral pions a minimum kinetic energy of $E_{\text {thres }} \approx 300 \mathrm{MeV}$ is necessary. In addition, charged pions are also produced, but they decay dominantly into neutrinos and muons via weak interaction. Therefore, the lifetime for charged pions is larger. The rest mass of the neutral pion is $135 \mathrm{MeV} / \mathrm{c}^{2}$ which is also the energy budget of the result photons, but the accelerated relativistically moving protons create energetically moving neutral pions. The resulting $\gamma$-rays are in the VHE regime if the energy of the underlying particle distribution is sufficient (Kelner et al., 2006).

This process is characterized by two features compared to the leptonic case. First, in the rest frame of the pion, the energies of the photons are well defined and then washed out by the direction of the photons. Hence, if the hadronic case is the dominating
emission process, the so called "pion bump" is visible in the spectral energy distribution at the GeV to TeV range Ackermann et al., 2013). Secondly, since the cooling via collision takes longer than leptonic cooling via synchrotron emission or inverse compton scattering, this emission can still take place although the accelerator itself is no longer active. The protons can also diffuse into the interstellar medium (ISM) and can interact with molecular clouds (Aharonian et al. 2008c).

### 2.2.2 Summary

Understanding the production of CR has many important implications on understanding properties of different source classes. It also helps to understand the fundamental measurement of CR flux on Earth. From the measurement of $C R$, only limited conclusions on the origin of the particles can be drawn because the direction information of CR $k$ is lost. One method to study accelerators of CR $\sqrt{ }$ is via electromagnetic emission produced by the $\widehat{C R} \beta$ at the production site. This is achieved by instruments sensitive in the GeV to TeV range like H.E.S.S. and is described in more detail in the next chapter. Being able to distinguish emissions from hadronic particles from leptonic emissions is the main challenge in the interpretation of VHE $\gamma$-rays. At these energies mainly hadrons contribute to the CR flux on Earth because leptons are cooling very efficiently on their way towards earth. Unfortunately, the VHE data alone are not very constraining due to the similar spectral features of inverse Compton emission (leptonic scenario) and emission for the decay of neutral pions (hadronic scenario). Therefore, data at TeV energies have to be studied in the context of observations at HE $\gamma$-rays to detect the signature of the "pion bump". Hence, HE refers to an energy range of MeV to GeV . A typical instrument in this range is the Fermi-LAT (Atwood et al., 2009). Furthermore, adding observations in the radio or X-ray band helps to identify the underlying particle population by constraining or detecting the synchrotron emission signature from the leptonic scenario. Also searching for the target material for a hadronic scenario, mainly dense gas clouds, is essential. These clouds are detected by observing line emission in the radio band.

In chapter 5 this approach is followed to investigate potential SNR candidates, the prime candidates for producing the bulk of Galactic CRb. The sources are identified as SNR candidates in the VHE band, but studied in great detail also at other wavelengths.

# 3 The Imaging Atmospheric Cherenkov Technique 

### 3.1 Introduction

Imaging Atmospheric Cherenkov Telescopes (IACTs) are instruments used to observe extended air showers generated by primary energetic particles. Although IACT; are used to study cosmic rays as well, their primary goal is $\gamma$-ray observations in the energy range from tens of GeV to tens of TeV . The atmosphere is only transparent to optical light and in the radio band. In other wavebands, for example in X-rays, formerly rockets and balloons were used, and later satellites Santangelo \& Madonia, 2014; Arnaud et al. 2011). The atmosphere is not the only problem when trying to observe VHE photons directly on ground, also the flux is very low. According to DSA (Sect. 2.1.2.1) the number of produced CR is dropping with a power of -2 to -3 . Therefore, the flux of $\gamma$-rays is dropping as well. The limited collection area of satellites puts a limit to the achievable exposure to $\gamma$-rays at GeV to TeV energies. In 1958 Jelley proposed to study CR $\sqrt{ }$ and $\gamma$-rays from the Cherenkov light produced by extended air showers (EASk) which in turn are induced by primary particles or photons. In this case, the atmosphere itself is the active detector medium. It took a long time to be able to detect an astrophysical source with this method of observation. The first detected source with high confidence was the Crab Nebula observed by the Whipple 10 m telescope in 1989 (Weekes et al., 1989). For a brief history of the field see Mirzoyan (2014). Over the next 28 years many discoveries were made using this technique. In the following section an overview of the physical processes relevant for the detection method and the detector principle are given with a focus on H.E.S.S.

### 3.2 Extended Air Showers

When a CR or a $\gamma$-ray with energies larger than a few GeV enters the atmosphere of the Earth, an EAS is created. Such a shower consists of a cascade of particles that collide, scatter and decay. These showers appear in two different forms, depending on
the primary particle. A so called hadronic shower is initiated by a charged hadron, in most cases a proton. An electromagnetic shower is initiated by a lepton or a photon. Hadronic showers are dominant and their arrival directions are isotropically distributed whereas electromagnetic showers can reveal details about their sources if the primary particle is a photon. The next two sections present a summary of how these showers start and develop (Longair, 2011).


Figure 3.1: Extended air shower development according to the Heitler model: (a) Electromagnetic shower in which positrons and electrons are produced via pair-production which emit photons due to Bremsstrahlung. (b) Hadronic shower in which pions are produced that decay fast and produce electromagnetic sub showers. The plot is not to scale and is taken from Matthews (2005).

### 3.2.1 Electromagnetic Showers

The primary particles of electromagnetic showers are leptons or photons. Showers from these two primaries mainly differ in the height of the first interaction. The main processes involved in the shower development are pair-production and Bremsstrahlung, whereas ionization is playing a minor role. Nowadays, all known and relevant processes are included in simulations of air showers, but before the necessary computing power became available, a simple model was developed by Heitler (1954). This model predicts the basic parameters of the EASs very well. The model is presented here. In the electrostatic field of a nucleus, a pair of electrons and positrons is produced as long as the photon energy is at minimum greater than the rest mass energy of the particles produced. These secondary particles undergo Bremsstrahlung due to the Coulomb field of the nuclei in the atmosphere and produce a photon in the process. Fig. 3.1(a) shows a schematic view of such an electromagnetic shower.

The energy loss due to Bremsstrahlung is proportional to the energy of the particle. Thus, a radiation length $X_{0}$ is defined as the distance on which the energy of the
electron is reduced by $\frac{1}{e}$. Using the radiation length, the energy of the shower as a function of depth $x$ can be described as:

$$
\begin{equation*}
E(x)=E_{0} e^{-\frac{x}{X_{0}}} \tag{3.1}
\end{equation*}
$$

For electrons the radiation length for Bremsstrahlung emission is $X_{0} \sim 37-38 \mathrm{~g} \mathrm{~cm}^{-2}$. The length of the energy loss due to Bremsstrahlung depends on the density of the atmosphere, since interactions take place in the Coulomb field of a nucleus. Therefore, the density of the atmosphere is taken into account for the radiation length and the unit is $\mathrm{g} \mathrm{cm}^{-2}$. At sea level, the radiation length of electrons is roughly equivalent to 300 m . The photons generated by Bremsstrahlung are emitted in a cone with an opening angle of:

$$
\begin{equation*}
\langle\theta\rangle=\frac{1}{\gamma}=\frac{\mu c^{2}}{E} \tag{3.2}
\end{equation*}
$$

with $\mu$ being the particle mass. The process is dominated by electrons and positrons because Bremsstrahlung is inversely proportional to the squared mass of the particle. The interaction length for pair production is $X_{0, \gamma}=9 / 7 X_{0}$ (Grieder, 2010).

The Heitler model is based on three assumptions: First, only pair production and Bremsstrahlung are contributing to the shower; second, the interaction length for pair production $X_{0, \gamma}$ is equal to the radiation length $X_{0}$; and third, the energy is distributed evenly among the secondary particles at each step (Matthews, 2005). The first interaction typically takes place at 10 km to 20 km above see level. Due to particle productions, the shower becomes longer in the longitudinal direction and because of scattering and particle decay with a transverse component, the lateral extent grows as well. The size of the shower depends on the initial energy of the particle, the incident angle, and the height of the first interaction. The maximum of the shower $X_{\max }$ is measured from the top of the atmosphere in $\mathrm{g} \mathrm{cm}^{-2}$. In the Heitler model an interaction is taking place once per $X_{0}$ (Fig. 3.1). For the number of particles after a distance $x$ this leads to:

$$
\begin{equation*}
N x=2^{\frac{x}{X_{0}}} . \tag{3.3}
\end{equation*}
$$

Accordingly, the energy of each particle produced at a step is:

$$
\begin{equation*}
E(x)=E_{0} 2^{-\frac{x}{X_{0}}} \tag{3.4}
\end{equation*}
$$

The critical energy for this process $E_{\mathrm{c}}$ is reached when the energy losses for Bremsstrahlung and ionization are equal. This happens at $E \sim 85 \mathrm{MeV}$. The depth of the shower maximum is given by:

$$
\begin{equation*}
X \max =\frac{\ln E_{0} / E_{\mathrm{c}}}{\ln 2} X_{0} . \tag{3.5}
\end{equation*}
$$

In summary, for an electromagnetic shower a particle cascade of positrons and electrons is formed close to the trajectory of the primary particle. These charged particles produce Cherenkov radiation (c.f. 3.2.3). A simulation of a 300 GeV photon shower is shown in 3.2 .

### 3.2.2 Hadronic Showers

Photons and leptonic particles are only responsible for a very small fraction of all EAS Most showers are induced by hadronic CR rather than VHE $\gamma$-rays. An experiment sensitive to the detection of electromagnetic EAS will also detect hadronic showers. The vast number of these showers in comparison to the desired electromagnetic ones, and the fact that their arrival direction is isotropic, imply that these showers are a significant background component that needs to be discarded or rejected. To distinguish the showers from each other, one can exploit the intrinsic differences in the shower development.

When a hadronic shower starts to develop, the interaction is dominated by strong interactions between the primary particle and atmospheric nuclei. Mesons (mostly pions and kaons) are a significant portion of the secondary products (Fig. 3.1). The charged pions decay into muons which later on decay into electrons or positrons and neutrinos. The neutral pions decay into $\gamma$ photons on much shorter timescales. Typically, late in the development of the shower, electromagnetic processes are dominant, but because of the transverse momentum of the secondary particles produced earlier, these showers are very extended (Longair, 2011). On the other hand, electromagnetic showers show a lateral spread mostly due to Coulomb scattering. Therefore, electromagnetic showers are much more concentrated around the shower axis, whereas hadronic showers show a more complex and much wider distribution of particles. The larger width of the overall shower and the more prominent fluctuations and subshowers within hadronic showers are the features used to distinguish between electromagnetic showers induced by VHE $\gamma$-rays and electrons and hadronic showers (c.f. 3.3.9). Figure 3.2 shows a comparison between a shower induced by a $300 \mathrm{GeV} \gamma$-ray and a 1 TeV proton from Monte Carlo simulations.


Figure 3.2: Example of electromagnetic (left) and hadronic (right) shower: On the left, a simulation of a 300 GeV primary $\gamma$-ray interacting with the atmosphere is shown. The Cherenkov light emitting electrons and positrons are concentrated in the shower axis. The plot on the bottom shows the light pool on ground at roughly 2000 m above see level. On the right, a simulation of a proton with 1 TeV is shown. The hadronic shower consists of several subshowers and has a larger lateral spread. Figure taken from Funk (2005), based on simulations from Bernlöhr (http://www.mpi-hd.mpg.de/hfm/~bernlohr/ HESS/).

### 3.2.3 The Emission of Cherenkov Light

Charged particles moving through a dielectric medium like the atmosphere, polarize the molecules on their path. A dipole field in the medium is formed around the charged particle. When the particle moves on, the medium relaxes and, in the process, dipole
transitions occur emitting light. When the velocity of the particle $v$ is smaller than the phase velocity in the medium $c_{\mathrm{a}}$, the radiation produced on the particle's track interferes destructively. For a velocity larger than the phase velocity in the medium ( $v>c_{\mathrm{a}}$ ), according to Hygen's construction, the radiation will add coherently along the particle track with an angle of $\Theta_{\mathrm{C}}$ (see figure 3.3). This radiation is called Cherenkov radiation. The effect is named after Pavel Cherenkov who measured the effect first and was awarded the Nobel Prize for his discovery together with Il'ja Frank and Igor Tamm who found an explanation for the radiation ${ }^{2}$,


Figure 3.3: Schematic view of the production of Cherenkov radiation: The particle is moving through the atmosphere with the velocity $v$ causing fundamental spherical light waves. If the velocity $v$ is larger than the phase velocity in the medium $c_{\mathrm{a}}$, the case that is shown here, the waves form a coherent wave front which moves outwards at $c_{\mathrm{a}}$. The cosine of the angle $\Theta_{\mathrm{C}}$ is given by the ratio of $c_{\mathrm{a}}$ and $v$. Plot taken from Mitchell (2016).

The secondary particles of an EAS move relativistically with $v>c_{\mathrm{a}}$. Each individual charged particle produces Cherenkov radiation which, collectively, leads to a light cone along the particle's trajectory. The opening angle of the cone is given by the velocity of the particle $v$, the speed of light $c$, and the refractive index $n$ :

$$
\begin{equation*}
\cos \theta_{\mathrm{C}}=\frac{c}{v n} . \tag{3.6}
\end{equation*}
$$

The duration of such a shower on ground is only a few nanoseconds. The critical energy is given by:

[^1]\[

$$
\begin{equation*}
E_{\min }=\gamma_{\min } m_{0} c^{2}=\frac{m_{0} c^{2}}{\sqrt{1-n^{-2}}} \tag{3.7}
\end{equation*}
$$

\]

Since, apart from the refractive index, this value is defined by the rest mass of the particle $m_{0}$, light particles dominate the Cherenkov radiation (Longair, 2011). The number of produced photons depends on the traveled distance and as a function of wavelength $\lambda$ is given by the Frank-Tamm formula:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} N}{\mathrm{~d} x \mathrm{~d} \lambda}=2 \pi \alpha Z^{2} \lambda^{-2}\left(1-\frac{1}{\beta^{2} n^{2}(\lambda)}\right) . \tag{3.8}
\end{equation*}
$$

Following the wavelength dependency of this formula, the peak of Cherenkov emission typically occurs at shorter wavelengths. The atmosphere is opaque to light below 300 nm . Hence, the Chrenkov light spectrum peaks close to optical wavelengths in the ultraviolet (UV).

The total Cherenkov light pool of an electromagnetic shower is the sum of the individual particles. The refractive index of the atmosphere changes depending on the density. The index as a function height $h$ is given by:

$$
\begin{equation*}
n(h)=1+n_{0} e^{\frac{-h}{h_{0}}} \tag{3.9}
\end{equation*}
$$

with $n_{0}=0.00029$ and $h_{0}=7250 \mathrm{~m}$. The resulting index at sea level is 1.00029 . The short duration of the shower leads to a light pool formed like a ring on ground. The extent of the light pool depends on the height of the interaction and the refractive index. A primary particle of 300 GeV forms a ring with a radius of $\sim 120 \mathrm{~m}$ (see figure 3.2). The ring is filled with a reasonable flat distribution and some residual light can be seen outside the ring. A telescope placed inside the light pool is able to detect the shower (Grieder, 2010).

### 3.2.4 Summary of Extended Air Showers

The Cherenkov radiation produced in EAS; is used to detect the arrival direction and energy of $\gamma$-rays by various experiments, using an imaging technique. This technique faces three main challenges that need to be addressed:

- On longer timescales the amount of light produced in an EAS is very small compared to the night sky background light.
- The duration of a shower is of the order of 10 ns .
- Hadronic showers are an order of magnitude more frequent than showers induced by $\gamma$-rays

To collect the light of EASb, a reflector with a diameter of a few meters up to 28 m is used in current IACT experiments. The telescope utilizes an imaging optics like the Davies-Cotton optics, used in the H.E.S.S. experiment for the 12 m telescopes. The light is focused onto a fast-imaging camera. The optics of H.E.S.S. is shown in section 3.3.3.

The focal plane cameras are equipped with detectors amplifying the incident light, for example by using photomultiplier tubes (PMTs) and are read out very fast. The H.E.S.S. cameras are operated with a sampling rate of 1 GHz (see section 3.3.4). The internal trigger logic filters out events fulfilling specific trigger thresholds and sums the data over the duration of a shower to achieve a reasonable data rate. The trigger system of H.E.S.S. is presented in section 3.3.5. The fast read-out and short duration of the shower enables the systems to differentiate EASs from the night sky background (NSB).

To discriminate between electromagnetic showers and hadronic showers, intrinsic properties of the showers are used. For a camera with a sufficiently high resolution, the larger lateral spread of hadronic showers compared to electromagnetic showers is used. The applied methods range from simple parameterization over the application of neural networks to a template based fitting procedure. The methods used by the H.E.S.S. collaboration are presented in section 3.3.9.

### 3.2.4.1 Current Experiments

The history of $\mathrm{TeV} \gamma$-ray astronomy started with the detection of the Crab Nebula with the Whipple 10 m telescope in 1989 and continued with the second generation of experiments, most notable the experiment High-Energy-Gamma-Ray Astronomy (HEGRA) among others. Today the third generation of experiments is operated. The most successful ones are the Major Atmospheric Gamma Imaging Cherenkov Telescopes (MAGIC), the Very Energetic Radiation Imaging Telescope Array System (VERITAS) and the H.E.S.S. These experiments are sensitive in an energy range from tens of GeV to tens of TeV and can detect sources with a flux of $1 \%$ of the flux of the Crab Nebula in a reasonable amount of time (Mirzoyan, 2014). All of these are arrays of two or more telescopes.


Figure 3.4: Sensitivity and angular resolution of existing experiments and CTA On the left the sensitivity of existing [ACT] (for 50 h ), Fermi-LAT and HAWC $(1 \mathrm{yr})$ is shown. On the right the angular resolution is plotted, the dashed red line shows the resolution for CTA for events from two telescopes (Acharya et al. 2013).

### 3.2.4.2 The Cherenkov Telescope Array

Currently, an international consortium is developing the major future system for VHE $\gamma$-ray astronomy using IACT. The project is in its prototype phase. The goal of the project is an increased angular resolution and sensitivity of the order of a magnitude over the existing experiments. Figure 3.4 shows the sensitivity and angular resolution of the future system compared to the existing experiments MAGIC and H.E.S.S., the Fermi-LAT (Atwood et al. 2009) and HAWC a system of water tanks at high altitude (Abeysekara et al., 2017). Secondary particles of EAS produce Cherenkov radiation in the water tanks with a higher refractive index.

The improved energy range of the Cherenkov Telescope Array (CTA) is achieved by utilizing three different telescope types, each one sensitive to a different energy range. The large sized telescopes ( (LST) $)$ are most sensitive at a few hundred GeV , the medium sized telescopes (MST) are most sensitive at around 1 TeV and the small sized telescopes (SST; ) around 5 TeV . The improved angular resolution and sensitivity will be achieved by a large number of telescopes. In total 8 LST;, 40 MST; and 70 SST; are planned. The observatory will be split into two sites, a northern site on La Palma and a southern site in Chile (Acharya et al., 2013).

### 3.3 The High Energy Stereoscopic System (H.E.S.S.)

The H.E.S.S. is an array of five IACT; in the Khomas Highlands of Namibia. It is named after Victor Hess. In its first phase, consisting of four identical telescopes with a dish diameter of 12 m , H.E.S.S. started observations in 2003. These telescopes are


Figure 3.5: H.E.S.S. phase II at night (Image credit: Matthias Lorentz).
called CT1-4. In 2012 H.E.S.S. went to the second phase with the inauguration of a fifth telescope in the center of the existing array called CT5. Its dish diameter is 28 m which leads to a lower energy threshold and an improved sensitivity at low energies. The construction of this telescope was motivated by its projected capability to bridge the gap to satellite data, a wider energy range of the full array to probe spectral features, and the much higher sensitivity on transient phenomena at low energies compared to existing $\gamma$-ray satellites (Aharonian et al. 2006b; Holler et al., 2015; Hoischen et al. 2017). A key feature of the telescope is a fast repointing which is addressed in sections 3.3 .2 and 4.8

In this work results from the first phase of H.E.S.S. are presented exploiting a deep data set with a high sensitivity above a few hundred GeV and an excellent angular resolution (see chapter 5). In addition, the mirror alignment and the resulting optical point spread function (psf) of CT5 is discussed, also in the context of prompt follow up ToO observations (see chapter 4). In chapter 6 the result of a ToO observation of a Galactic nova is presented exploiting the low energy threshold of CT5.

### 3.3.1 Site Location

At 1800 m above sea level H.E.S.S. is located in the Khomas Highlands of Namibia at $23^{\circ} 16^{\prime} 18^{\prime \prime} \mathrm{S}, 16^{\circ} 30^{\prime} 00^{\prime \prime}$ E. Being on the Southern Hemisphere, the array has a unique view on the central part of the Galactic Plane under low zenith angle. Therefore, more than half of the known $\mathrm{TeV} \gamma$-ray sources were discovered with H.E.S.S.阝. Furthermore, the location within the Khomas Highland, close to the Namib desert, offers a dry climate with low cloud coverage. Another benefit is the low magnetic field strength Aharonian et al., 2006b).

The altitude of the experiment determines the size of the Cherenkov-light pool. For a typical opening angle of $\Theta_{\mathrm{C}}=1.2^{\circ}$, the radius of the light pool at 1800 m is 120 m for a $\gamma$-ray coming from zenith. Consequently the telescopes are arranged in a square with a side length of 120 m with CT5 in the center (Bernlöhr et al. 2003). The array is therefore optimized for the possibility of all telescopes to detect light from one EAS, Also, high altitudes reduce the atmospheric absorption of Cherenkov light. An altitude of around 2000 m offers a good trade-off between absorption and telescope separation for the stereoscopic reconstruction.

### 3.3.2 Telescope Structure and Drive System

The structure of the telescopes is made of of steel. This reduces dish deformations dependent over the elevation angle. The mounting is an altitude-azimuth system holding the dish on two elevation towers. The entire structure is moved in azimuth on rails.

The performance of the drive system differs between CT1-CT4 and CT5. CT1-CT4 move with a velocity of $100^{\circ} \mathrm{min}^{-1}$ both in altitude and azimuth. The range of the elevation drive is limited to an angle of almost $90^{\circ}$ for observations and only for maintenance the telescopes can move to $180^{\circ}$ (Bernlöhr et al., 2003).

The drive system of CT5 achieves a slewing speed of $200^{\circ} \mathrm{min}^{-1}$ in azimuth and $100^{\circ} \mathrm{min}^{-1}$ in elevation (Deil et al., 2008). Furthermore, the telescope can exceed an elevation angle of $90^{\circ}$. In case of a ToO which requires a fast followup like GRB , this special mode can reduce the time to target significantly. CT5 can reach every position in the sky from any position in less than 100 s (Hofverberg et al., 2013; Hoischen et al., 2017).
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### 3.3.3 Mirror System

The telescopes of H.E.S.S. phase I feature a large reflector dish which focuses the light onto the PMT-camera. As for all IACT; in operation, the reflector dish is the support structure for mirror segments. In the case of CT1-CT4 381 round, spherical mirrors with a diameter of 60 cm each are used with a resulting mirror area of $107 \mathrm{~m}^{2}$ per telescope. The optics is a Davis-Cotton optics with a focal length of 15 m (Gottschall et al. 2015).

CT5 is considerably larger with a reflector dish of $23 \mathrm{~m} \times 33 \mathrm{~m}$ hosting 876 haxagonal mirror segments. From edge to edge the mirror segments have a size of 90 cm resulting in a mirror area of $614 \mathrm{~m}^{2}$. The hexagon shape was chosen because the gaps between individual mirror segments could be minimal. The mirrors are spherical, the dish is parabolic (H.E.S.S. Collaboration, 2017).

All mirror segments are adjustable, for details see chapter 4. The design optical psff for both telescope types is $0.03^{\circ}(0.53 \mathrm{mrad})$.

The coating of the mirrors must provide a good reflectivity in the UV to blue range of above $80 \%$. Simple aluminumized glass would provide this property, but the coating is very sensitive to mechanical wear. Considering that the telescopes are placed close to the desert without protection the coating is therefore protected with a thin layer of silizium-oxide. Nevertheless, degradation of the mirror coating is a major source of reduced optical efficiency of the telescopes over time.

### 3.3.4 Photomultiplier Tube Camera

The fast readout and the amplification of the faint Cherenkov light signal are achieved with cameras comprised of PMTs and Winston cones to collect the light and funnel it to the PMT PMT, consist of a photon sensitive layer of a material with loosely bound electrons. Via photo effect, these electrons are set free by an incident photon and are accelerated by a succession of several dynodes with increasing high voltage. The pixels are grouped in eight pixels with one front-end card. Two front-end cards are one drawer. The drawers are controlled by a back-end crate inside the camera. At the anode the signal is amplified and read out in a high- and low-gain channel.

The cameras of CT1-4 consist of 960 pixels with a total field of view of $5^{\circ}$ Aharonian et al. 2004). The camera of CT5 hosts 2048 pixel $\left\{{ }^{4}\right.$ which adds up to a field of view of $3.2^{\circ}$. Both cameras are operated at a sampling rate of 1 GHz (Bolmont et al., 2014).
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### 3.3.5 The Trigger System

The resulting data rate from the cameras using a continuous read-out is too high to be handled by the back-end crate or the data acquisition. Therefore, a trigger scheme is in place to reduce the data rate. The first level trigger criteria is met when an individual pixel reaches an adjustable threshold (e.g., 4 pe) and a sector consisting of 64 neighboring pixels reaches another adjustable threshold of pixels reaching the pixel threshold (e.g., 3), all within 1.5 ns. After one sector triggers, a trigger signal is created. For CT5, if the read-out chain is ready, the event is read out immediately. One event consists of the sum over 16 ns around the trigger time. The resulting rate of events is 1000 Hz to 2000 Hz . For CT1-4, a trigger signal is created in the camera and sent to the control building using optical fibers. The signals of all four telescopes are evaluated and if a trigger was sent from at least two telescopes at the same time (within 80 ns ), the entire array is read out (Funk et al., 2004). Events from CT5 only are called monoscopic events whereas the events with a trigger of at least two telescopes are called stereoscopic events. The resulting event rate of stereoscopic events including CT1-5 is a few hundred hertz.

The original cameras of CT1-4 had a dead time fraction of roughly $10 \%$ using the standard trigger criteria. In August 2016 the cameras were upgraded with new frontand back-end electronics which reduced the dead-time significantly and improved the reliability of the cameras. Now, the entire array including CT5 is operated almost dead-time free (Klepser et al., 2017).

### 3.3.6 Calibration

### 3.3.6.1 Camera Calibration

An in depth description of the camera calibration can be found in Aharonian et al. (2004). Here, the basic concept of how to calibrate the cameras is described. The readout is divided into a high gain and low gain channel. For the final intensity of the high gain channel $A^{\mathrm{HG}}$, the individual pedestal of the pixel $P^{\mathrm{HG}}$, the gain of the high gain $\gamma_{e}^{\mathrm{ADC}}$, and a flat-field coefficient $F F$ are taken into account. With the gain the pedestal corrected analog-to-digital converter (ADC) counts are converted to the physical unit of photo-electrons (pe). The flat-field is of the order of one and corrects an inhomogeneous response of the camera. The final amplitude is calculated as:

$$
\begin{equation*}
A^{\mathrm{HG}}=\frac{A D C^{\mathrm{HG}}-P^{\mathrm{HG}}}{\gamma_{e}^{\mathrm{ADC}}} \times F F . \tag{3.10}
\end{equation*}
$$

$A D C^{\mathrm{HG}}$ is the measured number of ADC counts in the high gain channel. To determine the final amplitude of the low gain channel $A^{\text {LG }}$ from the measured ADC counts $A D C^{\mathrm{LG}}$, the amplification ratio of the two channels $H G / L G$ is used:

$$
\begin{equation*}
A^{\mathrm{LG}}=\frac{A D C^{\mathrm{LG}}-P^{\mathrm{HG}}}{\gamma_{e}^{\mathrm{ADC}}} \times(H G / L G) \times F F . \tag{3.11}
\end{equation*}
$$

The electronic noise of each channel is measured with so called pedestal runs. The camera is triggered by software while the lid is closed and the high voltage is active. The pedestal for an observation run $P$ is derived from the data of the observation run every few thousand events. In a distribution of intensities the baseline peak is visible and can be fitted. From the difference between the pedestal measured with closed lid and the pedestal measured in an observation run, the NSB rate is determined.

The gain $\gamma_{e}^{\mathrm{ADC}}$ is derived from single photoelectron calibration runs. The cameras are illuminated with a light-emitting diode (LED) flasher which generates a signal of 1 pe per pixel in average. A histogram of number of entries per $\overline{\mathrm{ADC}}$ count is fitted to derive the conversion from ADC count to pe.

To derive the flat-field coefficient $F F$, the camera is illuminated homogeneously with the LED flasher at intensities higher than for the gain measurement. By taking the ratio of the measured intensity to the average intensity in the camera, a correction factor for each individual pixel is calculated. Single photoelectron runs and flat-field runs are taken every two to three nights.

The ratio of high and low gain $H G / L G$ is derived from observation runs. For the same event both $\overline{\mathrm{ADC}}$ values are available. The linear region of the high and low gain overlap. From such events in the overlap region, the ratio can be calculated directly by just taking the ratio of the raw ADC counts.

### 3.3.6.2 Pointing Calibration

An exact knowledge of the pointing position has a direct impact on the precision of the direction reconstruction of an EAS, Although the telescopes' tracking systems are precise on a level of a few arcsec, the pointing of the optical system depends on deformations of the dish and also on the precision of the rails. To improve the accuracy, a pointing model depending on the telescope's position is created. Each telescope is equipped with two charge-coupled device (CCD) cameras with lenses, one observing the sky and the other one observing the lid of the PMT camera. LED; on the PMT camera lid are used to determine the exact center of the PMT camera. For the standard
pointing model, the telescopes point to stars distributed evenly over the sky and both the lid and sky CCD are taking images. The star light is focused onto the closed PMT lid. The deviations between the center of gravity of the spot from the star and the camera center determined by the position of the LEDs are measured. A model containing the different sources of a miss-pointing (camera rotation, azimuth and elevation offset, dish bending, etc.) is fitted. The result are crosschecked with the sky CCD as part of the normal calibration procedure. The star positions are measured and compared with the nominal ones. Another possible crosscheck is to compare star catalogs with the position of stars in the field of view during an observation run. The stars are visible in the PMT camera through higher NSB rates (Braun, 2007).

### 3.3.6.3 Optical Efficiency

The optical efficiency of the entire telescope system, starting from the quality of the mirrors over the effectiveness of the Winston cones funneling the light onto the PMT; to the quantum efficiency of the PMT themselves, plays an important role, especially since these parameters are not stable over time due to aging. The efficiency of the PMT; can be corrected by adjusting the high voltage so that the nominal gain is reached. The other parameters need to be measured to be taken into account in the simulations of the effective area.

Some of the recorded events during an observation run contain muons. They are produced in hadronic showers by the decay of pions and kaons. Relativistic muons produce a Cherenkov light cone and they reach the ground before they decay. When the muon passes through the reflective dish, a circular event is recorded in the camera (for the Cherenkov light of the muon's light cone, see Figure 3.6. The opening angle of the light cone is directly dependent on the muon's energy. Hence, the number of Cherenkov photons is known as is the measured light in the camera. Therefore, the efficiency of the telescope can be calculated. The method also works for partial rings when the muon is not hitting the telescope face on. Muons are present at a rate of about 1.5 Hz . The muon efficiency is derived from observation runs.

The optical efficiency is an important parameter for the simulations of the instrument response (see section 3.3.7). Since the phases in which one set of simulations is valid extends over several months while the optical efficiency is degrading, a correction factor is derived from the observation runs to correct variations within one calibration phase (Bolz, 2004, Mitchell et al., 2016).

### 3.3.7 Monte Carlo Simulations

Monte Carlo simulations serve two purposes within the H.E.S.S. experiment. First, to develop, test and verify new techniques ranging from hardware changes over event reconstruction and $\gamma /$ hadron separation techniques to high level analysis techniques. Second, to simulate the response of the instrument. To simulate the shower development and the production of Cherenkov light, for example the Cosmic Ray Simulations for Cosmic Ray Simulations for the Karlsruhe Shower Core and Array Detector (CORSIKA) software package is used (Heck et al., 1998). The Cherenkov light output from CORSIKA is then used as an input for an instrument simulation. The software suite sim_telarray, originally developed for HEGRA, is completely flexible in the instrument's setup that is simulated. It covers the full chain of events from the Cherenkov light to a final data product as it is measured by the actual instrument. It includes accurate models of the reflective dish including mirror facet mispointing, surface roughness, individual reflectivity of the mirror facet and shadowing of the camera and the camera masts. The geometry of the camera is included as well as the response of the camera hardware (Bernlöhr, 2008). A specific H.E.S.S. version is available within the collaboration (sim_hessarray). It is preconfigured for the H.E.S.S. array, contains all relevant instrument parameters and is compatible with the H.E.S.S. data format. Monte Carlo simulations are produced to fill look-up tables for the event reconstruction. These simulations are redone as needed to account for major changes on the array's configuration, for example a mirror exchange.

### 3.3.8 Quality Selection

The quality selection serves two purposes. First, runs that are highly affected by hardware problems or bad weather are filtered out. Second, especially for the energy reconstruction of the events, the condition of the instrument should not differ too much from the nominal condition used in the Monte Carlo simulations. This also includes the quality of the atmosphere. For a set of parameters a cut is used to filter out runs. The cuts are applied on run duration, number of broken pixels, stability of the trigger rate and the transparency coefficient of the atmosphere Aharonian et al., 2006b Hahn et al., 2014). The cuts have been verified using simulations and real data. A study on the impact of the run quality on the results of the analysis for CT5 is ongoing. Preliminary results show that the parameters from H.E.S.S. phase I do not need to be changed.

### 3.3.9 Event Reconstruction

### 3.3.9.1 Image Cleaning

To clean the images from NSB fluctuations, hot pixels from stars or hardware problems, a two level cleaning is applied. Standard values are for example 10 pe and $5 \mathrm{p} \epsilon^{5}$ Pixels have to be above the higher threshold and the direct neighbors have to be above the lower threshold to not be removed. Pixels below the higher threshold but above the lower threshold with at least one neighbor above the higher threshold survive the cleaning as well. The values are optimized to keep the shower information whilst removing the aforementioned unwanted signal (Aharonian et al., 2006b).

### 3.3.9.2 Hillas Reconstruction



Figure 3.6: Events recorded by the first H.E.S.S. telescope: On the left an electromagnetic shower, probably from a photon, is shown. In the center a hadronic event is shown, identifiable by the more irregular and broader light distribution caused by sub showers. On the right a muon that passed through the reflector is shown (Image taken from https://www.mpi-hd.mpg.de/hfm/ HESS/pages/about/telescopes/).

After image cleaning the standard procedure includes shower parameterisation using Hillas parameters which in turn are used for $\gamma /$ hadron separation and direction reconstruction (Hillas, 1985, Aharonian et al., 2006b). Even though more sensitive methods are available now, this technique is well understood and provides robust results. Therefore it is still in use. As it is shown in figure 3.6 on the left, an electromagnetic shower

[^4]creates an elliptical image in the camera whereas hadronic showers create a more irregular and broader image due to the sub showers (as shown in the middle, see also figure 3.2). The images are approximated with an ellipse characterized by the parameters width, length, centroid of the ellipse and distance to the camera center. A cut on the distance to the camera center is applied to remove truncated images.


Figure 3.7: Shower parametrization following Hillas (1985): The images (see Figure 3.6 left) are approximated by ellipses. The parameters are centroid, distance to the camera center, width and length. From the intersection of the major axis of two telescope images, the reconstructed direction is derived. $\Theta$ is the distance between true and reconstructed direction Aharonian et al. 2006b).

For stereoscopic events, a direction reconstruction is done based on information of at least two telescopes. The telescopes observe the event from different angles. The major axis of the ellipses is equivalent to the path of the primary particle for electromagnetic showers. By intersecting the major axis from the images of at least two telescope, an accurate shower reconstruction is done as well as impact parameter reconstruction, which is the center of the light pool of the shower on ground (Aharonian et al., 2006b). The method is shown in Figure 3.7. For CT5 mono events this approach is not possible. The direction is reconstructed based on the light distribution of the shower along the major axis (Murach et al., 2015).

The background is dominated by hadronic showers that have a different shower development compared to showers from $\gamma$-rays which are the desired signal. From Monte Carlo simulations lookup tables are filled with the width and length of $\gamma$-ray showers depending on the impact parameter, the image amplitude, and the zenith angle. From
the real event the zenith angle, the image amplitude and the impact parameter are taken to search for the mean width and length in the lookup tables that fit the observation parameters best. Also the root mean square (rms) of the Monte Carlo distribution is read from the lookup tables. The difference of measured width $w_{i}$ to expected width $\langle w\rangle_{i}$ over the rms $\sigma_{i}$ is calculated for all participating telescopes. The mean of these values is the mean reduced scaled width (MRSW):

$$
\begin{equation*}
M R S W=\frac{1}{N_{\mathrm{tel}}} \sum_{i}^{N_{\mathrm{tel}}} \frac{w_{i}-\langle w\rangle_{i}}{\sigma_{i}} \tag{3.12}
\end{equation*}
$$

The same is done for the length to derive the mean reduced scaled length (MRSL). Cutting on these values is a very powerful discriminator between $\gamma$-like events and hadrons. An example is shown in Figure 3.8. The MRSW of simulated $\gamma$-rays and protons is shown on the left together with measured background events from the H.E.S.S. experiment. The distribution of the measured events follows the simulated proton background which validates the simulations. The long tail of positive values for background events results in a very effective cut position. The one presented by Aharonian et al. (2006b) is shown as a dashed line. In the same figure on the right the measured MRSW distribution is compared to the simulated one for the Crab Nebula at $50^{\circ}$ zenith angle.


Figure 3.8: $\gamma /$ hadron separation based on shower parameters: On the left, the simulated MRSW distribution for $\gamma$-rays and protons is shown together with the measured background from the H.E.S.S. experiment. Dashed lines show the cut on this parameter. On the right, the simulated MRSW distribution is shown together with the measured one for an observation of the Crab Nebula at $50^{\circ}$ zenith angel (Aharonian et al. 2006b).

With this method a significant portion of the background events is removed. The resulting events after this cut are called $\gamma$-like events. Remaining background in this event class are hadronic events that are very similar to electromagnetic events and showers induced by leptons.

The energy reconstruction is entirely based on the zenith angle of the observation, the measured image amplitude, and distance to the camera center. The distance to the camera center is related to the distance of the shower core from the telescope, or the impact parameter. With these two values lookup tables are used that contain simulated events with known energy of the primary particle. The image amplitude directly correlates to the energy of the primary particle though this value is sensitive to the optical efficiency of the entire system. Hence, although the lookup tables are reproduced in regular intervals, the remaining difference between simulated optical efficiency and actual optical efficiency are corrected using muon events in the simulation. From the simulated and real muon events, a correction factor is calculated (Mitchell, 2016).

The methods mentioned before have been developed with previous experiments and adjusted for the use with H.E.S.S. (Aharonian et al., 2006b). Over the years some attempts were made to improve the reconstruction either partially or overall. One approach is to use a combination of shower parameters in a machine learning environment. Boosted decision trees (boosted decision trees ( $\overline{\mathrm{BDT}} \mathrm{s})$ ) of the Toolkit for Multivariate Data Analysis with ROOT (TMVA) are trained on shower parameters from simulations. Applied on real data the $\gamma /$ hadron separation power is improved significantly (Ohm et al. 2009). Another approach is a high performance likelihood reconstruction of $\gamma$-rays for imaging atmospheric Cherenkov telescopes (de Naurois \& Rolland, 2009). It uses a likelihood fit of models derived from Monte Carlo simulations to real data. The likelihood of the fit is used as a discriminator between hadronic and $\gamma$-like events. A similar approach is an Image Pixel-wise fit for Atmospheric Cherenkov Telescopes (ImPACT). One important difference is that instead of using a semi-analytic approach for the model, a full set of Monte Carlo simulations plus instrument simulation is done. Also, instead of using the goodness of the fit as discriminator between $\gamma$ - and hadronic events, the method from Ohm et al. (2009) is used. Relying on the goodness of the fit requires an excellent knowledge of the pixel background which mainly depends on the NSB (Parsons \& Hinton, 2014). Both likelihood methods reconstruct the energy and direction simultaneously and provide an improved result compared to the standard Hillas based analysis. An issue with improved $\gamma /$ hadron separation is that for an imperfect calibration the number of $\gamma$-like events drops in an uncontrolled way. For example, in case of a calibration problem, the distribution of the measured MRSW and MRSD might be shifted or changes the shape compared to the simulated distributions.

The separation power of these parameters does not break down completly. Finding the root cause of the differences is possible by looking at the calibration parameters one by one. When using derived parameters like the goodness of the fit from a likelihood reconstruction (de Naurois \& Rolland, 2009), or the $\zeta$ parameter from a TMVA based $\gamma /$ hadron (Ohm et al. 2009) the separation power might break down completely depending on the calibration problem because both methods highly depend on precise instrument simulations. Finding the root cause is therefore much harder compared to a Hillas reconstruction.

### 3.3.10 Background Estimation



Figure 3.9: Background determination methods of H.E.S.S. On the left the ring background method is shown. The method is applied to a $\gamma$-like map from an observation of PKS 2155-304 with H.E.S.S., A ring is placed around the test position (ON region). The observation shown here was taken with an alternating offset of $0.5^{\circ}$ in declination. On the right, the reflected region background estimation is shown. Around the test position (ON region) identical OFF regions with the same offset to the pointing position are placed. The array's acceptance is to the first order radially symmetric, therefore only the number of background regions needs to be taken into account. This is the preferred method for spectral analysis. (Plots taken from: Berge et al. 2007).

After $\gamma /$ hadron separation the resulting data is not background free, remaining events are sub-threshold sources in the field of view, wrongly classified hadronic events and leptonic events. Therefore, a background estimation is done with the reconstructed events after separation. An overview of the most relevant two methods is presented by Berge et al. (2007) and H.E.S.S. Collaboration (2018d).


Figure 3.10: Background determination methods of H.E.S.S. with exclusion: On the left the ring background method is shown. Regions of known significant emission are masked with an exclusion region (blue). The black circle shows the field of view of the observation. For a test position (red square) the background is estimated from a ring around the test position. If the ring is overlapping with an exclusion regions, this part of the ring is not taken into account. The ring radius is adjusted to guarantee a minimum size of the background region. To create a map of $\gamma$-ray excess, the background is estimated for each pixel. The relative exposure between test position and background region needs to be taken into account. On the right, the reflected region background estimation is shown. The tested region is the open red circle. Identical regions with the same offset to the pointing position are placed excluding significant emission. (Plots taken from: H.E.S.S. Collaboration, 2018d).

The basic approach of all background methods is to compare the counts of an ON region to an OFF region as background. The basic approach with H.E.S.S. is to estimate the background from the observation runs on the targets themselves. The region of interest is observed with a pointing offset depending on the extent of the expected source (usual offset is $0.5^{\circ}$ to $0.7^{\circ}$ ). The background is extracted from the same observation run as the signal which ensures identical instrument and weather conditions. Two specific approaches are usually used depending on the high-level analysis result (sky maps or spectra) that is derived.

Figure 3.9 shows the basic approach to estimate the background for an ON region using an observation of PKS $2155-304$ with H.E.S.S. as an example. The source was observed with an alternating pointing offset of $0.5^{\circ}$ in declination. Around the ON region a ring is placed. The ring should have a size of seven times larger than the ON region. Although under ideal conditions most acceptance differences between the different sky position cancel out, the acceptance is taken into account when determining the background.

For a realistic observation, the observation conditions (mainly zenith angle) vary and have to be taken into account. The radial acceptance is derived from extra galactic observations. AGNs are point sources and the positions are well known so they can easily be excluded. The remaining signal is filled into a histogram as a function of camera offset. This is done for different zenith bands. The distribution is fitted with a radial acceptance curve which is then used for the background determination. This method is called ring background method. An alternative method is to place regions identical to the ON region with the same offset around the observation position. To the first order the acceptance of the array is radially symmetric. Therefore, no acceptance correction has to be done. This method is called reflected region method and is the preferred method for spectral analysis.

Figure 3.10 shows the same approach including exclusion regions for arbitrary positions in the sky. The ring background method can be applied to create a map of excess events or a map of the significance of the emission. For an ON region, a ring is placed around this ON region. Typically the ring has a thickness of $0.44^{\circ}$ and an inner radius of $0.7^{\circ}$. Known emission is masked in the process with exclusion regions. Parts of the OFF region overlapping with the exclusion region is not taken into account. To ensure a minimum in background exposure, the radius of the ring is increased until the acceptance of the OFF region is at least four times larger than for the ON region. A parameter $\alpha$ is calculated as the ratio of ON-exposure to OFF-exposure. The background is defined as $\alpha$ times number of OFF counts. This can either be done for a region of interest or for each pixel of a sky map. If the exclusion regions are not known a priori, they can be derived from a sky map from the ring background method in an iterative process. For the first iteration no exclusion regions are used, while in the second step all significant emission from the first step are masked with exclusion region. In all further steps the regions are refined until they are stable.

The reflected region method with exclusion regions does not differ from the method without exclusion regions apart from the fact that if a potential OFF region is overlapping with the exclusion region, it is not taken into account.

### 3.3.11 Perfomance of H.E.S.S.

The performance of H.E.S.S. varies significantly depending on the array's configuration. Four different modes are presented here:

- H.E.S.S.I or H.E.S.S. II stereo: Events from the 12 m telescopes are taken into account. The event has to be present in at least two telescopes. A stereoscopic reconstruction is done.
- H.E.S.S. II hybrid: Events from all telescopes are taken into account. The event has to be present in at least two telescopes. A stereoscopic reconstruction is done.
- H.E.S.S. II mono: Events from the 28 m telescope CT5 are taken into account. A monoscopic reconstruction is done.
- H.E.S.S. II combined: A combination of hybrid and mono reconstruction. If a hybrid reconstruction is possible, no mono reconstruction is done. Otherwise a CT5 mono reconstruction is done.

The appropriate configuration is chosen based on the available data or the source properties. Technical problems or an observation with a split array leads to data sets where only a monoscopic or stereoscopic reconstruction are possible. If the focus lies on the low energy emission of a source, a monoscopic or combined analysis is preferred. The energy threshold is lower, but the angular resolution, energy resolution and sensitivity of a monoscopic reconstruction is not as good as hybrid or stereo and the field of view is smaller.


Figure 3.11: Effective area and angular resolution of H.E.S.S. On the left the effective area as a function of energy is shown for stereoscopic reconstruction (CT15) and mono reconstruction (CT5) in units of $\mathrm{m}^{2}$ for four different image amplitude cuts. The simulation was done for a zenith angle of $20^{\circ}$. On the right the angular resolution as a function of energy in degree is shown for the same configurations. (Plots taken from: Parsons et al. 2015b).

The effective area $A_{\text {eff }}$ is determined from Monte Carlo simulations. It is defined as:

$$
\begin{equation*}
A_{\mathrm{eff}}=\frac{N_{\gamma}}{N_{\gamma, \mathrm{MC}}} A_{\mathrm{MC}}, \tag{3.13}
\end{equation*}
$$

where $N_{\gamma, \mathrm{MC}}$ is the number of simulated photons, $A_{\mathrm{MC}}$ the area the photons are simulated for, and $N_{\gamma}$ the number of photons that pass all analysis cuts and are reconstructed. The effective area is required to calculate a physical flux from the number of measured photons. The effective area is stored in lookup tables for the analysis. It depends on the shower energy, the offset to the center of the field of view, the zenith and azimuth angle. Figure 3.11 shows the effective area as a function of energy for a stereoscopic reconstruction and a monoscopic reconstruction using three different image amplitude cuts. As expected, the monoscopic reconstruction using only events from the 28 m telescope CT5 has a larger effective area at lower energies whereas the stereoscopic reconstruction becomes more sensitive at higher energies (Parsons et al., 2015b).

The angular resolution is the precision with which the origin of a $\gamma$-ray can be reconstructed. It is described with a $\gamma$-ray psf. To determine the psf, a point source with a given spectral energy distribution is simulated with the instrument simulation tool. The squared distance of the reconstructed position to the simulated position $\Theta^{2}$ is included into a histogram. A rotational symmetric psflis assumed. Simulations have been done as part of the lookup tables for the analysis. The simulation results in the lookup tables are weighted for the assumed (or measured) spectrum of the source. The histogram filled from the lookup tables is fitted with a triple exponential analytic function:

$$
\begin{equation*}
\frac{\mathrm{d} P}{\mathrm{~d} \Theta^{2}}\left(\Theta^{2}\right)=\sum_{i=1}^{3} A_{i} \exp \left(-\frac{\Theta^{2}}{2 \sigma_{i}^{2}}\right) \tag{3.14}
\end{equation*}
$$

$P$ is the event probability, and $A_{i}$ and $\sigma_{i}$ the weights of the different components (H.E.S.S. Collaboration, 2018d). The angular resolution is usually given as the $68 \%$ containment radius of this function in two dimensions. The angular resolution is energy dependent because the direction reconstruction of events with higher energy is more precise due to the larger extent of the shower images. This is true until the events are truncated or saturate the camera. The precision also depends on the reconstruction technique. The angular resolution of a monoscopic reconstruction is worse by a factor of a few. Figure 3.11 on the right shows a comparison of the angular reconstruction as a function of energy between a monoscopic reconstruction for three different image amplitude cuts and a stereoscopic reconstruction (Parsons et al., 2015b).

Effective area and angular resolution are two important performance parameters. The third topic to discuss is the energy resolution and energy threshold of the array. Like the direction reconstruction, the energy reconstruction is not perfect. Therefore, a difference in reconstructed energy to true energy over the true energy is derived from Monte Carlo simulations:


Figure 3.12: Energy bias and enery resolution of H.E.S.S. On the left the energy bias as a function of energy is shown for stereoscopic reconstruction and mono reconstruction for four different image amplitude cuts. On the right the energy resolution as a function of energy is shown for the same configuration. (Plots taken from: Parsons et al. 2015b).

$$
\begin{equation*}
\Delta E=\frac{E_{\mathrm{r}}-E_{\mathrm{t}}}{E_{\mathrm{t}}} \tag{3.15}
\end{equation*}
$$

For a large enough sample of simulations, the distribution of $\Delta E$ for a given energy can be well fitted with a Gaussian function. The resulting width is defined as the energy resolution (Aharonian et al. 2006b). At low energies the system tends to record and reconstruct showers that are brighter than the mean of showers at a given energy. Consequently, the mean of $\Delta E$ is shifted to positive values. At the highest energies the inverse happens. Bright and therefore close showers saturate the cameras or the events are truncated. A bias to dimmer showers at a given energy is present which shifts mean of $\Delta E$ to negative values. The effect is called energy bias and specifies the threshold of a given observation. The energy threshold as used in the presented analysis is defined as the energy at which the energy bias in the simulation is $10 \%$ or larger. Figure 3.12 shows the energy bias and energy resolution at low energies for stereoscopic and monoscopic reconstruction. The energy resolution of the stereoscopic reconstruction is superior and becomes better with rising energy. On the other hand, CT5 mono has a superior energy threshold as shown on the left (Parsons et al., 2015b). Figure 3.13 shows the energy threshold for the full energy of the stereoscopic reconstruction on the left and the evolution of the energy threshold versus the zenith angle. The energy threshold rises as a function of zenith angle as expected since the light from the shower has to pass through more atmosphere to reach the telescopes (Aharonian et al., 2006b).


Figure 3.13: Energy bias and energy threshold of H.E.S.S. for different zenith angles: On the left the energy bias as a function of energy is shown for a standard stereoscopic reconstruction (CT1-4) for different zenith angles. The dotted lines indicate the lower safe energy threshold. On the right the energy threshold is shown as a function of zenith angle. The values are for a stereoscopic reconstruction with no cuts and three different cut sets optimized for different sources (Plots taken from: Aharonian et al. 2006b).

From the effective area a sensitivity curve can be derived. In Figure 3.14 the sensitivity of H.E.S.S. for a 50 h observation is shown for a moderate zenith angle of $18^{\circ}$. On the y -axis the flux needed for a $5 \sigma$ detection for a point source is plotted. The plot contains sensitivity curves for CT1-4 stereo and CT1-5 combined as defined above. The fact that CT1-4 stereo is more sensitive than CT1-5 hybrid is related to the fact that the size of the extraction region for a point source detection (also known as $\Theta^{2}$ cut) is complicated to optimize for a mixed array with different angular resolution (Holler et al., 2015). An energy dependent $\Theta^{2}$ cut is needed. The implementation of such a cut is an ongoing effort.

Adding the fifth telescope to the array lowered the energy threshold of the system significantly and it made the array more sensitive to sources with soft spectra. One example for the performance of H.E.S.S. in its second phase shows H.E.S.S. Collaboration (2017). In this paper a study of the blazars PKS 2155-304 and PG 1553+113 with H.E.S.S. is presented including energy spectra reaching down to below 100 GeV .


Figure 3.14: Differential sensitivity of H.E.S.S.II: The differential flux needed for a $5 \sigma$ detection in a 50 h observation with a zenith angle of $18^{\circ}$ is shown. (Plots taken from: Holler et al., 2015).

# 4 The Mirror Alignment and Control System for H.E.S.S. Phase II 

### 4.1 Introduction

The reflective dishes of the two types of IACT] of H.E.S.S. consist of a large number of mirror segments. For the 12 m telescopes of H.E.S.S. phase I, CT1-4, 381 to 385 mirror segments are used, for the fifth additional telescope CT5 with a dish diameter of 28 m there are 876 segments. The challenge of such a system is the alignment of the mirror segments. The focal lengths of the telescopes of $\sim 16 \mathrm{~m}$ for CT1-4 and $\sim 36 \mathrm{~m}$ for CT5 require a system that can adjust the position of the mirror segments with a precision of $\mu \mathrm{m}$. The mirror segments themselves have a spherical shape with a focal length comparable to the focal lengths of the telescopes. Details of the alignment system for the 12 m type telescope of H.E.S.S. phase I are discussed by Cornils (2006), and a more general overview of the optical system of these telescopes is found in Cornils et al. (2003).

For aligning a mirror segment the telescope is pointed to a star and it tracks this star for the duration of the alignment. The individual mirror segments create an image of the star on the lid of the PMT camera because of their spherical shape and a focal length comparable to the focal length of the telescopes. A CCD camera in the dish takes images of the PMT camera lid. By adjusting the mirror tilt, the position of the star images from one mirror segment changes on thePMT camera lid. Tilting the mirror is achieved by using two actuators per mirror. By measuring the movement of the star image with the CCD camera, a transformation matrix between actuator movement and CCD position movement is calculated and used to align the star images to the center of the PMT camera lid. In principle it would be possible to calculate the transformation matrix from the geometry of the dish, the position and optics of the CCD camera, and the parameters of the actuators. This approach would require a high precision of the parameters which can not be achieved. Figure 4.1 shows a schematic of the basic principle. This idea was described by Hofmann (1998) in an internal note first.
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Aligning the star images on the PMT camera lid generates a total optical system that is best focused for stars at the position of the lid. For observations the PMT camera lids are open. The opening windows of the PMT; lie a few centimeters behind the lid. The core of EAS from $\gamma$-rays are located 10 km to 15 km away from the telescope. The PMT cameras of CT1-4 are designed so that the telescopes are focused on the typical value of the distance of the shower. For the 28 m telescope CT5 a system was installed to change the distance of the PMT camera to the dish. First, the large focal length of the telescope requires a larger shift of the PMT compared to the alignment position to focus the telescope to the showers. Second, the distance of the showers and therefore the optimal focus position is elevation angle dependent. The so-called AutoFocus unit positions the camera to the optimal distance.


Figure 4.1: Basic principle of the mirror alignment: The telescope tracks a star. The top panel shows two unaligned mirrors, creating two images of the star on the PMT camera lid called spots. On the bottom the two mirrors are aligned to the PMT camera center creating one single spot. The CCD camera in the dish takes images for the alignment procedure and the monitoring. Image taken from Schwarzburg (2012).

For the 28 m telescope CT5 that was added for H.E.S.S. phase II, the same principle as described in Cornils (2006) is used with some improvements concerning the time needed for a full alignment to account for the higher number of mirror segments. In the following sections the components and software are discussed as well as a detailed description of the alignment procedure. As a reference Schwarzburg (2012) is used. When the work related to this thesis started, technical problems with the drive system of CT5 made a re-alignment of its mirrors necessary. Prior to that the software was
improved to speed up the alignment and to reach a higher precision in the alignment (see section 4.6). The results are discussed concerning the achieved optical point spread function, the long term stability of the system and the impact of reverse pointing on the alignment. This is a special case because the telescope exceeds zenith with the elevation drive to reduce the angular distance to a target of a ToO observation on the optical system. Figure 4.2 shows CT5 with a fully aligned dish.


Figure 4.2: Picture of CT5: The 28 m telescope CT5 with a fully aligned dish is shown in this picture. One mirror on the top right is missing for a CCD camera.

### 4.2 Components of the Alignment System

### 4.2.1 Mechanical Components

The mirror segments of CT5 have a hexagonal shape with a flat to flat size of 90 cm . The reflector dish hosts 876 mirror segments, all equipped with two actuators each and a fixed point. To interface the glass mirror and the steel structure, connecting points are glued to the backside of the mirror on which the actuator and the fixed point are screwed on. The length of the fixed point is adjustable depending on the position of the telescope. The actuators are equipped with a ball joint. The fixed point (fixed in length) is rotatable in two ball joints, together with the ball joint of one actuator the mirror can

## CHAPTER 4. THE MIRROR ALIGNMENT AND CONTROL SYSTEM FOR H.E.S.S. PHASE II

be tilted onto one direction by moving the spindle of the actuator. Hence, the mirror is connected stress free to the telescope structure with two degrees of freedom controlled by the actuators. The actuators together with the mounting have been developed at the Max-Planck-Institut für Kernphysik (MPIK). The components are shown in Figure 4.3


Figure 4.3: Image of the mechanical components of MACSII: Two actuators with the connection plate to the mirror are shown in the background. In the foreground the connector plate, the fixed point and a motor are shown. The motor is usually placed within the aluminum case shown at the bottom of the actuators. The image is taken from Schwarzburg (2012).

The motors driving the actuators are standard industry products with a hallsensor creating one impulse per motor turn. With this signal the motor movement is tracked. Nominally the motors are operated at 12 V with a power consumption of 600 mA to 800 mA without load, and up to 1200 mA in operation. The speed of the motor is 21 rpm . The motors are connected to the spindle of the actuator with a worm gear with a ratio of $210 / 1$. One turn of the spindle creates 210 impulses from the hallsensor. Both the rising and falling edge of the impulse are detected, one transition is called hallcount in the following. The pitch of the thread of the spindle is 1 mm . The resulting resolution of the spindle position is therefore $2.3 \mu \mathrm{~m}$. The mechanical play of the components is not taken into account for this accuracy calculation since it is negligible. Two springs reduce the mechanical play, they are attached to the outside of the actuator.

The range of the spindle is 40 mm . Within the case, the endpoints are secured by disk springs which leads to an increase in power consumption and time between the

Table 4.1: List of parameters of the mechanical parts of the mirror alignment system. The values are taken from Schwarzburg (2012).

| Description | Value |
| :--- | :--- |
| Hallsensor pulses per spindle turn | 210 |
| Hallsensor pulse edges per spindle turn | 420 |
| Lift per spindle turn | 1 mm |
| Lift per hallsensor edge | $2.3 \mathrm{\mu m}$ |
| Lever arm of the actuator movement | 450 mm |
| Mirror tilt per hallsensor edge | 0.005 mrad |
| Light spot movement per hallsensor edge | 0.01 mrad |
| Pixel size of the PMT camera | 1.22 mrad |
| Time between two hallsensor edges | $1 / 120 \mathrm{~s}$ |
| Actuator range | 40 mm |
| Time to drive the actuator range | 120 s |

hallcounts when coming close to the dead stop of the actuator range. It is by this increased power consumption that the endpoints of the actuator range are detected. Typical values of the entire actuator system relevant for the mirror movement are listed in table 4.1

### 4.2.2 Electronic Components

The mirror alignment system is controlled from a computer in the control room or via a remote connection world wide. The control computer has an optical Ethernet connection to the CCD camera in the dish called LidCCD and to a central control box which hosts an Ethernet switch and a central power supply. The central box is connected to panel control boxes. For CT5, the dish is separated into 25 panels with up to 42 mirrors each (see Fig. 4.4). The panel control boxes are connected to the central box with optical Ethernet to control the hardware and with power cables, one for each box.

Each panel control box hosts a panel control board. On the panel control board a multiplexer, an $\overline{\text { ADC }}$ and a field-programmable gate array (FPGA) are located. The FPGA hosts a microcontroller which communicates with the control computer via Ethernet. It receives the commands to move actuators and returns the relative movement of the motor. The hallsensor pulses are digitized with the $\overline{\mathrm{ADC}}$ and both rising and falling edge of the pulse are detected and counted. To move the motor, a motor control card is addressed using the multiplexer. Because of the multiplexing, only one motor per panel control box can be moved. This is sufficient for the required performance of the entire system. The signal lines and power lines of the motor control card are connected
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Figure 4.4: Structure of the dish of CT5: The mirror support structure is divided into 25 panels. A panel supports up to 42 mirrors. In the schematic the numbering scheme used by the alignment software and the cabling of one panel is shown. The schematic is taken from Schwarzburg (2012).
to the ADC and the power supply. Furthermore, the panel control board is monitoring the power consumption and time between hallsensor pulses to detect endpoints of the actuator or mechanical problems. For details on the firmware in the FPGA see Schwarzburg (2012). A thorough test of the hallcount detection was conducted using a highly accelerated lifetime test. Only $4 \pm 5$ counts are missed. The offset between commanded and actual actuator movement is $0 \pm 2$ (Gottschall et al., 2015).


Figure 4.5: Electronic board of the alignment system: On the left the panel control board with its components is shown. On the right the motor board is shown. The images are taken from Schwarzburg (2012).

On the motor boards, motor drivers for each motor are connected. To select motors and to communicate with the panel control board, a multiplexer and demultiplexer are used. Figure 4.5 shows the panel control board. The motor board was designed by S. Vetter at the IAAT,

The mirror alignment and control system of CT1-4 is designed in a way that only one motor can be active at a given time. Since the panel control boxes can be active at the same time, the limitation for CT5 is 25 actuators at the time. This improves the


Figure 4.6: Block diagram of the alignment system: The individual components of the alignment system and their location in the telescope are shown. The schematic is taken from Schwarzburg (2012).
performance significantly compared to the system used for CT1-4. Figure 4.6 shows the structure of the system in a block diagram.

The limitation of 25 parallel motor movements of MACSII is driven by the power consumption and the number of Input/Outputs (I/O) of the panel control board. For the alignment technique used here more parallel motor movements are not needed and a repositioning of all mirrors to another alignment position, for example from an elevation dependent lookup table, can be achieved in less than 5 min.

### 4.2.3 The CCD Camera

For the alignment, images from the CCD camera mounted in the dish of the telescope are necessary. The camera type used is an Apogee Alta-U32 with a 180 mm lens. One main purpose of the so called LidCCD is to provide the input for a pointing model of the telescope (see section 3.3.6.2. The camera is connected to a camera server in the dish of the telescope which provides an Ethernet interface based on TCP/IP to the central data aquisition (DAQ) and to the mirror alignment software.

### 4.3 Alignment Software

In this section a short introduction is given on how the software works. For a detailed description see Schwarzburg (2012).

### 4.3.1 Panel Control Board

In addition to the hallcount detection and the task of turning the motors on and off, the FPGA on the panel control board features a micro controller, a so called Microblaze soft processor core $6^{6}$ Due to limitations in the memory management and the overall performance, a Linux micro kernel specifically for micro controllers is used, the so called uCLinux. The kernel provides a full Transmission Control Protocol and the Internet Protocol TCP/IP) stack. The communication to the control computer is realized by TCP/IP via Ethernet. A custom protocol is used on top to reduce the overhead of the data packets.

### 4.3.2 Central Control Computer

The interface to the panel control boards and to the CCD camera uses the standard TCP/IP protocol. Therefore any computer within the instruments data network can be utilized for the alignment software.

Schwarzburg (2012) listed the following tasks that have to be handled by the alignment software:

- Providing a user interface to control the alignment of the mirrors
- Implementing the alignment algorithm
- Extracting information from and storing information in the mirror database
- Communicating with the server on the panel control board
- Accessing the LidCCD camera server

The software was developed in python 2.x with dependencies for numpy, scipy, pyfits and matplotlib. The database is handled by the Django database abstraction layer. It stores the relevant information on the individual mirrors for the alignment and the details on the individual panel control boards.

Because of limited bandwidth, for example when working at the telescope from Europe, a command line interface is used to control the software. Additional information like documentation, database access, and list of available stars are available on the web server. For details on the software architecture see Schwarzburg (2012).

The following section outlines the basic alignment algorithm used for the re-alignment of the telescope.

[^5]
### 4.4 The Alignment Algorithm

The main goal of the alignment algorithm is to provide a transformation from light spot movement in the CCD image to actuator movement. The final position of the light spot should be in the center of the PMT camera.

### 4.4.1 Mathematical Description

The mathematical principle has been presented by Cornils (2006) for H.E.S.S. phase I. Since for CT5 the same principle is used, the description is also valid for the mirror alignment and control system for H.E.S.S. phase II (MACSII).

A linear dependency of actuator movement and spot movement is assumed. Therefore, the transformation can be written as

$$
\begin{equation*}
\Delta \vec{x}=T \Delta \vec{a} \tag{4.1}
\end{equation*}
$$

The position of the mirror spot in the CCD image is expressed as $\vec{x} \equiv\left(x_{1}, x_{2}\right)$ whereas the actuator position is described as $\vec{a} \equiv\left(a_{1}, a_{2}\right)$. The transformation matrix $T$ is expressed as

$$
T \equiv\left(\begin{array}{cc}
\delta x_{1} / \delta a_{1} & \delta x_{1} / \delta a_{2}  \tag{4.2}\\
\delta x_{2} / \delta a_{1} & \delta x_{2} \delta a_{2}
\end{array}\right)
$$

The mirrors have a fixed tilting axis of $120^{\circ}$. Therefore, two elements of the transformation matrix are dependent when using a rotation matrix $R_{120}$ for $120^{\circ}$. The rotation matrix is defined as

$$
R(\Theta)=\left[\begin{array}{cc}
\cos \Theta & -\sin \Theta  \tag{4.3}\\
\sin \Theta & \cos \Theta
\end{array}\right], R_{120}=\left[\begin{array}{cc}
-1 / 2 & -\sqrt{3} / 2 \\
\sqrt{3} / 2 & -1 / 2
\end{array}\right]
$$

With this rotation matrix the transformation matrix can be determined by measuring the displacement of the light spot for only one of the actuators because by taking the rotation matrix into account, the following dependency reduces the problem of determining the transformation matrix:

$$
\begin{equation*}
\binom{\delta x_{1} / \delta a_{1}}{\delta x_{2} / \delta a_{1}} \simeq R_{120}\binom{\delta x_{1} / \delta a_{2}}{\delta x_{2} / \delta a_{2}} \tag{4.4}
\end{equation*}
$$

## CHAPTER 4. THE MIRROR ALIGNMENT AND CONTROL SYSTEM FOR H.E.S.S. PHASE II

Because of the shape of the telescope, the dependency is not completely linear and the precision of the angle between the tilt axis is not completely accurate. The positioning if the mirror needs to be precise on a few micrometers level, less than typical engineering tolerances. In the following section, the alignment procedure for CT5 is outlined. By splitting the alignment in a coarse alignment step using the rotation matrix and potentially extrapolating the final position and a fine alignment step determining the full transformation matrix and interpolating the final position, a high precision is achieved.

### 4.4.2 Alignment Procedure

The telescopes are usually observing under elevation angles larger than $35^{\circ}$ since the energy threshold and the effective areas are elevation angle dependent (see section 3.3.11. Even larger elevation angles are common. Since the mirror support structure shows elevation dependent dish bending, the alignment of the mirrors is optimized to $65^{\circ}$ elevation angle. As light sources, bright and isolated stars are used when their elevation is between $60^{\circ}$ to $70^{\circ}$. An additional constraint is the distance to the moon of $10^{\circ}$ to $90^{\circ}$. Shadows from the camera support structure or a very high noise level can complicate the alignment. A list of usable stars has been compiled by Cornils (2006).

For the duration of the alignment the telescope is tracking the star. The procedure is separated into two parts, the coarse alignment and the fine alignment.

### 4.4.2.1 Coarse Alignment

For the coarse alignment, the fact is exploited that measuring the displacement of only one actuator is sufficient to determine $T$. After mirror mounting, the individual light spots of the mirrors should be located on the PMT camera. This is true in general, a small fraction of mirrors need manual adjustment. For the simple procedure the following steps are carried out (Cornils, 2006):

- Move all mirrors out of the field of view of the CCD camera
- Move a single mirror to the center position of both actuators so the spot is likely to be in the field of view
- Take a picture
- Tilt the mirror in one axis
- Take another picture
- Take the difference of the two pictures and run a spot finding algorithm which determines the start (negative excess) and end position (positive excess)
- Calculate the transformation matrix $T$ using $\delta a_{1}, \delta x_{1}$ and $\delta x_{2}$
- Move the mirror to the center of the PMT camera
- Repeat from the top with the next mirror

For details on the spot finding algorithm see Schwarzburg (2012). Standard routines of the python packages numpy and scipy are used. After a sufficient number of spots are coarsely aligned, the final position the mirrors are moved to is the center of mass of the main spot created by several mirrors, in case of CT5 20 mirrors.

This process is rather time consuming: roughly 1 min is needed for one mirror. A fast algorithm is implemented in the software by moving several mirrors at the same time in a predefined pattern to identify the mirrors simultaneously. Here the fact that the alignment system of CT5 can move up to 25 mirrors at a time compared to one mirror for the system of CT1-4 is exploited. For details see Schwarzburg (2012).

### 4.4.2.2 Fine Alignment

The precision of the coarse alignment is limited by the assumed rotation matrix and non-linearity effects of the translation between the spot movement in the CCD image and the actuator movement. To overcome the limitations a second step is executed. From the center position of the PMT camera a mirror is moved out slightly in all four directions. By doing so the transformation matrix is fully determined because both actuator axes are used and the final position, the PMT camera center, lies within the actuator movement. This procedure is based on Cornils (2006), but since for CT5 the orientation of the tilt axis is the same for all mirrors and several mirrors can be moved at the same time, the fine alignment step is performed for four mirrors at a time (Schwarzburg, 2012).

### 4.5 Results of the Initial Alignment and Interpretation

### 4.5.1 Results

From the experience with CT1-4, the characteristics of the mirror segments, and the mechanical design of the telescope, an expected optical psf was simulated for CT5. The optical psf depends on the quality of the mirrors, mainly the roughness of the
surface and the precision of the focal length of the individual mirror, the elevation dependent bending of the dish, and the quality of the alignment. The precision of the alignment has been estimated based on the mechanical design. To characterize the elevation dependent psff a ray-tracing simulation was done assuming a point-like source at infinity. To characterize the psf a radius of a circle enclosing $80 \%$ of the reflected light in the simulation was derived. This parameter is called $R_{80}$. For the psf. hessarray, a H.E.S.S. specific version of simtelarray as described in section 3.3.7, was used. The result of the initial simulation is shown as a red curve in figure 4.7 as a function of elevation.


Figure 4.7: Results of the first alignment of CT5: The plot is showing the $R_{80}$, a measure of the optical psflof CT5, as a function of the elevation angle of the telescope. In red a simulation of the expected behavior is shown. The blue data points indicate measurements after the first alignment, the yellow data points after the second alignment. The green data points show a measurement with the correct auto focus setting.

To verify and adjust the simulation parameters, the optical psf was measured at the telescope using stars at different elevation angles. The telescope is pointing to a star, an image of the PMT-camera lid is taken and the $R_{80}$ is derived. After the initial alignment in summer 2012 done by Schwarzburg et al., the results showed that the psff is more than twice as large as expected. The measured results are shown as blue data points in Figure 4.7. The fine alignment was repeated under better conditions (less moon illumination and a reduced star list only containing the brightest and most isolated stars), but the results were still insufficient. This is shown by the yellow data points in Figure 4.7. This was the status when this work started.

### 4.5.2 Interpretation

The reasons for the difference between measured and expected psf were searched for various aspects:

- The focus of the CCD camera
- The quality of the mirrors
- The assumed settings of the simulations
- The accuracy of the alignment
- The position of the auto focus unit of the PMT camera

The focus of the CCD camera was adjusted and measured several times, the camera performed as expected and could be excluded from the list. This work was done by the University of Hamburg.

The quality of the mirrors had been verified by measurements in the lab. Nevertheless, to exclude the mirrors from this list of possible errors and also to verify the simulated mirrors, a test was done. In the telescope, 16 mirrors were measured individually with a bright star and the lid-CCD camera. This was done by moving all mirrors out of the field of view of the CCD camera with MACSII except for one mirror. Using a bright star and a long exposure time, a spot of this individual mirror was recorded. The $R_{80}$ was determined using the psf monitoring image analysis. The same mirrors were simulated individually with simhessarray at their same position in the telescope using the standard simulation parameters. The results are shown in table 4.2. The sample was not large enough to represent the entire telescope, but a major result was that the measured and simulated $R_{80}$ do not differ significantly. Furthermore, the results from the individual mirror segments in the telescopes are in the range of the results of the quality measurements. Figure 4.8 shows a normalized distribution of the measured $R_{80}$ from a mirror test setup (Giavitto, 2006). The measurements were done for 900 mirror segments for CT5 at the Institut für Astronomie und Astrophysik Tübingen (IAAT). The nominal focal distance was used for this measurement. Therefore, values identical with the measurements shown in table 4.2 are not possible, but for the mirrors from panel 33 (central panel) similar values are expected. A normal distribution was fitted to the data resulting in an $R_{80}$ of $(0.24 \pm 0.08) \mathrm{mrad}$.

The values from the measurements in the telescope agree reasonably well with the simulation results of individual mirror segments. Nevertheless, the entire telescope was simulated again with parameters for the mirrors that did match the worst measurement of the mirror segments P35M46 and P24M46. The resulting $R_{80}$ of the telescope is


Figure 4.8: Mirror psff from quality measurements: The mirror segments of CT5 were measured in a test setup prior to the installment at the telescope. The resulting $R_{80}$ is shown in a histogram together with a normal distribution with an $R_{80}$ of $(0.24 \pm 0.08) \mathrm{mrad}$.
$37.5 \%$ larger, but it could not explain a factor of two as seen in 2012. Furthermore, this was a worst case assumption to estimate the impact of the mirror parameters on the overall $[\mathrm{psf}$ simulation.

Another possible concern was the auto focus unit of the PMT-camera. The alignment is done with a star at very large distance, whereas the air showers happen 10 km to 15 km away from the telescope. For CT5 it was foreseen that the focus should be adjusted depending on the elevation angle of the telescope. Therefore, CT5 is equipped with a system to change the focus by several centimeters. For the alignment, the system is set to 0 mm whereas for observations the value is typically 66 mm . It turned out that the auto focus unit was not correctly working for the psff measurements. However, in the $\log$ files of the auto focus system, the problem was not obvious which delayed the discovery of the problem significantly.

It is not possible to reconstruct in what setting the auto focus unit was for the first two measurements shown in figure 4.7. After the problem was discovered, reported and fixed, the measurement was repeated in the position the alignment was probably done. The measurement is shown in green. The conclusion is that the expected performance is almost reached. No formal requirement on the optical psff exists. The measured performance is well inside the range in which the impact on the air shower observations

Table 4.2: Simulated and measured psf of individual mirror segments

| Mirror ID | Measured $R_{80}$ <br> $[\mathrm{mrad}]$ | Simulated $R_{80}$ <br> $[\mathrm{mrad}]$ |
| :--- | :--- | :--- |
| P33M12 | 0.324 | 0.326 |
| P33M14 | 0.442 | 0.332 |
| P33M16 | 0.385 | 0.335 |
| P33M72 | 0.402 | 0.332 |
| P33M74 | 0.342 | 0.332 |
| P33M76 | 0.342 | 0.332 |
| P31M41 | 0.314 | 0.379 |
| P13M14 | 0.395 | 0.665 |
| P35M46 | 0.629 | 0.401 |
| P22M43 | 0.304 | 0.332 |
| P53M73 | 0.420 | 0.579 |
| P24M46 | 0.503 | 0.365 |
| P42M43 | 0.291 | 0.329 |
| P24M54 | 0.316 | 0.335 |

is negligible. The mirror alignment and control system for H.E.S.S. phase II performed as expected.

During further characterizations of the optical properties, a problem with the tracking system was discovered. The zero point of the azimuth axis was not calibrated correctly, but showed a small offset of a few tenths of a degree. Since the alignment was done on the camera center assuming a correct pointing, the main spot position showed a significant elevation dependency. The spot is perfectly centered for elevation angles in the range of the angles used for the alignment ( $60^{\circ}$ to $70^{\circ}$ ). Depending on the difference in elevation angle, the angular distance to the star changes for a constant offset in the azimuth shaft encoder. Because of the horizontal coordinate system used, this deviation should depend on the cosine of the elevation angle. In figure 4.9 the measured deviation to the camera center in azimuth direction is shown. The elevation angle reaches $160^{\circ}$. The telescope can exceed zenith and point to the other direction with the elevation drive. The advantages of the so called reverse pointing is explained in section 4.8. A fit of the data points was done and they can be well described by a function that depends on the cosine of the elevation angle.

The offset of the azimuth drive was corrected which led to a constant offset of the optical axis. Furthermore, after the initial tests of the reverse pointing, the bolts holding the actuators and mirrors were checked. It was discovered that some of the bolts and screws were slightly loose. Only a marginal increase in psffsize was measured after tightening, but because of this and the azimuth offset of the main spot, a new alignment of the mirrors was done as part of this work.


Figure 4.9: Azimuth offset of the main spot: The offset of the main spot to the camera center was measured by determining the center of mass of the spot. The offset in elevation direction is negligible. Here the offset in azimuth is shown. The elevation angle ranges to more than $90^{\circ}$ which is related to the fact that the so called reverse pointing capability of the telescope was used as well.

### 4.6 Final Alignment

Prior to the final alignment, two additional features were added to the software packet.

- To avoid the coarse alignment step, a function was implemented to move the individual light spots of the mirror segments to the camera center using the fine alignment transformation matrix. This was possible because a good alignment had already been performed.
- To further reduce the impact of mechanical play in the actuators probably due to the gear, the final position of the actuators is always reached by pushing against the external springs.

The alignment was carried out between the 19th of January 2014 and the 2nd of March 2014. The alignment system performed as expected. The long duration of the alignment compared to the expectations of Schwarzburg (2012) is explained by delays because of the rainy season in Namibia and the carefully selected alignment conditions. Figure 4.10 shows the dark time efficiency for CT1-4 during the first two shift periods in 2014
during which the alignment of CT5 took place. More than $60 \%$ of the dark time the four telescopes could not observe because of bad weather which of course also affected the alignment of CT5. The database was not filled correctly for CT5.


Figure 4.10: Dark time efficiency of CT1-4 during the alignment of CT5: For each night the available observation time is shown over plotted with the time the telescopes spent on different tasks. More than $60 \%$ of the time the four telescopes could not observe because of bad weather which also affected the alignment of CT5.

### 4.7 Results

### 4.7.1 Point Spread Function

After the alignment the psff was characterized by measuring the extent of star images under various elevation angles. From the previous alignment to the final alignment a small improvement is visible, probably due to the reduced impact of the mechanical play. Figure 4.11 shows a comparison between the two alignments. The final one is shown in green, the previous one in blue. The offset in azimuth has been corrected successfully. The minimal measured spot size is almost equivalent to the minimal simulated spot size, verifying the simulation parameters for the mirrors and the performance of the alignment system. For CT1-4, Cornils (2006) characterized the dish bending with the following function:

$$
\begin{equation*}
R_{80}(\Theta)=\sqrt{R_{\min }^{2}+d_{0}^{2}\left(\sin \Theta+\sin \Theta_{0}\right)^{2}} . \tag{4.5}
\end{equation*}
$$

The minimum extent of the light spot $R_{\text {min }}$ is reached at an elevation angle of $\Theta_{0}$ which is between $60^{\circ}$ and $70^{\circ}$ corresponding to the elevation angle range used for the alignment. The parameter $d_{0}$ is a measure of the magnitude of the dish bending. This behavior was also used for the original simulation shown in red in figure 4.11. Since the


Figure 4.11: Result of the final mirror alignment of CT5: The measured $R_{80}$ over different elevation angles (green data points) is fitted with equation 4.6, the fit results are shown in 4.3. For comparison the original simulation is plotted in red and the data from the previous alignment is plotted in blue.

Table 4.3: Fit parameters to model the dish bending of CT5

| $R_{\min }$ <br> $[\mathrm{mrad}]$ | $\Theta_{0}$ <br> $[\mathrm{deg}]$ | $d_{0}$ | $d_{1}$ | $\chi^{2} /$ d.o.f. |
| :--- | :--- | :--- | :--- | :--- |
| $0.419 \pm 0.006$ | $63.1 \pm 0.5$ | $1.34 \pm 0.06$ | $0.91 \pm 0.06$ | $5.47 / 17$ |

larger and heavier dish of CT5 leads to a stronger bending for large elevation angles, the function is no longer valid to describe the system. Therefore, an additional term was added:

$$
\begin{equation*}
R_{80}(\Theta)=\sqrt{R_{\min }^{2}+d_{0}^{2}\left(\sin \Theta+\sin \Theta_{0}\right)^{2}+d_{1}^{2}\left(\cos \Theta+\cos \Theta_{0}\right)^{2}} . \tag{4.6}
\end{equation*}
$$

The additional cosine term was introduced to model the bending for large elevation angles, $d_{1}$ is a measure of the strength of this additional bending. This function has been fitted to the data with the best fit the parameters listed in table 4.3 .

For the simulations, the dish bending is modeled using a elevation dependent alignment error. The quality of the mirrors is known, so the alignment error is derived from the fit presented here. The simulations have been adjusted by the additional cosine term.

Table 4.4: Yearly increase of the psf size for all telescopes

| Telescope | Increase in psf size |
| :--- | :---: |
| CT1 | $(2.55 \pm 0.23) \%$ |
| CT2 | $(2.13 \pm 0.16) \%$ |
| CT3 | $(3.85 \pm 0.33) \%$ |
| CT4 | $(1.11 \pm 0.11) \%$ |
| CT5 | $(2.76 \pm 0.39) \%$ |

### 4.7.2 Long Term Stability

The telescopes are designed in a way that the psf should be stable over an extended period of time. This is verified on a regular basis with calibration measurements. In the past, the alignment of CT1-4 did not need an update for more than seven years. With the entire array, 80 pointing runs are carried out per shift period (four weeks) for the mechanical pointing model. The telescope is pointing to a star and the deviations from the spot to the camera center is measured. As an additional input, the images form the Sky-CCD, a CCD camera in the dish measuring the position of the stars in the field of view of the telescope, is used. For CT5, this measurements are carried out using the auto focus setting for the $\gamma$-ray observations. For CT1-4 these pointing runs provide a valid input for the psf monitoring, but for CT5 the auto focus unit needs to be set to the position of the alignment. Therefore, a new run type was created called psf runs. No sky-CCD images are taken and the auto focus is set to 0 mm . Every two to three months 30 stars are measured this way, well distributed over the elevation range of the telescope. For each set of 30 measurements from one night, a fit of equation 4.6 is performed and the $R_{80}$ is evaluated at $65^{\circ}$. These values are plotted over time and a linear trend is fitted to the data. Figure 4.12 shows all measurements taken since the 3rd of April 2014. The trend shows a moderate increase of $(3.12 \pm 0.48) \%$ per year. Table 4.4 lists the yearly increase of the psf size of CT1-5 as of spring 2018. For CT3 the yearly increase from spring 2017 is listed. In summer 2017 a mirror exchange was done and the data is insufficient to provide a reliable number of the yearly increase. For each telescope a representation of the elevation plots and the long term monitoring plot is shown in section A. 1 .

Another consideration of the long term performance of the system is the functioning of the mechanical and electronic parts. For CT1-4, mirror exchange campaigns suffered from a high number of non-operational actuators (see section 4.9). To avoid a similar problem with CT5, regular tests were performed every six months until 2016. For the test all actuators were moved away from the alignment position by 500 hallcounts in both directions. Out of 1752 only 10 actuators did not move the requested counts, though the alignment position of 8 of them is close to the end point of the actuator


Figure 4.12: Long term monitoring of the optical psf of CT5: The plot shows the $R_{80}$ at $65^{\circ}$ measured in regular intervals. A linear trend is fitted to the data.
range. No full test of the actuator range was done to avoid losing the alignment position and because it would take a significant amount of time. The test showed that improvements concerning water tightness used for the CT5 actuators are effective which also is a valuable insight for the actuator development for CTA Since the psf is stable and a further mirror alignment is not planned during the lifetime of H.E.S.S., further tests were stopped. The results of the alignment campaign, the long term monitoring of the psff and the hardware tests have been published in Gottschall et al. (2015).

### 4.8 Reverse Pointing for Prompt Follow Up Target of Opportunity Observations

### 4.8.1 Introduction

The H.E.S.S. experiment features an automatic follow up system for short lasting target of opportunity observations, mostly GRBb, but the scheme can also be applied to other phenomena. GRB are short lasting phenomena, the measured duration of the prompt phases ranges from 0.1 s to a few hundred seconds. They emit up to $1 \times 10^{55} \mathrm{erg}$ of energy in this short time interval which makes them one of the most powerful events known today. The emission can be divided into two phases, the prompt phase of the
intense emission with energies ranging from keV to GeV and the afterglow phase in which the emission decays. The afterglow of GRB is commonly detected in the radio to optical band. According to the Fireball-Model presented by Piran (1999), particle acceleration takes place at multiple points of the evolution of the system. In this model, when a new compact object is formed, ultra-relativistic jets are created which are powered by the new compact object. Shells with various Lorentz factors are created which eventually collide and create $\gamma$-rays in a broad energy range from keV possibly up to TeV. This is the so called prompt phase. In a second phase, the afterglow phase, the shocks reach the not shocked ISM. The highest energy that can be observed in these various stages highly depends on the photon field in the object. A very dense photon field leads to $\gamma-\gamma$ absorption which can reduce the initial energy of the radiation. Furthermore, the absorption through the extragalactic background light (EBL) has to be taken into account for large distances from Earth.

Only a small fraction of the detected GRB (less than $1 \%$ ) show a component above 10 GeV . These GRBs already challenge the understanding of the Fireball-model concerning gamma factors and acceleration efficiency. These measurements stem from satellite based $\gamma$-ray detectors. With IACTs, such a measurement can be performed with an effective area of several orders of magnitude larger and therefore, on much shorter time scales. The highest energies are reached in the prompt phase, therefore it is crucial to start the observations as fast as possible.

Hoischen et al. (2017) reported on the status of the GRB follow-up program currently in place. A key component is the automatic follow-up of online triggers from various sources. The transition time of all subsystems has been optimized making the slewing to the new source the most time consuming task. The tracking system of the H.E.S.S. telescopes is capable of reverse pointing. In this case the telescope can move through zenith with the elevation drive basically turning the telescope upside down. Depending on the start and final position, this reduces the angular distance to the target significantly. For CT5 it was planned that this operation mode is active for prompt follow up of short lasting transient phenomena like GRB . For CT1-4 reverse pointing is not planned, the mode is only used for maintenance. Figure 4.13 shows the simulated fraction of times CT5 is on target to a random position on the sky over the time since the repositioning started for normal operations $\left(\mathrm{EL}<90^{\circ}\right)$ and including reverse pointing $\left(\mathrm{EL}<175^{\circ}\right)$. A fraction of $90 \%$ is reached after 52 s for reverse pointing whereas in normal operation the same is achieved after 107 s (Hofverberg et al., 2013).

One key question that needed to be answered is the optical performance of the system for a reverse pointing. The results of optical psf measurements is presented in the


Figure 4.13: Performance of the CT5 drive system: The plot shows the fraction of times CT5 is on target to a random position on the sky from a random position over the time since the repositioning started for normal operations in black $\left(\mathrm{EL}<90^{\circ}\right)$ and including reverse pointing in red $\left(\mathrm{EL}<175^{\circ}\right)$. The plot is taken from Hofverberg et al. (2013).
following section together with an estimate of the impact on the effective area for $\gamma$-rays of the telescope.

### 4.8.2 Impact on the Optical System

To characterize the optical psf for reverse pointing, the psf was measured for several stars with different elevation angles. The first tests were done before the final alignment which at that point had already been planned. During these tests the following behavior was observed:

- The size of the star images increases further with rising elevation angle.
- The increase in star image size is not continuous, but there is a step at around $90^{\circ}$ elevation.
- The psflshows a moderate increase in size for normal pointings right after a reverse pointing at all elevation angles.

At $90^{\circ}$ there is a discontinuity of the optical psf size. This is probably caused by the bending of the mirror mounting: For normal pointings, the fixed point is on top and the two adjustable points on the bottom as shown in figure 4.14. When the telescope is moving through zenith the mirror mounting is upside down. This could lead to discontinuous bending of the mounting structure. Another possibility is the bending of the entire dish. The root cause of this effect was not studied.


Figure 4.14: Mirror of CT5 from the back

The last effect is the least understood and also the most dangerous effect, in particular when it accumulates over time. The larger optical psf during normal operations right after a reverse pointing is probably caused by inelastic bending of parts of the dish structure or the mirror mounting. This bending settles over time and is hardly measurable after one day. The increase is about $5 \%$ to $10 \%$ at $65^{\circ}$ elevation (it decreases for other elevation angles) which has a negligible effect on the $\gamma$-ray performance. To exclude an accumulative effect, the measurement has been repeated several times and an additional monitoring after a reverse pointing was implemented. No negative long term effect was observed. A sudden increase of the psf size in the long-term monitoring would be such a negative effect (see figure 4.12). Up to summer 2016 reverse pointings were done two to three times per year for tests. After that, the system went to normal operations. Since reverse pointings are only used for prompt GRB follow-ups, such pointings were only done twice in 2017 , once during a fire drill for the shift crew and a second time for a GRB follow-up.

Figure 4.15 shows the results of a test of reverse pointing. In the night from the 24th to the 25th of April 2014 the psf was measured at the beginning of the night. Right after that the psf was measured using reverse pointings. The next psff measurement was done 2 h after the beginning of observations and shows an increase in psf size of $6 \%$. To monitor the normalization process another psff measurement was done at the end of the night, roughly four hours after the reverse pointings. The measured radius $R_{80}$ at $65^{\circ}$ elevation is almost compatible with the original value from the beginning of the night. Bad weather prevented another measurement during the next night, but 56 h later the measured psf| was back to normal.


Figure 4.15: Time evolution of the optical psflafter a reverse pointing: The plot shows optical psflmeasurements for normal operations ( $\Theta<90^{\circ}$ ) at $65^{\circ}$ elevation before and after reverse pointings. The dotted line shows the time of the reverse pointings.

To deliver input for simulating the performance of the telescope, the measurement using reverse pointing was repeated with the final alignment. Equation 4.6 was fitted to the data with frozen $\Theta_{0}=65^{\circ}$. The results are shown in Figure 4.16.

For $\Theta=115^{\circ}$, which is equivalent to an elevation angle of $65^{\circ}$, the optical psff is a factor of two larger than for a normal measurement at $65^{\circ}$.

### 4.8.3 Impact on the Air Shower Reconstruction

With the measurements of the previous section, S. Ohm performed a simulation of the $\gamma$-ray performance of the telescope. A $\gamma$-ray simulation at $20^{\circ}$ and $45^{\circ}$ elevation


Figure 4.16: Optical psff for reverse pointing: The plot shows optical psffmeasurements for normal operations $\left(\Theta<90^{\circ}\right)$ and for reverse pointings $\left(\Theta>90^{\circ}\right)$. Equation 4.6 has been fitted to the reverse pointing data points, setting $\Theta_{0}$ to $65^{\circ}$.
angle was done, once using the normal simulation parameter for the dish matching the measured psf (normal) and a second time adjusting the simulation parameters of the dish to match the measurement from figure 4.16. Figure 4.17 shows the fraction of all events passing the trigger criteria of the instrument (DST) and the analysis cuts for a standard mono analysis (Preselect) over energy. The solid line refers to normal optical simulation parameters and the dashed line to the parameters matching the psf measurement for reverse.

In reverse, the optical psf reaches the same extent as a PMT pixel on-axis. Off-axis, the star light is further widened by aberration. Therefore, low energy showers are distributed over more pixels which leads to low intensity showers not triggering the telescope because of a lack of light in individual pixels. Furthermore, the $\gamma /$ hadron separation might suffer (independent from the method used) when the shape of the shower can not be measured accurately by the telescope. This effect has not been studied yet.


Figure 4.17: $\gamma$-ray performance in reverse pointings: The plot shows the fraction of all events, passing the trigger criteria of the instrument (DST) and the analysis cuts for a standard mono analysis (Preselect), over energy. The solid line refers to normal optical simulation parameters and the dashed line to the parameters matching the psf|measurement for reverse.

Table 4.5: Increase in energy threshold for reverse pointings

| Zenith angle <br> $[\mathrm{deg}]$ | Pointing | Level | Energy threshold <br> $[\mathrm{GeV}]$ | Increase |
| :--- | :--- | :--- | :---: | :---: |
| 20 | normal | DST | 55 |  |
| 20 | reverse | DST | 60 | $\sim 9 \%$ |
| 20 | normal | Preselect | 70 |  |
| 20 | reverse | Preselect | 75 | $\sim 6 \%$ |
| 20 | normal | DST | 150 |  |
| 45 | reverse | DST | 180 | $\sim 20 \%$ |
| 45 | normal | Preselect | 170 |  |
| 45 | reverse | Preselect | 203 | $\sim 19 \%$ |

This is a clear tradeoff between performance and response time. The nature of GRB, led to the decision to commission reverse pointings with CT5, but with a limit of $135^{\circ}$ which is equivalent to an elevation angle of $45^{\circ}$, to maintain an acceptable performance. This excludes the use of reverse pointing only for some of the events since the minimum elevation angle for a prompt follow-up is $30^{\circ}$ in normal mode or $150^{\circ}$ in reverse. Assuming that GRB; are distributed isotropically and the telescope is always choosing the smallest angular distance, only $12.5 \%$ of all prompt follow-up alerts are excluded from using reverse pointings.

### 4.9 The 2017 Mirror Exchange of CT3

The optical efficiency of all telescopes declines over time if no maintenance is taking place. This decline is driven by the reflective coating of the Winston cones that funnel the light onto the PMTs, the photocathodes of the PMTs, and the mirrors. The optical efficiency is measured using Cherenkov light from muons passing through the reflective dish of a telescope. Therefore, the measured muon efficiency covers the efficiency of all three components. The technique and optical efficiency applied until 2016 is described by Mitchell (2016). Starting in April 2010 the mirrors of CT1-4 were replaced consecutively. The mirrors of CT3 were replaced first with a new set of mirrors. The used mirrors from CT3 were recoated and then used for CT2. The sequence continued with CT1 and CT4. The mirror exchange caused a downtime of four to six weeks per telescope. One set of spare mirrors was available. It was newly coated before it was put into storage. Since the end of the experiment is approaching and the optical efficiency of the telescopes degraded again, the collaboration decided to use the fifth set of mirrors to exchange the mirrors of CT3. This was the first telescope on which mirrors were mounted and also the first telescope receiving new mirrors in the exchange campaign in 2010. In 2016, the measured optical efficiency of CT3 was lower than the optical efficiency of the other telescopes as it can be seen in figure 4.18. The figure shows the measured muon efficiencies starting in 2004 for all telescopes. The dotted lines mark the first mirror exchange in 2010-2012 (a), the beginning of a PMT camera upgrade (b), and the exchange of Winston cones (c). Smaller increases in optical efficiency are related to cleaning of the Winston cones or rain removing some of the dirt from the mirrors.

The collaboration asked for a downtime of the telescope of less than two shift periods which is roughly two months. Therefore, a maintenance campaign of four weeks was carried out in May/June 2017 to test the entire system as thoroughly as possible without interrupting observations. Although the system was not used for half a decade and the documentation was sparse, the alignment was successfully tested. A few modifications had to be made to account for new CCD cameras and changes in the computer cluster on site. The changes have been documented on web pages of the collaboration. In addition to the test of the entire system and to update to the documentation, a small set of motors were tested for functionality. Only one of 24 motors showed a hardware defect. Based on this, a pessimistic assumption of $20 \%$ of motors/actuators that would need service, was used to plan the mirror exchange campaign. The goal was to derive a pessimistic to realistic estimation of the required time. Furthermore, a test setup made of spare parts of the alignment system was constructed to test the actuators under


Figure 4.18: Muon efficiency over time: The plots show the measured muon efficiencies since 2004 for all telescopes. The dotted lines mark the first mirror exchange in 2010-2012 (a), the beginning of a PMT camera upgrade (b), and the exchange of Winston cones (c). Smaller increases in optical efficiency are related to cleaning of the Winston cones or rain removing some of the dirt from the mirrors.
realistic conditions before mounting them on the telescope. With this setup 128 mirror mountings could be tested in one night without supervision.

For the campaign 24 days were scheduled, less than half of the acceptable downtime defined by the collaboration board. It was estimated that the exchange of the mirrors would take two weeks, for the alignment one week was scheduled. Before that three days of testing of all actuators in the dish were performed. The goal was to sort out
the broken actuator/motor assemblies. The mirror exchange campaign started on the 27th of July 2017.

At the start of the campaign, the test of all motors in the dish showed that the failure rate was $40 \%$, a factor of two of the assumed one. An analysis of the mirror positions showed that the initial test with 24 motors had been done at the bottom of the dish where the hardware is better protected from rain and sun by the telescope structure. The highest failure rate was observed on top of the dish while the telescope is in parking position. Most actuators or motors were simply stuck and could be recovered easily. A small number of hardware parts needed to be exchanged. This prolonged the mirror exchange by a week.

The alignment was done remotely with the support of the observation shift crew. During the alignment no major problems were discovered. The telescope was aligned within 5 days. Normal operations resumed on the 27th of August 2017, one month after the beginning of the campaign. The resulting optical psff is shown in Figure 4.19.


Figure 4.19: Optical psff for CT03: The plot shows optical psflmeasurements from May 2010 when the previous mirror exchange was done. The first dotted line indicates the time of a focusing of the lens of the CCD camera. The second dotted line shows the time of the mirror exchange presented here.

In conclusion, the quality of the new alignment is better than the alignment right before the mirror exchange. The fact that the psffsize of May 2010 was not reached is probably caused by a degradation of the focus of the optics of the CCD camera that is used to monitor the size of the psf Concerning the rate of increase in size, at this point in


Figure 4.20: Darktime efficiency of the full array during the CT3 mirror exchange campaign.

Table 4.6: Muon efficiency November 2017

| Telescope | Muon efficiency |
| :--- | :---: |
| CT1 | $\sim 0.091$ |
| CT2 | $\sim 0.093$ |
| CT3 | $\sim 0.102$ |
| CT4 | $\sim 0.093$ |

time the measurement is not conclusive. More data is needed. Figure 4.20 shows the observation time that was lost due to the mirror alignment. The alignment took place in between two shift periods which minimized the loss of observation time.

Figure 4.21 shows the muon efficiency from the beginning of 2016 until the end of 2017. A clear increase in muon efficiency is visible at the dotted line (c) which indicates the exchange of Winston cones and at the dotted line (d) which indicates the time the mirror exchange presented here took place. An increase in muon efficiency of $\sim 18 \%$ was measured. The muon efficiency of the individual telescopes as of November 2017 is listed in table 4.6.


Figure 4.21: Muon efficiency of CT3 over time: The plots show the measured muon efficiencies since the beginning of 2016 until the end of 2017. The dotted lines mark the beginning of a PMT camera upgrade (b), the exchange of Winston cones (c), and the mirror exchange presented here (d).

### 4.10 Summary

The large number of mirror segments used within the H.E.S.S. experiment required a motorized alignment system. In this work the performance of the mirror alignment and control system of H.E.S.S. phase II has been verified after an extensive study covering measurements at the telescope and simulations. Furthermore, because of unrelated calibration problems a new alignment of CT5, the 28 m telescope, was performed after improving the algorithms to allow for a fast alignment with higher precision. The results of this new alignment fulfill all expectations and have been published by Gottschall et al. (2015). The optical performance of CT5 has been investigated in the so called reverse pointing mode for fast re-positioning. These measurements provided valuable contributions to the further development of the H.E.S.S. transient program. A regular monitoring of all telescopes has been implemented and documented. A mirror exchange of CT3, one of the 12 m telescopes was done including a full new alignment. The hardware was not used for seven years and only partially operational when the preparations for the mirror exchange started. In a maintenance campaign of four weeks the functionality of the hard- and software was restored and the procedures for the mirror exchange prepared. The mirror exchange was carried out without problems and well inside schedule. The telescope CT3 gained $\sim 18 \%$ in optical efficiency. This study demonstrates the precision and the reliability of the mirror alignment and control approach of the H.E.S.S. collaboration, both for the 12 m phase I telescopes as well as for the 28 m telescope CT5. Ideally, the imaging performance of the telescopes should be limited by the granularity of the PMT camera and not by the optical properties of the dish. Therefore, according to the study from Bernlöhr et al. (2003) the psf should be smaller than the PMT pixel size of $0.16^{\circ}$ on-axis for CT1-4. The 28 m telescope CT5 has a PMT pixel size of $0.067^{\circ}$. Translated to a radius in radian the psf should be smaller than 1.4 mrad for CT1-4 or 0.58 mrad CT5. As this study has shown this is the case for most normal elevation angles for all telescopes. Only when using reverse pointings or low elevation angles with CT5, the measured $R_{80}$ is larger than the pixel size. With the psf measurement of CT5 after the final alignment presented here, the instrument simulation has been adapted to match the measurements. The limited impact of the quality of the alignment on the performance of the instrument does not make regular updates of these parameters necessary. Nevertheless, the quality of the alignment is monitored with long-term psf measurements. The results are presented regularly and are brought to the attention of the simulation experts.

# 5 A Study of Three TeV Shell Candidates from the H.E.S.S. Galactic Plane Survey with H.E.S.S. 

### 5.1 Introduction and Outline

### 5.1.1 Introduction

SNR $s$ are the prime candidates for accelerating the bulk of Galactic hadronic CRs and are therefore one of the major science topics of IACT like H.E.S.S. As discussed in chapter 2 , VHE $\gamma$-rays are a tracer for very energetic CR . Identifying SNR; solely based on data from $\gamma$-ray instruments, poses several problems due to the angular resolution of the instruments and intrinsic properties of the sources. A distinct feature of young and mid-age SNR is the shell expanding into the ISM creating VHE $\gamma$-ray emission. Resolving this shell with an angular resolution of $\sim 0.8^{\circ}$ for a typical observation is only feasible for sources with a large apparent extent. OldSNR $\beta$ no longer accelerate particles and the remaining hadronic CR criterion to identify the source type. One example is W 28 (Aharonian et al., 2008c). Supernova remnants usually exhibit a power-law spectrum with an index of $\Gamma=2.3$ in the VHE band, similar to the spectrum of most Galactic VHE $\gamma$-ray sources. In this chapter, a new approach to search for new SNR introduced. The thereby discovered candidates are presented in an extensive source-bysource study covering sky-maps, energy spectra, morphological study, and search for multi-wavelength (MWL) counterparts.

The large field of view ( $\overline{\mathrm{FoV} \text { ) and the location in the southern hemisphere makes }}$ H.E.S.S. the perfect instrument for a Galactic Plane survey. Thus, two types of observations were initiated when the first phase of the array of telescopes was completed: In addition to pointed observations of known $\gamma$-ray emitters like the Crab Nebula (Aharonian et al., 2006b) or prime candidates like RX J1713.7-3946 (Aharonian et al., 2006a), H.E.S.S. started a survey observation. These observations culminated in the publication of the first Galactic Plane survey (Aharonian et al., 2006c). Afterwards,
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the survey was continued and also deeper observations of special regions of interest were added to the H.E.S.S. dataset. This led to the final publication of the H.E.S.S. Galactic plane survey (HGPS) (H.E.S.S. Collaboration, 2018d), which includes 10 years of data and covers half of the Galactic plane. When the search for TeV shell candidates started, the preliminary HGPS catalog contained $78 \gamma$-ray sources, 37 of them not firmly identified.

The question was raised whether some of the unidentified sources are in fact shell-like SNR $\}$. Galactic SNR $\downarrow$ are usually discovered in other wavebands first and mainly in the radio band. Several sources have been detected first in X-ray surveys with ROSAT and ASCA (Aschenbach, 1995 Bamba et al., 2003, Pfeffermann et al., 1991; Sugizaki et al., 2001; Bamba et al., 2001; Yamaguchi et al., 2004). These SNR sypically have a low radio surface brightness (e.g. RXJ 1713.7-3946) or are in regions with source confusion. Based on the X-ray detections, the most probable candidates for $\gamma$-ray emission have been observed which initiated the discovery of shell-like sources like RX J1713.7-3946 (Aharonian et al., 2006a). Unidentified VHE are usually observed in other wavebands, for example with pointed X-ray observatories like $X M M$-Newton or Chandra because of their good sensitivity and the expected synchrotron emission in their energy band. One example is HESS J1731-347, published by the H.E.S.S. collaboration Aharonian et al., 2008b) as an unidentified source, followed by the discovery of an X-ray and radio counterpart by Tian et al. (2008), which led to the classification as a SNR. The MWL information led to deeper observations with H.E.S.S. which then revealed a shell structure at TeV (H.E.S.S. Collaboration, 2011). These are examples where MWL information leads to the discovery of VHE sources or to the firm identification of VHE sources discovered in a survey. As described in section 2.2, the acceleration of charged particles at a shock front induces both synchrotron emission from leptons covering energies from the radio- to the X-ray-band, and $\gamma$-ray emission both from leptons and hadrons. The examples mentioned here are interpreted as young SNR; where the shock speed is sufficient for ongoing particle acceleration. When the shock slows down, the acceleration stops and no new high energy leptons and hadrons are produced. In contrast to leptons, hadrons need more time to cool before they can no longer produce $\gamma$-ray emission. One example is known where the protons from the old-age SNR W 28 diffuse into the ISM and illuminate close-by molecular clouds (Aharonian et al., 2008c). Following this argument, in the case of a $\gamma$-ray source only detected at VHE that shows clear evidences of being a shell-like SNR, but without a counterpart in the radio or X-ray band, a possible conclusion is that such a source could be a medium age SNR with much slower shock speeds compared to the young SNR detected at VHE. In this case, the emission would be dominated by hadronic interaction. This would provide the missing link between young SNR; like RXJ 1713.7-3946 and old SNR; like W28 where
the SNR is no longer accelerating particles, but illuminates nearby dense molecular clouds with CRs diffusing into the ISM. (Aharonian et al., 2008c).

The non-detection of X-ray synchrotron emission can have other reasons. For example an observation can suffer from high absorption or stray light contamination. The existence of a TeV source with shell morphology alone is no immediate proof of the scenario of a mid-age SNR, a spectral energy distribution (SED) modeled with constraining upper-limits from X-ray and radio is needed. Furthermore, the identification as SNR of any age from TeV data alone is not possible. Other astrophysical sources can mimic a shell appearance, for example, because of source superposition or even intrinsically, e.g. in the case of super-bubbles: A VHE $\gamma$-ray emitting super-bubble has been found in the Large Magellanic Cloud (LMC) recently (H.E.S.S. Collaboration, 2015).

### 5.1.2 Outline

For this work, a blind search for shell like morphologies was done with the data product of the HGPS H.E.S.S. Collaboration, 2018d). From this search four source candidates emerged. In addition two more sources were suggested by collaboration members because the sources were in the field of view of their analysis and appeared shell-like by eye. The HGPS and the blind search is presented in section 5.2 .

For these six sources, a source-by-source H.E.S.S. analysis was done to derive sky maps and energy spectra. With the results of this dedicated analysis a morphology study was performed to confirm the results of the systematic search. In this study three of the four candidates of the search showed a significant shell-like morphology. Of the two candidates identified "by eye", none showed a preference of the shell model. The three positively identified sources are called HESS J1534-571, HESS J1614-518 and HESS J1912-101. Although an in depth analysis and morphological study was done on six sources, only the results for the firmly identified SNR candidates are shown here. The other three sources were treated in the same way, up to the morphological study. Based on the conclusions of the study, a MWL search for counterparts was started. The source-by-source analysis is presented in section 5.3. The search for MWL counterparts is presented in section 5.4 .

This work is the result of a collaboration of several members of H.E.S.S. and external colleagues. The main focus of the author's work was the source-by-source analysis and part of the search for MWL counterparts, mainly working on the radio continuum emission of HESS J1534-571, the GeV emission with Fermi-LAT for HESS J1614-518, and investigating the differences to the study of Aharonian et al. (2008a) concerning
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HESS J1912 +101 , which resulted in a possible PWN scenario at that time. Furthermore, the author carried out several catalog searches in which no additional positive matches were found. For the sake of completeness, the results of the work of the entire task group is presented here. The work of the author is explained in greater detail covering the source-by-source analysis, azimuthal and radial profiles of the TeV data, the spectral analysis, examination the radio continuum emission towards HESS J1534-571, the GeV emission towards HESS J1614-518, re-examination of the PWN scenario for HESS J1912+101, and catalog searches for all three sources.

### 5.2 Search for New TeV Shell Candidates in the H.E.S.S. Galactic Plane Survey

### 5.2.1 The H.E.S.S. Galactic Plane Survey

The HGPS is a decade long study using data from the first phase of the H.E.S.S. experiment ${ }^{7}$. It consists of survey observations and pointed observations within a box covering the Galactic longitude range of $l=250^{\circ}$ to $60^{\circ}$ (including the Galactic center) and the galactic latitude range of $|b| \leq 3.5^{\circ}$. All data of high quality, taken between 2004 and 2013, were considered in the survey. The total amount of observation time sums up to almost 2700 hours. The strict quality selection of the observational data ensures a high precision of the flux maps created in the study.

The latest HGPS publication (H.E.S.S. Collaboration, 2018d) incorporates high-level sky-maps. This includes correlated $\gamma$-ray Excess and Significance maps, a Flux map and a source catalog containing 16 new sources that have been partially announced at conferences, but were not published before. Compared to previous H.E.S.S. publications, four sources are missing. This is not surprising because all of the four sources have a softer spectrum, their non-detection is a consequence of the analysis settings used. To increase the precision of the direction reconstruction and the discrimination power of the $\gamma /$ hadron separation, a high image amplitude cut was used, which increases the energy threshold of the analysis. One example is W49B with a power law index of $\Gamma=3.1$ (H.E.S.S. Collaboration, 2018f). The analysis cuts are explained in detail in the upcoming section 5.3 or in H.E.S.S. Collaboration (2018d). The catalog was derived using morphology fitting of Gaussian components to the sky-maps. To increase the stability of the method, known shell-like SNR $;$ and the Galactic center region have been excluded.

[^6]
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In addition to the source catalog pipeline, the low level sky-maps of the HGPS, most importantly Gamma candidates and Gamma exposure among others, became available within the collaboration. These maps have been used for other studies for example the search method presented in section 5.2.2


Figure 5.1: Illustration of the HGPS The top panel shows an all sky image of CO emission measured with the Planck satellite. The white stars illustrate 10 known VHE $\gamma$-ray emitters outside the survey region. The orange and green boxes show the HEGRA and VERITAS survey regions for comparison. The white box contains the sky region covered by the HGPS, the boxes below show the measured flux above 1 TeV in units of percent of the flux of the Crab Nebula and the amount of observation time in hours (H.E.S.S. Collaboration, 2018d and reference therein).

### 5.2.2 Search Method

Within the H.E.S.S. collaboration a discussion on the nature of HESS J1912+101 started in 2011. By eye the source seemed to be shell-like and preliminary statistical tests suggested the same. For the HGPS source catalog, a fit of Gaussian components was done to the resulting $\gamma$-ray maps. A Gaussian shape is a good assumption for most VHE $\gamma$-ray sources observed with H.E.S.S. Gaussian components are a good
choice because first, they describe a point-like source well, and second, because the most abundant Galactic VHE source class, PWNs, is described very well by a Gaussian model. Nevertheless, these Gaussian components partially needed to be merged into one astrophysical source. For details see H.E.S.S. Collaboration (2018d). Because of its complexity the Galactic center region has been masked as well as known shelllike SNRs. When the settings for the final source catalog were defined, the question was raised whether other sources show a shell-like morphology apart from the already suspected HESS J1912+101. Selecting SNR from the VHE is a promising approach to potentially reveal sources with previously unknown properties as discussed in the introduction. Therefore, the search was performed using the pipeline of the HGPS, but instead of testing Gaussian component with free parameters, a fixed set of models (shell and Gaussian) with fixed extent have been tested on the grid of the HGPS sky-maps. For this statistical test the Gaussian model is the null-hypothesis $\left(H_{0}\right)$ where the shell model is the hypothesis that is tested $\left(H_{1}\right)$. The grid is defined by the binning of the sky maps which was chosen to be $0.02^{\circ} \times 0.02^{\circ}$ (H.E.S.S. Collaboration, 2018d). The binning is smaller than the angular resolution of the dataset of $0.08^{\circ}$ but limits the number of trials for the source detection algorithm or the shell search method. Only the normalization of the models could be varied. This was done to save computing time for the fitting and to avoid cases in which the fit would not converge. The model parameters are listed in table 5.1 .

The Gaussian model for the search was defined as

$$
\begin{equation*}
S_{\mathrm{Gauss}}(r \mid \Phi, \sigma)=\Phi \frac{1}{2 \pi \sigma^{2}} \exp \left(-\frac{r^{2}}{2 \sigma^{2}}\right) \tag{5.1}
\end{equation*}
$$

To model a possible SNR, a description was chosen that models the emission in a three dimensional shell projected to two dimensions. It was assumed that the source is emitting $\gamma$-rays homogeneously between the outer and inner radius of the shell. This is a fair assumption for a SNR expanding with supersonic speed into the ISM accelerating CR; at the shock front. The known TeV SNR shells are described well by this model (c.f. table 5.3). Mathematically this is defined as

$$
M(r)=A \times \begin{cases}\sqrt{R_{\mathrm{out}}^{2}-r^{2}}-\sqrt{R_{\mathrm{in}}^{2}-r^{2}} & , \quad r<R_{\mathrm{in}}  \tag{5.2}\\ \sqrt{R_{\mathrm{out}}^{2}-r^{2}} & , \quad R_{\mathrm{in}}<r<R_{\mathrm{out}} \\ 0 & , \quad r>R_{\mathrm{out}}\end{cases}
$$

From the HGPS a map of so called Gamma candidates is available containing all events passing the $\gamma /$ hadron separation. Furthermore, a Background map is available created

### 5.2. SEARCH FOR NEW TEV SHELL CANDIDATES IN THE H.E.S.S. GALACTIC PLANE SURVEY

exploiting the adaptive ring method. From Monte-Carlo simulations an Exposure map was created by stacking the radial acceptance for simulated $\gamma$-rays for individual runs. Also from simulations the psfl of the experiment is derived, first for the specific observation run and then stacked to one psff for a specific observation position. For a detailed description of event reconstruction, background separation, background estimation and simulations see chapter 3. The $\gamma$-ray simulations are done for a fixed power-law energy spectrum. To derive the correct exposure and psff the number of simulated events per energy is weighted with a power law. For the HGPS an assumed index of $\Gamma=2.3$ was used. During the fitting procedure the number of Counts (Gamma candidates) is modeled as

$$
\begin{equation*}
\text { Counts }=\text { Background }+ \text { PSF } \times(\text { Model } \cdot \text { Exposure }) . \tag{5.3}
\end{equation*}
$$

Following Cash (1979) by using the cstat implementation in XSPEC the likelihood fit used maximizes the so called Cash statistics:

$$
\begin{equation*}
C_{S}=2 \Sigma_{i}\left(M_{i}-D_{i} \log M_{i}\right) . \tag{5.4}
\end{equation*}
$$

The model $M_{i}$ is equivalent to the expected number of counts per bin $i$ according to equation 5.3. $D_{i}$ is the measured number of counts per bin after $\gamma /$ hadron separation (Gamma candidates). The sum is taken over all bins of the region of interest.

To test the statistical significance of the fit, $C_{S}$ is compared to the statistics of a pure background model $C_{0}$. Taking the difference of the test statistics of the two models, a likelihood-ratio test statistic is calculated:

$$
\begin{equation*}
T S=C_{S}-C_{0} \tag{5.5}
\end{equation*}
$$

According to the Wilks' theorem the $T S$ is asymptotically distributed like a $\chi_{N}^{2}$ distribution where $N$ is the number of free parameters. This means that for a large number of counts the square root of $T S$ corresponds to the statistical significance. For a given model, for example a Gaussian model with a fixed width at the positions of the sky map grid tested against a pure background, the significance of the emission at a given grid position can be calculated:

$$
\begin{equation*}
S=\operatorname{sign}(\Phi) \sqrt{T S} \tag{5.6}
\end{equation*}
$$

Table 5.1: List of tested Gaussian $\left(H_{0}\right)$ and shell $\left(H_{1}\right)$ parameters for the grid search; shell width $w$ is defined as $w=R_{\text {out }}-R_{\text {in }}$.

|  | Shell $\left(H_{1}\right)$ parameters |
| :--- | :---: |
| $R_{\text {in }}$ | $0.1^{\circ}, 0.2^{\circ}, 0.3^{\circ}, 0.4^{\circ}, 0.5^{\circ}, 0.6^{\circ}, 0.7^{\circ}, 0.8^{\circ}$ |
| width $w$ | $10^{-5} \times R_{\text {in }}, 0.1 \times R_{\text {in }}, 0.2 \times R_{\text {in }}$ |
| Gaussian $\left(H_{0}\right)$ parameters |  |
| $\sigma$ | $0^{\circ}, 0.05^{\circ}, 0.1^{\circ}, 0.2^{\circ}, 0.4^{\circ}$ |

Table 5.2: List of candidates from the search and "by eye" candidates: The sources are sorted by their HESS source identifier. The best model parameters for the Gaussian and the shell model is given together with the position in Galactic longitude and latitude and the maximum $T S_{\text {diff }}$. HESS J1458-608 and HESS J1908+063 did not show up in the search.

| Name | 1 | b | $\sigma$ | $R_{\text {in }}$ | $w$ | $T S_{\text {diff }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [ ${ }^{\circ}$ ] | [ ${ }^{\circ}$ ] | $\left[^{\circ}\right]$ | [ ${ }^{\circ}$ ] | $\left[^{\circ}\right]$ |  |
| HESS J1023-577 | 284.19 | -0.40 | 0.2 | 0.2 | $0.2 \cdot R_{\text {in }}$ | 24 |
| HESS J1458-608 | 317.75 | -1.70 | - | - | - | - |
| HESS J1534-571 | 323.72 | -0.90 | 0.2 | 0.3 | $1 \times 10^{-5} \cdot R_{\text {in }}$ | 23 |
| HESS J1614-518 | 331.41 | -0.63 | 0.2 | 0.3 | $0.2 \cdot R_{\text {in }}$ | 57 |
| HESS J1908+063 | 40.39 | -0.70 | - | - | - | - |
| HESS J1912+101 | 44.45 | -0.12 | 0.4 | 0.4 | $1 \times 10^{-5} \cdot R_{\text {in }}$ | 50 |

In this case the amplitude $\Phi$ is the only free parameter. It can assume negative values corresponding to negative fluctuations in the background. By taking the sign of the amplitude negative significance is realized (H.E.S.S. Collaboration, 2018d).

For this search the goal was to find sources for which the shell model is preferred over a Gaussian model assumption. Hence, the Gaussian model is representing the nullhypothesis $H_{0}$ and the shell model the hypothesis $H_{1}$ that needs to be tested. The difference in $T S$ between the two hypotheses was used as a measure on whether and how much $H_{1}$ is preferred over $H_{0}$ :

$$
\begin{equation*}
\Delta T S=T S_{H_{1}}-T S_{H_{0}} \tag{5.7}
\end{equation*}
$$

For every grid position of the HGPS, the fit of the two models is done and the difference in $T S, \Delta T S$, is filled into an empty sky map of the same size.


Figure 5.2: Difference in test statistics $\Delta T S$, Shell versus Gaussian hypothesis: For every pixel in the HGPS the difference in $T S$ between the best shell model $H_{1}$ and the best Gaussian model $H_{0}$ is plotted. For the parameter spaces shown in table 5.1. the parameters with the highest $T S$ were chosen. In a ring around an emission region the shell model is picking up the emission as part of the modeled shell. Therefore, an excess in $\Delta T S$ is shown around all sources which is considered an artifact. If a source has a Gaussian morphology, the $T S_{H_{0}}$ is larger than $T S_{H_{1}}$, therefore, a negative excess is seen at the center of the source. If the source is showing a shell-like morphology a peak in the center of the rings is seen due to $T S_{H_{1}}>T S_{H_{0}}$. Consequently the sky map is evaluated close to or at the centroid of significant emission (positions of the Gaussian components of the HGPS source catalog) for a ring artefact with a peak in the center. A prominent example of a young SNR with a shell morphology is RXJ 1713.7-3946 (H.E.S.S. Collaboration, 2018e), shown here with an orange circle. For comparison, a TeV sky map was put to the top left of the plot. The other orange circles are known shell SNRs, all of them with a clearly visible peak in the center (H.E.S.S. Collaboration, 2011, 2018b|c). The candidates emerging from this search are circled in green. A list of the candidates can be found in table 5.2 , the already known sources in table 5.3 .

### 5.2.3 Results

The resulting map was evaluated at the positions of known sources either at the published position of the known shell-like sources or at the positions of the HGPS catalog. Around an emission region the shell model is picking up the emission as part of the model and therefore creating a positive $\Delta T S$. This in turn is creating a ring artifact around all sources independently of the morphology. In case of a source with a Gaus-

Table 5.3: List of known shell-like SNR in the survey region: The sources are sorted by their HESS source identifier. The common name and maximum $T S_{\text {diff }}$ are given in this table.

| Name | Common name | $T S_{\text {diff }}$ |
| :--- | :--- | :---: |
| HESS J0852-463 | Vela Jr. | 1778 |
| HESS J1442-524 | RCW 86 | 42 |
| HESS J1713-397 | RXJ 1713.7-3946 | 946 |
| HESS J1731-347 | - | 68 |

sian morphology, the method creates negative values within the ring artifacts because the test statistics of the best Gaussian model at that position is better than the test statistics of the best shell model at the same position $T S_{\text {MaxShell }}<T S_{\text {MaxGauss. }}$. If the source is shell-like, the $\Delta T S$ becomes significantly larger than 0 in the center of the ring artifact. Figure 5.2 shows the $\Delta T S$-map covering the HGPS region. Orange circles are used to highlight the known TeV shells HESS J1731-347, RCW 86 and Vela Junior (H.E.S.S. Collaboration, 2011, 2018b|c). In the case of RXJ 1713.7-3946, in addition to the orange circle, the H.E.S.S. $\gamma$-ray excess sky map from H.E.S.S. Collaboration (2018e) is shown for a comparison. In addition to these four known sources that were expected to show up as positive results in the search, four candidates have been identified. A list of the candidates and the known sources can be found in table 5.2 and in table 5.3 including the $\Delta T S$. In addition to the candidates from this search two other sources have been tested in the following source-by-source study. These sources are also listed in table 5.2

The known sources with shell morphology have been reproduced with high significance, while for the shell candidates it is not straightforward to evaluate the significance of the shell detection. In either case it is important to understand what the limitations of this approach are:

- Only the two hypotheses, Gaussian and shell model, are fitted at the grid position while, apart from the background, the remaining emission is not modeled. The tested hypotheses might be biased towards the emission not modeled.
- The parameter space for the models is limited to save computing time.
- It is assumed that the center of the shell and the Gaussian model are at the same position to calculate the $T S_{\text {diff }}$. The Gaussian model might have a larger $T S$ at a different position compared to the shell model.

These problems might lead to both, wrongly identified shell-like sources or sources that are missed. Especially in crowded regions it is likely that low significance cases are
overlooked. Another significant problem is that the models are compared at the same position. The Gaussian model might have a larger $T S$ at a different position compared to the shell model. Therefore the $\Delta T S$, which is basically a measurement of how much the shell is preferred over the Gaussian model, might be overestimated significantly. Because of the limited parameter space of the models and the other caveats, it was decided to test the four candidates and two sources suggested by colleagues in the collaboration on a source-by-source case instead of improving the search method and study the sensitivity and caveats further. The details of the source-by-source analysis are described in section 5.3

### 5.3 Source-by-Source Analysis

In this section the analysis approach for the six candidates is described from selecting the observations to creating the high level maps for the morphology study. As mentioned in the introduction, only the results of three of the sources are shown. The advantages of using a dedicated data selection and analysis setting instead of working with the HGPS result is that the settings could be optimized to the sources of interest. For example more data have been included, partially because more data were taken after the dataset for the HGPS had been frozen. Furthermore, the requirement on the quality of the data for this study has been set to the standard settings for source detection instead of the stricter spectral quality cuts. These changes resulted in higher statistics in the $\gamma$-candidate map and the exposure on the source region became flatter compared to the HGPS sky-maps due to the additional data, the different quality cuts, and the larger run offset.

In addition the extraction of the energy spectra of the sources is discussed. In the last subsection the more general approach used for the morphology study is presented.

The author of this work was fully responsible for the input for the morphology study briefly described in section 5.3.3. The morphological study itself was led by another member of the task group.

All results presented here have been cross-checked with an independent calibration, simulation, and analysis framework (de Naurois \& Rolland, 2009). This is a standard procedure of the H.E.S.S. collaboration.

### 5.3.1 Analysis of Available H.E.S.S. Data

### 5.3.1.1 Run Selection

As described in section 3.3 .8 one observation run takes 28 min of observation time on a given position in the sky. During these 28 min it is assumed that the response of the instrument can well be represented by a constant function averaged over the observation parameters like the zenith angle. Since most of the sources described in this work have been observed as part of observations targeting other sources or survey observations, the exposure on and around a single sources is not homogeneous over the region of interest. Therefore, surface brightness maps in physical units are presented here which take the effective area into account and not, for example, simpler excess or significance maps. The error on the effective area look-ups created from simulations grows for large off-sets from the camera center, therefore a maximum run offset of $3.0^{\circ}$ to the center of the source of interest was chosen. For the spectral analysis this offset was reduced to $1.5^{\circ}$. This is motivated by the limited statistics in the simulations for large offset events and the fact that small variations in the atmosphere or instrument parameters have an impact on the effective area. Furthermore, events with large offsets to the camera center are getting truncated, which has a negative impact on the reconstruction. In addition the canonical quality cuts for detection were applied as discussed by Aharonian et al. (2006b). Most notable from the criteria discussed by Aharonian et al. (2006b) is the stability of the array's trigger rate. Large variations in the trigger rate are an indication of bad weather or hardware problems. Furthermore, for the spectral analysis the expected trigger rate should not deviate much from the measured one. This is a measure of the optical transparency of the atmosphere. Since the publication of Aharonian et al. (2006b), the method has been updated: an optical transparency coefficient is now calculated based on the expected and measured trigger rates (Hahn et al., 2014). Only runs with optical transparency coefficients above 0.8 were taken into account for the spectral analysis. As an input for the run offset the position taken from the internal H.E.S.S. database was used. This database is either filled with the position used in the most recent publication or from the most recent study. Table 5.4 lists the number of runs and the total observation time on the sources for the morphology study. Table 5.5 shows the number of runs, and observation time used for the spectral analysis for the candidates confirmed by the dedicated morphology study. Please note that due to the dropping acceptance for larger offsets the actual exposure on the source is not reflected by the total observation time. An exposure time corrected for acceptance is calculated during the analysis. This number is quoted in the next section.

Table 5.4: Number of observation runs and observation time: For the search for observations the position of the H.E.S.S. database was used. All observation runs within $3.0^{\circ}$ are taken into account.

| Name | Number of runs | Observation time |
| :--- | :---: | :---: |
| HESS J1534-571 | 156 | 49.09 h |
| HESS J1614-518 | 87 | 39.33 h |
| HESS J1912+101 | 291 | 130.10 h |

Table 5.5: Number of observation runs and observation time: For the search for observations the position of the database H.E.S.S. database was used. All observation runs within $1.5^{\circ}$ are taken into account.

| Name | Number of runs | Observation time |
| :--- | :---: | :---: |
| HESS J1534-571 | 69 | 30.83 h |
| HESS J1614-518 | 33 | 14.32 h |
| HESS J1912+101 | 189 | 84.13 h |

### 5.3.1.2 Event Reconstruction and $\gamma /$ hadron Separation

The first step in the event reconstruction is the image cleaning as described in section 3.3.9. In this case a standard $5 \mathrm{pe}, 10$ pe image cleaning was used, which means that a pixel has to be above a threshold of 5 photo-electrons and at least one neighboring pixel above 10 photo-electrons. This removes pixels that mainly contain night sky background and electronic noise. After image cleaning the Cherenkov showers can be parametrized as an ellipse. The parameters used here are called Hillas parameters following Hillas (1985), namely the length, the width, distance to the camera center, and the image amplitude of the shower. A detailed description can be found in section 3.3.9. The image amplitude of the shower is corrected using the so-called muon correction. Muons create a ring on the PMT-cameras of the telescopes. The light seen in the camera comes from only one particle. The radius of the image of the Cherenkov cone is directly correlated to the energy of the muon. When simulating those muons with the instrument response there is a measure of the expected light in the ring in relation to the energy that can be obtained. By dividing the expected light by the measured light, a muon correction factor is calculated. The small differences between the simulated instrument and the real instrument can be corrected by applying this factor to the image amplitude. This correction factor is usually of the order of $1 \pm 0.05$ (Bolz, 2004). A few runs from the very beginning of the experiment had to be excluded because no calibration phase with fitting optical efficiencies was available. The observations are grouped into a number of muon phases. One muon phase usually lasts for 6 to 12 months or up to a major hardware change. For a muon phase, simulations are done with a fixed
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optical efficiency to create the look-up tables for various parameters like effective areas or the psf Remaining differences are corrected with the muon correction factor. This was discovered due to a muon correction larger than expected. An issue with the muon correction is that it only shifts the instrument response function in the effective area. A grossly wrong optical efficiency also changes the shape of the function. The muon correction should not exceed $10 \% 8$.

Depending on the aim of the analysis, a cut on the image amplitude is applied. For the morphology study presented here a cut of 160 pe is used. This cut is optimized for point sources with a presumed hard spectrum with an index of around $\Gamma=2.3$ and a flux of around $10 \%$ of the flux of the Crab Nebula. This pulsar wind nebula is the brightest steady source at 1 TeV . It is worth mentioning that a variable flux has been reported for this source in other wavebands, but so far not at TeV-energies. Another side effect of this cut set is an improved angular resolution of the analysis and a more powerful $\gamma /$ hadron separation compared to the standard cut set which is more sensitive to softer sources and offers a lower energy threshold. The resulting energy threshold of the analysis cut for hard sources increases the energy threshold of this analysis to $\sim 500 \mathrm{GeV}$. As described in section 3.3 .9 in hadronic EAS the secondary showers widen the image of the EAS compared to electromagnetic EAS where the light distribution is narrower. When filtering out low energy showers by applying the cut on the image amplitude, more pixels participate in one shower which makes it easier to distinguish electromagnetic from hadronic showers. For the spectral analysis of HESS J1534-571 and HESS J1614-518 the cut was reduced to 60 pe to lower the energy threshold. For HESS J1912-101 this was not possible due to systematic effects in the background determinations. Details are discussed in section 5.3.4.

After the parametrization of the shower, a separation of electromagnetic and hadronic showers is done. This is achieved by using BDTs following the description of Ohm et al. (2009). A parameter $\zeta$ based on the mean scaled width of the showers is derived. A cut on this value is applied which discards most of the hadronic events. The remaining events are classified as $\gamma$-candidates which still contain a fraction of hadronic events and also events induced by leptons which can not be distinguished from events induced by $\gamma$-rays. For the reconstruction the information two or more telescopes are taken into account ${ }^{9}$. As described in section 3.3 .9 , the Hillas parameterization provides a direction reconstruction for a single shower. To reduce the error on the direction reconstruction and also to improve the energy reconstruction, only events with at least two telescope images are reconstructed. In fact, events from the 12 m telescopes are only recorded

[^7]when two telescopes trigger at the same time (section 3.3.5). The intersection of the major axis of the showers' images provides a more accurate direction reconstruction compared to a monoscopic reconstruction. In addition, hardware problems in a single telescope are less problematic because the image in the second telescope often is in a good shape. The resulting direction reconstruction is filled into a 2 D histogram in sky coordinates, the so called ON map or $\gamma$-candidate map. The binning of this map is adjustable. For this study a binning of $0.01^{\circ} \times 0.01^{\circ}$ was used.

### 5.3.2 Sky Maps

### 5.3.2.1 Low Level Maps

For every run the instrument response is evaluated using look-up tables generated with Monte Carlo simulations (for $\gamma$-rays) with matching instrument parameters and from extragalactic AGN observations where the point source is masked (for the background acceptance). A map with the radial acceptance for background events, the so-called OnExposure map, and a map with the exposure for $\gamma$-rays is filled from the look-up tables with matching observation parameters. Details on the instrument response are described in section 3.3.7

Under ideal conditions, the background could be derived from the background acceptance map (OnExposure map) so that all information is available to create high-level maps such as surface brightness maps. Since the observations from which the background acceptance was taken are not identical to the observation runs analyzed, the acceptance is assumed to be radially symetric, and sub-threshold sources might contribute to a diffuse $\gamma$-ray background, the background is determined in a different way, for example with the Ring Background method following Berge et al. (2007). The method has been refined using an adaptive ring size to estimate the background for complex regions with extensive exclusion regions (H.E.S.S. Collaboration, 2018d). A description of the method can be found in section 3.3.10. The basic idea is that around each pixel a ring is placed. Taking into account exclusion regions that mask known $\gamma$-ray emission, the counts within the ring on the $\gamma$-candidate map is summed up and filled into a new map at the position of the center of the ring. This map is called OFF map. At the same time, the ratio of the background acceptance (OnExposure) of the pixel in the center and the background acceptance of the ring (OffExposure) is filled into a map called Alpha map:

$$
\begin{equation*}
\alpha_{i}=\frac{\text { ONExposure }_{i}}{\text { OFFExposure }_{i}} . \tag{5.8}
\end{equation*}
$$

The product of Alpha map and the OFF map provides a Background map:

$$
\begin{equation*}
B k g_{i}=\alpha_{i} \mathrm{OFF}_{i} . \tag{5.9}
\end{equation*}
$$

The $\gamma$-ray excess is calculated as:

$$
\begin{equation*}
\text { Excess }_{i}=O N_{i}-B k g_{i} . \tag{5.10}
\end{equation*}
$$

In addition to these basic maps an expected $\gamma$-ray map is filled (ExpGammaMap). This map contains the number of expected $\gamma$-rays for a certain energy range assuming a power law:

$$
\begin{equation*}
\Phi_{\mathrm{ref}}(E)=\Phi_{0}\left(E / E_{0}\right)^{-\Gamma} \tag{5.11}
\end{equation*}
$$

with an index of $\Gamma=2.3$ and a normalization of $\Phi_{0}=1 \mathrm{TeV}^{-1} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$. Using this, the number of expected counts is calculated based on the effective Area $A_{\text {eff }}$ obtained from Monte Carlo simulations and the duration of the run as:

$$
\begin{equation*}
N_{\text {exp }}=\sum_{\text {Reruns }} T_{\mathrm{R}} \int_{E_{\text {min }}}^{\infty} \Phi_{\text {ref }}\left(E_{\text {rec }}\right) A_{\text {eff }}\left(E_{\text {rec }}, q_{\mathrm{R}}\right) \mathrm{d} E_{\mathrm{r}} . \tag{5.12}
\end{equation*}
$$

The effective area $A_{\text {eff }}$ depends on the reconstructed energy $E_{\text {rec }}$ and the observation parameters $q_{\mathrm{R}}$ (zenith angle, distance to the center of the field of view and azimuth angle, participating telescopes, and optical efficiency). The integral has to be scaled to the observation time and is therefore multiplied with the run duration $T_{\mathrm{R}}$. The minimum energy $E_{\text {min }}$ is the energy threshold of the observation run which is defined by a maximum energy bias in the reconstruction of $10 \%$. This energy is derived from simulations as well. $N_{\text {exp }}$ is calculated for each position in the sky. This map is later used for the morphology fitting as exposure and to calculate a surface brightness for different regions in the sky.

### 5.3.2.2 Sanity Check

To verify the integrity of the maps, a set of checks were done. The significance of the emission is tested using Equation 17 of Li \& Ma (1983). This calculation is suitable for low numbers of counts. This was done for the entire map summing up the ON-counts, OFF-counts, and Alpha within a correlation radius $R$. In this case a correlation radius
of $0.1^{\circ}$ was chosen. This value is slightly larger than the typical psf of the instrument $\left(0.07^{\circ}\right)$ and hereby ensures a reasonable number of ON-counts for the significance calculation. Another test that can be done with this map is applying masks to exclude known emission regions in the field of view and then check for hot-spots in the map. Such hot-spots either point to a problem with the analysis or to emission regions not masked. When looking at the distribution of significance entries from the background regions (significance map with exclusion regions), the distribution should follow a normal distribution with a mean of 0 and a width of 1 . These three significance plots are shown in figure 5.3 for all four sources. On the $y$-axis of the significance distribution a logarithmic scale is used, which visualizes even small deviations from a normal distribution plotted as a red curve. As a final check a Gauss function defined as:

$$
\begin{equation*}
f(x)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} \tag{5.13}
\end{equation*}
$$

with $\mu$ being the mean of the distribution and $\sigma$ being the standard deviation has been fitted to the background distribution. The results are shown in table 5.6. The fit results are close to a perfect distribution, deviations can be caused by hardware problems and/or insufficient exclusion regions. If the latter are chosen too big, the uncertainty of the background estimation increases until no background regions are available anymore. While the results show a slight deviation from a perfect normal distribution, the exclusion regions used here are in a good balance between available background regions to create a background map and masking most of the emission regions.

Table 5.7 summarizes the statistics for a test region placed at the source position with an extent that fully encloses the source. The test region was defined according to the HGPS pipeline results. All the sources are detected significantly between 9 and $25 \sigma$ over the background. Also the background control regions for these evaluations are at least 3 times larger than the area of the test region. The lower livetime compared to the observation time listed in table 5.4 originates from the fact that the livetime is corrected for the dropping acceptance of larger run offsets.

### 5.3.3 Morphology Study

### 5.3.3.1 Model Comparison

For the morphology study, a shell model, defined as a sphere emitting homogeneously between $R_{\mathrm{in}}$ and $R_{\text {out }}$ projected to two dimension (c.f. equation 5.2), is compared to a Gaussian model (c.f. equation 5.1). In contrast to the shell search as described in section
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Figure 5.3: Significance maps: From top to bottom the three candidates that emerged from the systematic search on the HGPS are shown. On the left a significance map is shown followed by a significance map with exclusion regions. The plots on the right show a distribution of these two maps compared to a normal distribution. The significance is calculated on the low-level data within a correlation radius of $0.1^{\circ}$ per pixel using Equation 17 of $\mathrm{Li} \& \mathrm{Ma}$ (1983).
5.2.2, all parameters can vary freely during the fit, as a set of starting parameters a best guess was used. The modeling of background and signal as well as the statistical methods described in section 5.2.2 were used. For HESS J1534-571 and HESS J1912-101 only the shell model and the Gaussian model were tested.

In the case of HESS J1614-518, an additional Gaussian component had to be added to account for the neighboring source HESS J1616-508 (c.f. Aharonian et al., 2006c). Even then, a clear excess was visible in the residuals at the position of the bright

Table 5.6: Fit parameter to the significance with exclusion distribution: A Gaussian distribution has been fitted to the distribution of significance with exclusion shown in figure 5.3. For a Poissonian background, which should be the case here, the distribution should have a mean of 0 and a width of 1 . Deviations to that indicate insufficient exclusion regions and/or hardware problems. Considering the complex region around HESS J1534-571 and around HESS J1912+101 the results are acceptable.

| Source | Fitted mean | Fitted standard deviation |
| :---: | :---: | :---: |
| HESS J1534-571 | $-0.02 \pm 0.32$ | $1.05 \pm 0.21$ |
| HESS J1614-518 | $\pm 0.00 \pm 0.30$ | $1.00 \pm 0.21$ |
| HESS J1912+101 | $-0.04 \pm 0.33$ | $1.10 \pm 0.20$ |

Table 5.7: Acceptance-corrected livetime and statistics: In this table the acceptancecorrected livetime calculated during event reconstruction, the total number of ON, OFF and Excess counts within a test region, the ratio of test region size to background region size called $\alpha$, the signal to background ratio, and the significance of the emission within the test region (Equation 17 of Li \& Ma (1983)) are shown. The test region is a circle, its position and size was chosen based on the HGPS results.

| Source | Livetime | ON | OFF | $\alpha$ | Excess | S/B | $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HESS J1534-571 | 61.8 h | 2549 | 11084 | 0.19 | 479.0 | 0.23 | 9.3 |
| HESS J1614-518 | 34.2 h | 2570 | 4003 | 0.33 | 1236.6 | 0.93 | 25.2 |
| HESS J1912+101 | 121.1 h | 9149 | 24373 | 0.30 | 1779.6 | 0.24 | 17.3 |

part of HESS J1614-518 towards HESS J1616-508 after the fit. It was tested whether another Gaussian model would counter the effect, but it led to an only marginally improved test statistic. Furthermore, the results for the additional component (position, extend, and amplitude) could not be reproduced in the cross-check analysis, even though also some not modeled residuals are visible when modeling HESS J1614-518 with only a shell model. Hence, the additional Gaussian component has not been explored further. To model the region of interest around HESS J1614-518, a shell model for HESS J1614-518, and a Gaussian model for HESS J1616-508 was used.

As described in section 5.2 .2 the difference in test statistic is a measure of the quality of one model compared to the other. This difference behaves asymptotically like a $\chi^{2}$ distribution. Even so, one has to be careful because this is not true for border cases as stated by Eadie (1971). Consequently the theorem can only be applied for nested models in which the continuous variation of one parameter leads from the hypothesis to the null-hypothesis. For the models compared here, this is not the case. Thus a likelihood ratio test (LRT) can not be applied (Wilks, 1938). This is a purely numerical problem, a higher $T S$ of the hypothesis still means it is better compared to the null-
hypothesis, but the power of this improvement is unclear. Therefore the Akaike criteria (Akaike, 1974) was applied which is defined as:

$$
\begin{equation*}
\mathrm{AIC}=2 k-2 \ln \left(\mathcal{L}_{\mathrm{ML}}\right) \tag{5.14}
\end{equation*}
$$

where $k$ is the number of parameters and $\mathcal{L}_{\text {ML }}$ the maximum likelihood value for that model. In consequence to test a model against another model, following Burnham \& Anderson (2013), a relative strength of a model $i$ against the best available model can be calculated as:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{AIC}, i}=C \cdot \exp \left(-\frac{\mathrm{AIC}_{i}-\mathrm{AIC}_{\mathrm{min}}}{2}\right) \tag{5.15}
\end{equation*}
$$

To test how this value relates to the probability that the preference of the shell model over the Gaussian model is not caused by statistical fluctuations, a limited set of simulations was done using the parameters retrieved from HESS J1534-571. The calculated relative strength behaves like a statistical probability. For a detailed description see H.E.S.S. Collaboration (2018a). The results of the three sources are shown in table 5.8. Even though HESS J1534-571 is the source with the highest probability of $\mathcal{L}_{\text {AIC, } H_{0}}=5.9 \times 10^{-3}$ that the finding is due to fluctuations, as shown in section5.4.1.1. at the source position a radio SNR candidate is found with a good morphology match to this source. For the other two sources the statistical probability that they are shelllike is much higher. At this point in the study these three sources are classified as SNR candidates from the VHE information alone. This is the first successful attempt to classify unidentified VHE sources as SNR candidates.

### 5.3.3.2 Azimuthal and Radial Profiles

To verify the morphological results shown here and to quantify possible deviations, azimuthal and radial profiles of the sources were derived. For the azimuthal profile the sources have been divided into eight wedges. The first wedge is centered at $\Theta=0$ which corresponds to the direction of positive Galactic latitude. Following wedges are placed counterclockwise. As outer radius, the $R_{\text {out }}$ of the best fit was used and the center of the sources was masked with a circle with a radius slightly smaller than $R_{\mathrm{in}}$. This was done to focus on the bright part of the shell which extends further in than $R_{\text {in }}$ because of the projection of the three-dimensional sphere onto two dimensions. The optimization was done ad hoc on the radial profiles.

Table 5.8: Results of the morphology study of the three significant candidates: For all sources the discovery status $\left({ }^{a}\right)$ is listed. HESS J1534-571 is a special case because the source has no peer reviewed paper yet, therefore, the results of the HGPS pipeline is shown. In addition the source detection significance ( ${ }^{b}$ ) inside $R_{\text {out }}$, following Li \& Ma (1983), is listed. $\mathcal{L}_{\mathrm{AIC}, H_{0}}\left({ }^{c}\right)$ gives a measure whether the fit improvement of the shell $\left(H_{1}\right)$ over the Gaussian $\left(H_{0}\right)$ is due to fluctuations using the Akaike Information Criterion. Please note that this is not the probability for the source over a background. The best fit parameters are given in Galactic longitude $l$ and latitude $b$, in addition the inner and outer radius of the shell is shown $\left({ }^{d}\right)$.

|  | HESS J1534-571 | HESS J1614-518 | HESS $\mathrm{J} 1912+101$ |
| :---: | :---: | :---: | :---: |
| Discovery ${ }^{\text {a }}$ | $T S_{\text {diff }}=39$ | (1) | (2) |
| Excess ${ }^{\text {b }}$ | $9.3 \sigma$ | $25.2 \sigma$ | 17.3 |
| $\mathcal{L}_{\text {AIC, } H_{0}}{ }^{c}$ | $5.9 \times 10^{-3}$ | $3.1 \times 10^{-6}$ | $1.7 \times 10^{-6}$ |
| $l_{0}{ }^{\text {d }}$ | $323.70^{\circ}+0.02^{+0}{ }^{\circ}$ | $331.47^{\circ}+0.01^{+0.01}{ }^{\circ}$ | $44.46^{\circ}{ }_{-0.01}+0.0{ }^{\circ}$ |
| $b_{0}{ }^{d}$ | $-1.02^{\circ}{ }_{-0.02^{\circ}}{ }^{\circ}$ | $-0.60^{\circ}{ }_{-0.011^{\circ}}{ }^{\circ}$ | $-0.13^{\circ}+0.02^{+0.02^{\circ}}$ |
| $R_{\text {in }}{ }^{d}$ | $0.28^{\circ}{ }_{-0.030^{\circ}}{ }^{\circ}$ | $0.18^{\circ}{ }_{-0.022^{\circ}}$ | $0.32^{\circ}{ }_{-0.03^{\circ}}{ }^{\circ}$ |
| $R_{\text {out }}{ }^{d}$ | $0.40^{\circ}{ }_{-0.122^{\circ}}$ | $0.42^{\circ}{ }_{-0.011^{\circ}}{ }^{\circ}$ | $0.49^{\circ}{ }_{-0.03^{\circ}}{ }^{\circ}$ |

References. (1) Aharonian et al. (2006c); (2) Aharonian et al. (2008a).

A surface brightness was calculated using the number of measured excess divided by the area of the wedge $A$ and the number of expected counts following Equation 5.12. This value was weighted with the integral of a reference spectrum between 1 TeV and infinity, in this case a power law with an index of $\Gamma=2.3$ and a normalization of $\Phi_{0}=1 \mathrm{TeV}^{-1} \mathrm{~m}^{-2} \mathrm{~s}^{-1}$. The normalization is the same used in the definition of $N_{\exp }$ (c.f. Equation 5.12) and therefore cancels out. It is important to note that even though the integrated surface brightness is shown from 1 TeV , the entire number of excess counts is taken into account to weight the reference spectrum:

$$
\begin{equation*}
S=\frac{N_{\gamma}}{N_{\exp }} \int_{1 T e V}^{\infty} \Phi_{\text {ref }}(E) \mathrm{d} E \cdot \frac{1}{A} \tag{5.16}
\end{equation*}
$$

As already visible in the significance sky maps, the azimuthal profile of HESS J1534-571 shows a positive trend towards top right, the profile of HESS J1614-518 shows a bipolar structure whereas HESS J1912-101 is flat. A constant has been fitted to the profiles and a probability has been calculated as to how much the sources deviate
from a flat distribution. The deviations are not significant for HESS J1534-571 and HESS J1912-101. For HESS J1614-518, the azimuthal profile is significantly different from a flat distribution. The azimuthal profiles were not only created from real data, but also from the fitted 2D models. To achieve that, a sky map from the model was calculated and the same wedges were applied, the resulting two profiles per source are shown in figure 5.4. This is also a good test for how much HESS J1616-508 is contaminating HESS J1614-518, a factor that can become relevant in the spectral analysis. Whereas for HESS J1534-571 and HESS J1912-101 the model curve is completely flat, as expected from the mathematical definition, a marginal excess is visible for HESS J1614-518 towards HESS J1616-508 though the effect is negligible for the subsequent studies.


Figure 5.4: Azimuthal profiles for HESS J1534-571, HESS J1614-518, and HESSJ1912+101: To derive the profiles, the sources were divided into eight wedges of equal size with outer radius $R_{\text {out }}$ and inner radius smaller than $R_{\text {in }}$ to focus on the bright emission. $\Theta$ is the angle with respect to the Galactic latitude. The first wedge is at $\Theta=0^{\circ}$, following wedges are added counter-clockwise. $\Theta^{\prime}$ is the angle with respect to North in equatorial coordinates. From the fitted models, maps were created and the profiles were extracted. The models are shown in red. As expected the models are azimuthally flat with the exception of HESS J1614-518, where a small excess towards HESS J1616-508, modeled as a Gaussian component, is visible.


Figure 5.5: Radial profiles for HESS J1534-571, HESS J1614-518, and HESS J1912+101: To derive the profiles, the surface brightness was calculated for radial annuli around the best fit position of the shell model with a width of $0.04^{\circ}$. The same was done for the shell model and the Gaussian model, but with a finer annulus size. A continuous line was drawn through the data points. The simulated point source was normalized to the maximum of the radial profile of the data. In the case of HESS J1614-518, HESS J1616-508 is clearly visible in the data, the shell model, and the Gaussian model. For all three sources, visually, the shell model agrees best with the data.

Using the same approach, radial profiles were calculated for the data, the best shell model, and a simulated point source. Note that the profiles have been normalized to the maximum of the radial profile of the data. The annuli are centered around the best fit position of the shell model and have a width of $0.04^{\circ}$ on the data. For the models a finer annulus size has been used and a continuous line was drawn through the data points. HESS J1614-518 is a special case because both the Gaussian model and the shell model contain a second component, namely HESS J1616-508 which is clearly visible in the data as well as in the Gaussian model and in the shell model. In all three cases, the shell model agrees better with the data than the Gaussian model. The results are shown in figure 5.5 .

Table 5.9: Acceptance-corrected observation time for the spectral analysis.

| Name | Observation time |
| :--- | :---: |
| HESS J1534-571 | 25.4 h |
| HESS J1614-518 | 10.0 h |
| HESS J1912+101 | 43.2 h |

### 5.3.4 Spectral Analysis

The spectral analysis was also done for the firmly identified SNR candidates only. To reduce systematic errors caused by large event offsets, for the run selection the offset of the pointing position to the center of the sources was reduced to $1.5^{\circ}$. This ensures that the event offset in the analysis is not much larger than $2^{\circ}$. The maximum event offset consists of run offset plus the radius of the extraction region. In addition, stricter cuts on the data quality were applied, mainly the atmosphere's transparency coefficient $(0.8<c<1.2)$, the number of broken pixels $(<120)$, and the trigger rate fluctuation. Applying these cuts, the available observation time shrinks to the numbers listed in table 5.5 (Aharonian et al., 2006b; Hahn et al. 2014).

The extraction region was defined as $R_{\text {out }}+R_{68 \%}$ where $R_{68 \%}$ is the $68 \%$ containment radius of the psf. This ensures that almost all events are within the test region.

For the background determination, reflected background regions have been used (Berge et al., 2007). One or more background regions, identical to the test region, are placed with the same offset to the observation position. The number of background regions is determined automatically depending on the available space. The background regions cannot overlap with the exclusion region that masks significant excess. Also the test region cannot overlap with the pointing position of the telescope. One effect of this background technique is that observation runs are discarded if no background regions can be placed. This happens when the pointing position overlaps with the test region or if no background region can be placed because of large exclusion regions. Because of this, almost $50 \%$ of the observation runs passing quality cuts had to be discarded for HESS J1912+101. Table 5.9 lists the acceptance-corrected observation time. That is the observation time after observation runs were discarded because of insuffient background region and the remaining observations were dead-time-corrected as well as corrected for acceptance change depending on the off-optical axis angle and normalized to a standard offset of $0.5^{\circ}$.

Since the acceptance of the instrument is radially symmetric, the test region and the background regions have the same instrument response. In contrast to a point source analysis where typically (for an event offset of $0.5^{\circ}$ ) at least five background regions can
be placed, the spectral analyses of these sources suffer from the problem that the test region is large (radius larger than $0.5^{\circ}$ ) with a mean run offset of about $0.7^{\circ}$. This, combined with the large exclusion regions within the Galactic plane, leads to a ratio of test region over background region of almost only one. Therefore, besides the reduction of background statistics, the background determination suffers from increased systematic uncertainties compared to a standard point source analysis. For larger event offsets, the background determination also suffers from another problem: While to first order the assumption is allowed that the response of the instrument is radially symmetric, second order effects exist. To counteract this, observations are usually taken in a so called wobble strategy: The observations are taken in alternating declination and right ascension offsets to cancel out this effect. The observation strategy for the three sources was not optimized in this way because the runs were partially taken as survey observations or focused on another near-by source. Furthermore, the best-fit positions of the sources differ significantly from the discovery position, especially for HESS J1534-571 and HESS J1912-101. In a few cases the observation position overlapped with the test region of the spectral analysis.

To understand the systematic effects of this analysis, the analysis was repeated with different analysis cuts. This included changes in the size of the test region, the image amplitude cut and a stricter run selection. Also results from a cross-check analysis were taken into account. These tests led to the following conclusions:

- For a power-law model (see equation 5.17) the systematic error was estimated to be $\Gamma=0.2$ and $30 \%$ on the flux normalization $N_{0}$.
- For the spectral analysis of HESS J1912-101 a stricter cut on the image amplitude was adopted.

Aharonian et al. (2006b) estimated the error of a standard H.E.S.S. analysis to be 0.1 on the index and $20 \%$ on the flux normalization. This estimate was based on a study of multi-year H.E.S.S. observations on the Crab Nebula. It was mainly driven by run-by-run variability, but also by the accuracy of the Monte Carlo simulations. Also the Background estimation was discussed, but the impacts were considered to be minor, due to the fact that the wobble strategy cancels out most of the effects. Since this is not true for these analyses, the estimate seems to be reasonable. Independent from this study, task groups for other publications of extended sources for example in the HGPS (H.E.S.S. Collaboration, 2018d) or in the case of RX J1713.7-3946 (H.E.S.S. Collaboration, 2018e) adopted a systematic uncertainty of $30 \%$ on the flux normalization and 0.2 on the index after studying the uncertainty in the background estimation.

HESS J1912-101 is a special case. It is a very faint source with a flux of roughly $10 \%$ of the flux of the Crab Nebula (Meyer et al. 2010), but spread out over an area of $1.9 \mathrm{deg}^{2}$ (for comparison the moon has an apparent area in the sky of $1.5 \mathrm{deg}^{2}$ ). The outer radius of the fitted shell model of HESS J1912-101 is $20 \%$ larger compared to the other two sources. This makes the source one of the faintest sources detected with H.E.S.S. in terms of surface brightness. To complicate the spectral analysis further, the sky region is very complex which leads to very large exclusion regions. In addition, the data was taken over almost all periods of the experiment. Applying the same procedure used for the other two sources led to an unstable spectral result: Close to the threshold of the analysis the emission drops to zero which is hard to justify from a physical point of view, it was not seen in the cross-check analysis with a similar threshold, and the energy of the break depended on settings like the size of the exclusion regions and limiting the data set to runs that were taken in the correct wobble offset strategy. Although many attempts were made to understand this effect, no firm conclusion was reached. The most probable explanation is that the background estimation is contaminated by diffuse emission or emission from unresolved sources. This also explains why the crosscheck analysis did not have the same problem because it is less sensitive to diffuse emission. In conclusion, the analysis cuts for HESS J1912-101, especially the image amplitude cut, remained at the level used for the morphology study to reduce errors on the background estimation. This leads to a higher threshold in the analysis compared to the other two sources.

The spectral fitting was done on the $O N$ - and $O F F$-data separately taking into account the instrument response. To achieve this, the data and the instrument response were filled run-wise into a histogram with 25 bins per energy decade. For this forward folding fit, a likelihood maximization was used. The models tested are a power-law model defined as:

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} E}=N_{0}\left(\frac{E}{E_{0}}\right)^{-\Gamma} \tag{5.17}
\end{equation*}
$$

and an exponential cut-off power-law model defined as:

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} E}=N_{0}\left(\frac{E}{E_{0}}\right)^{-\Gamma} \exp (-\lambda E) \tag{5.18}
\end{equation*}
$$

In both models $E$ stands for the energy, $N$ for the number of counts, $N_{0}$ is the normalization at $E_{0}$ which is the pivot energy where $N_{0}$ and $\Gamma$ are least correlated, and $\Gamma$ is the spectral index. The parameter $\lambda$ is defined as $\frac{1}{E_{\text {cut }}}$ and defines the cut-off energy $E_{\text {cut }}$. ART was done for the two models and the three different sources, the
exponential cut-off power law is preferred with $3 \sigma$ to $4 \sigma$ for HESS J1614-518 and HESS J1912-101. The large systematic errors also affect the curvature parameters. In particular when the effective areas for high energies exhibit a small error, the impact on the curvature of the spectrum is significant. For HESS J1912-101 the preference for the exponential cut-off power law could not be confirmed by the cross-check. We adopted the threshold of $T S \geq 16$ (equivalent to $4 \sigma$ ) used by the Fermi-LAT for their catalogs (e.g. Ackermann et al. 2016). Therefore, in table 5.10 only the results of the power-law model is quoted.

Table 5.10: Spectral fit results from the power-law fits to the H.E.S.S. data: Both statistical and systematic errors are given for the fit parameters. The systematic uncertainties result from deviations from the nominal parameters of the simulations of the instrument, non-optimized observation strategy, and the large size of the sources which lead to substantial susceptibility of the spectral results to potential errors in the background estimation. For source comparison the normalization at $1 \mathrm{TeV}, N_{0,1 \mathrm{TeV}}$, and the energy flux from 1 TeV to 10 TeV are given as well.

| Source | $\mathrm{E}_{\text {min }}$ | $E_{0}$ | $N_{0}$ | $\Gamma$ |
| :--- | :---: | :---: | :---: | :---: |
| HESS | $[\mathrm{TeV}]$ | $[\mathrm{TeV}]$ | $\left[\mathrm{cm}^{-1} \mathrm{~s}^{-2} \mathrm{TeV}^{-1}\right]$ |  |
| $\mathrm{J} 1534-571$ | 0.42 | 1.40 | $\left(1.29 \pm 0.12_{\text {stat }} \pm 0.39_{\text {syst }}\right) \times 10^{-12}$ | $2.51 \pm 0.09_{\text {stat }} \pm 0.20_{\text {syst }}$ |
| $\mathrm{J} 1614-518$ | 0.32 | 1.15 | $\left(5.86 \pm 0.34_{\text {stat }} \pm 1.76_{\text {syst }}\right) \times 10^{-12}$ | $2.42 \pm 0.06_{\text {stat }} \pm 0.20_{\text {syst }}$ |
| $\mathrm{J} 1912+101$ | 0.68 | 2.25 | $\left(4.82 \pm 0.43_{\text {stat }} \pm 1.45_{\text {syst }}\right) \times 10^{-13}$ | $2.56 \pm 0.09_{\text {stat }} \pm 0.20_{\text {syst }}$ |


| Source | $N_{0,1 ~ \mathrm{TeV}}$ | energy flux $(1-10 \mathrm{TeV})$ |
| :--- | :---: | :---: |
| HESS | $\left[\mathrm{cm}^{-1} \mathrm{~s}^{-2} \mathrm{TeV}^{-1}\right]$ | $\left[\mathrm{erg} \mathrm{cm}^{-1} \mathrm{~s}^{-2}\right]$ |
| $\mathrm{J} 1534-571$ | $\left(2.99 \pm 0.30_{\text {stat }} \pm 0.90_{\text {syst }}\right) \times 10^{-12}$ | $\left(6.5 \pm 0.7_{\text {stat }} \pm 2.0_{\text {syst }}\right) \times 10^{-12}$ |
| $\mathrm{~J} 1614-518$ | $\left(8.33 \pm 0.49_{\text {stat }} \pm 2.50_{\text {syst }}\right) \times 10^{-12}$ | $\left(2.0 \pm 0.2_{\text {stat }} \pm 0.6_{\text {syst }}\right) \times 10^{-11}$ |
| $\mathrm{~J} 1912+101$ | $\left(3.89 \pm 0.45_{\text {stat }} \pm 1.17_{\text {syst }}\right) \times 10^{-12}$ | $\left(8.1 \pm 0.7_{\text {stat }} \pm 2.4_{\text {syst }}\right) \times 10^{-12}$ |

To represent the spectra an adaptive rebinning was used to reach $2 \sigma$ per bin. The spectra are plotted in a SED representation in figure 5.6 .

### 5.4 Search for Multi-Wavelength Counterparts

Although all sources exhibit a shell-like structure and a spectrum that is in good agreement with the interpretation as a SNR there are other possible explanations. The spectra themselves are typical for almost every Galactic VHE source and do not constrain the nature of the sources. The shell-like morphology is a much stronger indication, but


Figure 5.6: Flux points and power-law models with H.E.S.S. The upper boxes show the H.E.S.S. energy flux spectra of HESS J1534-571, HESS J1614-518, and HESS J1912+101 (blue data points with $1 \sigma$ statistical uncertainties), respectively. The bin size is determined by the requirement of at least $2 \sigma$ significance per bin. The solid blue lines with grey butterflies ( $1 \sigma$ error of the fit) show the best fit power law models from table 5.10. The bottom boxes show the deviation from the respective model in units of sigma, calculated as $\left(F-F_{\text {model }}\right) / \sigma_{F}$. Systematic uncertainties do not permit the application of more complex models to describe the data. (Plots taken from H.E.S.S. Collaboration (2018a).)
there are other explanation like a super-bubble in which a series of supernova explosions have formed a common bubble. Emission in the TeV band from one representative of this source class was detected recently in the LMC (H.E.S.S. Collaboration, 2015). Another explanation that should not be underestimated is source confusion. Although great care was taken in the morphology study, it can not be neglected.

A search in all relevant MWL catalogs was performed and the surroundings of the candidates were studied using radio surveys. In addition, X-ray observations with Suzaku and XMM-Newton were analyzed.

The MWL studies were performed by a large team within the H.E.S.S. collaboration. In the following, all results are briefly summarized, for more details see H.E.S.S. Collaboration (2018a). Special emphasis is given to contributions of the author of this thesis, especially the radio continuum emission in the direction of HESS J1534-571, the GeV emission measured with Fermi-LAT in the direction of HESS J1614-518, and
the pulsar wind nebula scenario for HESS J1912+101. At the beginning of each section, a surface brightness map of the respective source is presented together with the associations found. The surface brightness maps were created following the approach outlined in section 5.3.3.2. Following the equations presented there, the surface brightness is calculated for each pixel in the sky map using a correlation radius of $0.1^{\circ}$; a mild smoothing with a Gaussian function with a kernel size of $0.01^{\circ}$ was applied as well. The resulting maps are corrected for the exposure for $\gamma$-rays and the surface brightness is given in physical units. The color scale is truncated excluding negative entries from the dynamic range.

### 5.4.1 HESS J1534-571

### 5.4.1.1 Radio Continuum Emission

RX J1713.7-3946 and RX J0852.0-4622 (Vela Jr.) are bright non-thermal X-ray and TeV-emitting SNR $\beta$ with a shell-like morphology having only a weak radio counterpart (c.f. e.g. Dubner \& Giacani, 2015). Since the radio counterparts might have a very low surface brightness, it is possible that Galactic background variations and confusion with thermal emission may prevent the detection of radio counterparts for the new SNR candidates. Publicly available radio catalogs and surveys were investigated for all candidates, but only for HESS J1534-571 a counterpart was found. From the Second Epoch Molonglo Galactic Plane Survey (Murphy et al., 2007), Green et al. (2014) published a catalog of new SNR candidates including the candidate G323.7-1.0. The survey was done at a frequency of 843 MHz and a beam size of $45^{\prime \prime} \times 45^{\prime \prime} \operatorname{cossec}|\delta|$ where $\delta$ is the declination (Green et al., 2014).

As seen in Fig. 5.7 the radio data (right panel) reveals a very weak source with a morphology similar to HESS J1534-571. On the TeV surface brightness map (left panel), the outer boundaries and the position of G323.7-1.0 is plotted in green following the description in Green et al. (2014). The position angle was not available from the publication and was derived from the radio map manually. The sources match very well. To not only compare position and extent but also the shape of the emission on a qualitative level, profiles from both the TeV emission and the radio emission were extracted and compared. Since the best fit position of HESS J1534-571 and G323.7-1.0 are in agreement within statistical uncertainties and the MGPS-2 has the superior angular resolution, elliptical annuli with a ratio of minor to major axis and the center position from Green et al. (2014) were used for both maps. The angle of the ellipse was estimated to be $100^{\circ}$ of the major axis with respect to North. The width of the annuli was chosen to be $0.8^{\circ}$. To match the angular resolution the MGPS-2 images were convolved


Figure 5.7: Left: Map of TeV surface brightness above 1 TeV of HESS J1534-571 in Galactic coordinates. A correlation radius of $0.1^{\circ}$ was used to calculate the map and an additional Gaussian smoothing with $\sigma=0.01^{\circ}$ was applied to remove artifacts. To calculate the number of expected counts a power law with an index of $\Gamma_{\text {ref }}=2.3$ was used. The inlet shows the point spread function of the observation with the same correlation radius and smoothing applied. The green ellipse illustrates the outer boundaries of the SNR candidate G323.7-1.0 from Green et al. (2014). Contours are 3, 4, 5, $6 \sigma$ significance contours. Right: Radio images of G323.7-1.0 in Galactic coordinates in $m J_{\text {beam }}{ }^{-1}$. The blue circle in the bottom-left corner shows the beam size of the observation. (TeV map taken from H.E.S.S. Collaboration (2018a).)
with the H.E.S.S. psf before extracting the profiles. To match the profiles they were normalized to have the same integral value. The result is shown in Fig. 5.8. Visibly the profiles agree well, but to obtain a more quantitative measure the differences between the two curves were evaluated quantitatively. The difference of the two data points at the same semi major axis was calculated and divided by the quadratic sum of the statistical uncertainties:

$$
\begin{equation*}
\sigma=\frac{S_{\mathrm{R}}-S_{\gamma}}{\sqrt{\sigma_{\mathrm{R}}^{2}+\sigma_{\gamma}^{2}}} \tag{5.19}
\end{equation*}
$$

The resulting pull distribution was fitted with a standard distribution whose parameters are in agreement with normally distributed deviations as expected in case the two sources have the same morphology. Therefore, it is confirmed that G323.7-1.0 and HESS J1534-571 are associated. To summarize, the TeV SNR candidate has a corresponding detection in another waveband which is also classified as a SNR candidate. With this findings the source was classified as a SNR in H.E.S.S. Collaboration (2018a).


Figure 5.8: Left: Elliptical profiles of HESS J1534-571 and G323.7-1.0: The profiles were extracted using elliptical annuli with parameters taken from Green et al. (2014). The angle of the major axis with respect to North was estimated to be $100^{\circ}$. The width of the annuli was chosen to be $0.8^{\circ}$. To match the angular resolution, the MGPS-2 images were convolved with the H.E.S.S. psf] before extracting the profiles. To match the profiles they were normalized to have the same integral value. Right: Pull distribution: The deviation between the two profiles in terms of the combined uncertainty is filled into a histogram with 5 bins. A fit of a Gaussian distributions was applied to the not rebinned data. The result is compatible to statistical fluctuations. (Elliptical profile taken from H.E.S.S. Collaboration (2018a).)

The total flux of G323.7-1.0 is measured to be $(0.49 \pm 0.08) \mathrm{Jy}$, compatible with the flux lower limit of 0.61 Jy reported by Green et al. (2014). The difference is caused mainly by the fact that there are two additional sources within the shell that have been masked for this work. Note that the measured flux values are only a lower limit because the Molonglo Observatory Synthesis Telescope (MOST) is not able to measure structures larger than $25^{\prime}$. Nevertheless, with this flux values, a rough estimate of the distance of the SNR was done using an empirical relation between surface brightness and source diameter $(\Sigma-D)$. Using the surface brightness of $S_{843 \mathrm{MHz}}=0.49 \mathrm{Jy}$ and the relation $\Sigma_{1 \mathrm{GHz}}=2.07 \times 10^{-17} \times D[\mathrm{pc}]^{-2.38} \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~Hz}^{-1} \mathrm{sr}^{-1}$ (omitting the errors on the parameters) from Case \& Bhattacharya (1998) a distance of 20 kpc is estimated. The error estimated by Case \& Bhattacharya (1998) is $40 \%$, moreover the measured surface brightness is only a lower limit. But even for a distance at 10 kpc , HESS J1534-571 would imply a TeV luminosity exceeding the values of the known TeV SNR significantly.

### 5.4.1.2 Other Wavebands

The catalogs for hard sources, 2FHL (Ackermann et al., 2016), and regular sources, 3FGL (Acero et al. 2015), of the Fermi-LAT (Atwood et al., 2009) reveals no source at the position of HESS J1534-571. A source template, derived from the surface brightness
map presented here, has been shared with the Fermi-LAT collaboration. Based on a conference proceeding of this work (Gottschall et al., 2017), Araya (2017) carried out an analysis of the public Fermi-LAT data set which yielded a clear detection in the energy range 5 GeV to 500 GeV with a test statistic of $T S=57.4$. The source is fitted best with a disc model, position and extent are compatible with HESS J1534-571. In the GeV-band the source is more luminous in the eastern part than in the western part of the radio SNR whereas HESS J1534-571 shows the opposite. The spectrum is fitted best with a power-law model with an index of $\Gamma=1.35$, the flux points agree reasonably well. Araya (2017) concludes from a broad-band SED modeling that a leptonic scenario fits best, and the energy budget is reasonable for an object at 5 kpc .

X-ray data would be extremely helpful to further constrain the emission processes in a SED modeling. Soon after the discovery of significant TeV emission from the position of HESS J1534-571, the source was observed with Suzaku XIS Mitsuda et al., 2007; Koyama et al., 2007) in four pointings (observation IDs 508013010, 508014010, 508015010 , 508016010, respectively, PI A. Bamba). Only part of the source is covered, further pointings were planned to finish the coverage, but due to the decommissioning of the telescope the observations were not carried out. No emission was detected. For details on the analysis confer further H.E.S.S. Collaboration (2018a). In the 2 keV to 12 keV band, an upper limit scaled to the area of the radio SNR of $2.4 \times 10^{-11} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~s}^{-1}$ for a power-law model with $\Gamma=2$, and $1.9 \times 10^{-11} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~s}^{-1}$ for a power-law model with $\Gamma=3$ was derived. Araya 2017 ) predicts from his modeling an X-ray flux of $2.7 \times 10^{-14} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~s}^{-1}$ with a very steep index of $\Gamma=3.1$ in the 2 keV to 10 keV band. Hence, the measured upper limits are not constraining that model.

In addition, a catalog search for PWNs and pulsars was carried out, no notable counterpart was found. Also archival infrared images from Midcourse Space Experiment (MSX) (Price et al., 2001) were examined. In this case, again nothing was found that helps understanding the nature of HESS J1534-571. Details can be found in H.E.S.S. Collaboration 2018a).

### 5.4.1.3 Atomic and Molecular Gas Density

Atomic and molecular gas densities from radio line emission towards HESS J1534-571 were investigated using Columbia $\mathrm{CO}(1-0)$ data (Dame et al. 2001) for the large-scale Galactic structure, Nanten $\mathrm{CO}(1-0)$ data (Matsunaga et al. 2001) with an angular resolution of $3^{\prime}$, and Southern Galactic Plane Survey (SGPS) McClure-Griffiths et al. 2005) HI data. No unambiguous association with features like HI voids (pointing towards the bubble of a high mass progenitor star), clouds with asymmetric velocity profiles (pointing towards shocked clouds), or dense clumps correlated to the bright

TeV emission were found. From the Columbia $\mathrm{CO}(1-0)$ data possible Galactic arms hosting the SNR and their distance were derived. The source is in projection with the Sagittarius-Carina, Crux-Centaurus and Norma-Cygnus arm. Due to the $\Sigma-D$ relation, the Sagittarius-Carina arm, which is closest, is unlikely. Remaining are the Scutum-Crux arm at a distance of 3.5 kpc and the Norma-Cygnus arm at 8 kpc (Vallée, 2008, 2013). For these two distances the total gas parameters were extracted for the discussion in Sect. 5.5.

### 5.4.2 HESS J1614-518




Figure 5.9: Left: Map of TeV surface brightness above 1 TeV of HESS J1614-518 in Galactic coordinates. A correlation radius of $0.1^{\circ}$ was used to calculate the map and an additional Gaussian smoothing with $\sigma=0.01^{\circ}$ was applied to remove artifacts. To calculate the number of expected counts, a power law with an index of $\Gamma_{\text {ref }}=2.4$ was used. The inlet shows the point spread function of the observation with the same correlation radius and smoothing applied. The green circle illustrates the outer boundaries of the Fermi-LAT sources 2FHL/3FGL J1615.3-5146e (Acero et al., 2015; Ackermann et al., 2016). Contours are $5,7,9,11 \sigma$ significance contours. Right: SED of 2FHL/3FGL J1615.3-5146e and HESS J1614-518 as measured with Fermi$L A T$ and H.E.S.S. (Plots taken from H.E.S.S. Collaboration (2018a).)

### 5.4.2.1 GeV Emission with Fermi-LAT

3FGL J1615.3-5146e, a source in the third Fermi-LAT catalog (Ackermann et al., 2016), and 2FHL J1615.3-5146e, a source in the second Fermi-LAT catalog for hard sources (Acero et al. 2015), are modeled best with a disc model with matching extent and position. These source properties also agree well with the TeV emission as seen in figure 5.9. The Fermi-LAT source 3FGL J1615.3-5146e is shown as a green circle. The
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energy range of the 3FGL is overlapping with the one of the 2 FHL , which again is overlapping with the energy range of the H.E.S.S. observation. Consequently, a SED plot has been created (see Fig. 5.9). The source's spectra agree well and a break is visible from a power-law model with an index of 2 in the GeV range to an index of 2.4 in the TeV range. From the Fermi-LAT source, no conclusion on the source class can be drawn. Since additional conclusive MWL-data is missing, no constraints on the classification of HESS J1614-518 can be made.

### 5.4.2.2 Other Wavebands

A search for radio continuum emission was done, with the conclusion that no cataloged radio SNR exists. Furthermore, data from the SGPS (Haverkorn et al., 2006) and from the MGPS-2 (Murphy et al. 2007) were inspected without finding any obvious features. This is consistent with the findings of Matsumoto et al. (2008).

Also for this source a search in pulsar and PWN catalogs was performed without any match. Details can be found in H.E.S.S. Collaboration (2018a).

Infrared images from Spitzer in the $24 \mu \mathrm{~m}$ (Carey et al., 2009), $8 \mu \mathrm{~m}$, and $2.4 \mu \mathrm{~m}$ (Churchwell et al. 2009) band were investigated (see Fig. 5.10) to search for HII emission regions. These could consist of stellar wind material of star forming regions (Kothes \& Dougherty, 2007) which then may be a host of the progenitor star. Such a correlation was not found, but the open stellar cluster Pismis 22 is located close to the center of HESS J1614-518. The open stellar cluster could be a host of the progenitor star if the SNR scenario was confirmed. The age is estimated to be ( $40 \pm 15$ ) Myrs at a distance of $(1.0 \pm 0.4) \mathrm{kpc}$. H.E.S.S. Collaboration (2018a) discussed the luminosity of the cluster, and whether this luminosity is sufficient to explain the TeV emission. A fraction of the cluster's luminosity would be sufficient, but due to the lack of observational evidence this is purely hypothetical.

HESS J1614-518 was observed with Suzaku and XMM-Newton after its discovery (Aharonian et al., 2006c). Several pointings were carried out with both satellites. The pointings were focused on the northern, southern and central part because the TeV source is brightest there. Matsumoto et al. (2008) and Sakai et al. (2011) reported a central source, first the extended source Susazku J1614-5152 which then was resolved in several point sources with $X M M$-Newton including the strongest source XMMU J161406.0-515225. This source is relevant because it is only $1^{\prime}$ away from the center of HESS J1614-518. Matsumoto et al. (2008) argued that it could be an anomalous X-ray pulsar related to the TeV object. From the temperature of the fitted blackbody model ( $T \simeq 0.4 \mathrm{keV}$ ), the source could also be a central compact object (CCO)


Figure 5.10: Left: IR composite image from Spitzer: The $24 \mu \mathrm{~m}$ (Carey et al. 2009, $8 \mu \mathrm{~m}$, and 2.4 mm (Churchwell et al. 2009) band was combined into an RGB image. The colorscale was adjusted individually. HESS J1614-518 is displayed using surface brightness contours in white. The yellow circle close to the center of HESS J1614-518 highlights the open stellar cluster Pismis 22 (Morales et al., 2013). Right: XMM-Newton hard band: The skymap shows the X-ray emission in the 3 keV to 7 keV band (H.E.S.S. Collaboration, 2018a). The yellow cross shows the position of XMMU J161406.0-515225 and the white circle shows the extended diffuse emission northeast from the center of HESS J1614-518. (Plots taken from H.E.S.S. Collaboration (2018a).)
of a possible SNR However, XMMU J161406.0-515225 has an optical point source counterpart as reported by Landi et al. (2006), and it was classified as a star candidate by Lin et al. (2012). In addition to the X-ray source XMMU J161406.0-515225, Matsumoto et al. (2008) reported the extended source Suzaku J1614-5141 which coincides with the north-eastern part of HESS J1614-518. The column density of this source and the aforementioned point source are similar and could therefore be at the same distance and related to the TeV source. Estimating the distance from the column density results in an estimate of the order of 10 kpc . H.E.S.S. Collaboration (2018a) reevaluated the entire XMM-Newton data set (see Fig. 5.10).

An estimation of the flux of the X-ray emission was attempted, but because of the stray-light contamination the systematic errors are large. Due to the complexity of the analysis and the limited impact on the source interpretation, an extensive assessment was not done for H.E.S.S. Collaboration (2018a) or for this work.

### 5.4.2.3 Atomic and Molecular Gas Density

The same radio surveys for atomic and molecular gas $(\mathrm{CO}(1-0)$ and HI$)$ were examined towards HESSJ1614-518 as for HESS J1534-571 before. In the direction of the source lie the Galactic spiral arms Sagittarius-Carina, Scutum-Crux, and NormaCygnus. The only interesting feature on the line of sight is an HI void with a velocity of $v_{\mathrm{lsr}}=-15 \mathrm{~km} \mathrm{~s}^{-1}$ to $-22 \mathrm{~km} \mathrm{~s}^{-1}$ which correspond to a distance range of 1.2 kpc to 1.5 kpc . The gas densities were estimated for the discussion of a possible hadronic emission process (Sect. 5.5) for two different distances: For a distance of 1.5 kpc which coincides with the Sagittarius-Carina spiral arm (Vallée, 2008), the HI void, and Pismis 22 (Piatti et al. 2000) and for 5.5 kpc which coincides with the Norma-Cygnus spiral arm (Vallée, 2008), and which is consistent with the X-ray column density.

### 5.4.3 HESS J1912-101



Figure 5.11: Left: TeV surface brightness above 1 TeV map of HESS J1912-101 in Galactic coordinates. A correlation radius of $0.1^{\circ}$ was used to calculate the map and an additional Gaussian smoothing with $\sigma=0.01^{\circ}$ was applied to remove artifacts. To calculate the number of expected counts, a power law with an index of $\Gamma_{\text {ref }}=2.5$ was used. The inlet shows the point spread function of the observation with the same correlation radius and smoothing applied. Contours are $3,4,5,6,7 \sigma$ significance contours. Right: H.E.S.S. excess map from Aharonian et al. (2008a). A Gaussian smoothing with $\sigma=0.13^{\circ}$ was applied. The contours show 3.5, 4.5, 5.5 and $6.5 \sigma$. Among other sources the pulsar PSR J1913+1011 is marked in the map. (Surface brigthness map taken from H.E.S.S. Collaboration (2018a).)

### 5.4.3.1 The Pulsar Wind Nebula Scenario

HESS J1912-101 was detected and published by the H.E.S.S. collaboration Aharonian et al. 2008a). The resulting sky map from the detection data set which was significantly smaller than the current data set ( 20.8 h versus 121 h , both acceptance corrected for an offset of $0.5^{\circ}$ ), led to a different interpretation. First, as seen in Fig. 5.11, the excess map of Aharonian et al. (2008a) reveals a different morphology. The source is extended with a clear maximum to the west. Although the large correlation radius and the sharp break in the color bar at $3 \sigma$ might be masking a more complex morphology, the result seemed to be compatible to aWN scenario. Second, close to the centroid of the source, the powerful radio pulsar PSR J1913+1011 is located. The spindown power of the pulsar is $\dot{E} \simeq 2.9 \times 10^{36} \mathrm{erg} \mathrm{s}^{-1}$. A characteristic spindown age of $1.7 \times 10^{5}$ years, a spin period of 36 ms , and a distance estimated from the dispersion measurement of 4.5 kpc was derived. As estimated by Aharonian et al. (2008a) the pulsar is powerful enough to be the origin the emission reported in 2008, but a PWN was not detected in any other energy band. Therefore the scenario remained an assumption back then. While significantly expanding the data set, the detected morphology changed. According to the methodology presented in H.E.S.S. Collaboration (2018a), HESS J1912-101 shows a highly significant shell-like appearance. To examine whether this result is statistically compatible with Aharonian et al. (2008a), a side by side comparison of the two data sets was done. Unfortunately, the low-level results of Aharonian et al. (2008a) were not available. Instead, a new analysis was carried out on the data set until 2008. Apart from reducing the data set, no boosted decision trees were used for the $\gamma /$ hadron separation. This technique was not available for the study in 2008. The background method remained the same. The results were recreated using the current software version and are shown in 5.12. On the left an excess map using a Gaussian smoothing with $\sigma=0.13^{\circ}$ and a color bar matching the one from Aharonian et al. (2008a) is shown. The break between blue and red was placed at an excess level roughly equal to $3 \sigma$. On the right a TeV surface brightness above 1 TeV of the reduced data set is shown using the same correlation radii and smoothing as for Fig. 5.11. The significance contours of the full data set are overlayed.

To test the compatibility of the full data set with the reduced one, an azimuthal profile of both maps was produced and overlayed. This is shown in Fig. 5.13. The results agree well expect one outlier, which is still less than three standard deviations away from the value of the full data set. It is concluded that the seeming difference in appearance of the source is due to the five times larger data set.

The interpretation of Aharonian et al. (2008a) was mainly driven by the presence of the pulsar PSR J1913+1011 that is capable of driving the TeV emission, and the


Figure 5.12: Left: TeV excess for the data set used by Aharonian et al. $(\sqrt{2008 a})$ : The map was created using the technique described in section 5.3 without using boosted decision trees for $\gamma /$ hadron separation. The resulting excess was smoothed with a Gaussian function with $\sigma=0.13^{\circ}$. The color bar was matched to the one in Aharonian et al. (2008a). The results were reproduced with the current software version. Right: TeV surface brightness above 1 TeV of the reduced data set. From the same excess as on the left, a surface brightness map was created using a correlation radius of $0.1^{\circ}$ and an additional Gaussian smoothing with $\sigma=0.01^{\circ}$. Overlayed are the significance contours of the full data set (see Fig. 5.11).
morphological appearance of HESS J1912-101. The resulting PWN scenario could not be confirmed by any other measurements. The different appearance of the source in this study is compatible with the original result. Thus, a main candidate is a SNR in which the pulsar could be the remnant of the progenitor star of the supernova. Therefore, the distance of the pulsar remains one of the distance estimates of this source. Other scenarios are still possible, e.g. a super bubble or several unrelated sources mimicking the shell appearance. Consequently the source remains a SNR candidate.

A catalog search for pulsars and PWN did not reveal further information. For details see H.E.S.S. Collaboration (2018a).

### 5.4.3.2 Other Wavebands

Due to the source GRS $1915+105$ which is only $47^{\prime}$ away from the center of HESS J1912-101, X-ray observations are affected by strong stray light, for example in $A S C A$ observations. The pulsar PSR J1913+1011 was observed with Chandra, but the observation only covers the central part of the source. No diffuse emission was detected Chang et al. 2008). For the time being the shell of HESS J1912-101 remains unexplored in X-ray.


Figure 5.13: Azimuthal profiles of the full data set overlayed with the reduced data set following Aharonian et al. (2008a): The same method as in Fig. 5.4 was used and the data sets were overlayed. Apart from one outlier the data set is well compatible within statistical uncertainties. The remaining outlier is still less than $3 \sigma$ apart. The differences in morphological appearance is due to the five times larger data set.

Also radio continuum observations from the NRAO/VLA Sky Survey (Condon et al., 1998) at 1.4 GHz and from MAGPIS (Helfand et al. 2006) were examined. No obvious counterpart was found. The radio SNR candidate G44.6+1.0 is coincident with a part of HESS J1912-101, but the source is much smaller. Furthermore, there are no morphological correspondences between the two sources. It is not apparent that the sources are connected.

Infrared images from Spitzer in the $24 \mu \mathrm{~m}$ (Carey et al. 2009), $8 \mu \mathrm{~m}$, and $2.4 \mu \mathrm{~m}$ band (Churchwell et al., 2009) were investigated without a conclusive result.

Further details can be found in H.E.S.S. Collaboration (2018a).

### 5.4.3.3 Atomic and Molecular Gas Density

Publicly available radio data were studied to examine the surroundings of the sources, and to constrain the distance estimate. In the case of HESS J1912+101, Nanten (CO (1$0)$ ) data (Matsunaga et al., 2001), the Galactic Ring Survey ( ${ }^{13} \mathrm{CO}(1-2)$ and $\left.\mathrm{CS}(2-1)\right)$
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(Jackson et al., 2006), and VLA Galactic Plane Survey (HI) (Stil et al., 2006) were examined. Additionally Columbia CO(1-0) data (Dame et al. 2001) were used to create longitude-velocity plots to illustrate the large scale structure towards the sources. In the velocity plots, two components are visible meeting close to the tangential point of the Sagittarius arm which results in large uncertainties in the distance estimate. Nevertheless, a distance estimate of 4.5 kpc , also compatible with the dispersion measurement of PSR J1913+1011 for the Sagittarius arm, and 10 kpc for the Perseus arm was chosen to derive gas density numbers for the discussion of a potential hadronic scenario. For details on this measurement see H.E.S.S. Collaboration (2018a).

Based on the conference proceedings by Gottschall et al. (2017) and Pühlhofer et al. (2015), Su et al. (2017) speculate that HESS J1912+101 is associated to an old SNR. By looking at ${ }^{12} \mathrm{CO}$ and HI lines, they identified features pointing towards turbulent gas that has been shocked by the shock front of a supernova. They also describe an HI shell consistent with an old SNR. Although the age would be consistent with the characteristic age of the pulsar PSR J1913+1011, the resulting kinematics make explaining the VHE emission challenging.

### 5.5 Discussion

Based on the morphological study, HESS J1534-571, HESS J1614-518, and HESS J1912-101 were classified as SNR candidates. The association of HESS J1534-571 with the radio SNR candidate G323.7-1.0 led to a classification as SNR The TeV flux of HESS J1912-101 is sufficiently high so that a detection with Fermi-LAT should be possible just like for the other two sources. Templates of all three sources have been shared with the Fermi-LAT collaboration. To support the classification, the GeV emission will most likely not be helpful, but constraining the details on the emission process is possible as for example shown by Araya (2017). The non-detection of a non-thermal radio counterpart for HESS J1614-518 and HESS J1912-101 is not contradicting the SNR hypothesis. The lack of non-thermal X-rays is interesting, but the coverage of the outer shell is incomplete for all three sources.

It is important to put these sources in context with the existing firmly identified TeV shell SNR]. Unfortunately, no firm distance estimates are available for the three sources from the search. A generic case for 1 kpc and two cases with the most probable distance estimate were calculated and are shown in table 5.11. For HESS J1731-347 two cases are shown as well.

The lack of constraining observations of these sources apart from the flux and extent in the TeV band makes it very difficult to constrain the nature of the sources itself.

Table 5.11: Basic parameters of known SNR and the new shell-like sources: For every source the most probable distances are shown together with the calculated diameter and luminosity. In addition to the power-law index, the age is quoted if known. For the new sources a generic case at 1 kpc together with the two most probable distance estimates are shown.

| Source name | Dist. <br> $[\mathrm{kpc}]$ | Diameter <br> $[\mathrm{pc}]$ | Age <br> $[\mathrm{kyr}]$ | $L_{1 \mathrm{TeV}-10 \mathrm{TeV}}$ <br> $\left[10^{33} \mathrm{ergs}^{-1}\right]$ | $\Gamma_{\text {PLfit }}$ | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HESS J0852-463 | 0.75 | 26.2 | $1.7-4.3$ | 5.7 | 2.3 | $(1)$ |
| HESS J1442-624 | 2.5 | 30.0 | 1.8 | 6.3 | 2.3 | $(2)$ |
| HESS J1502-418 | 2.2 | 22.3 | 1 | 0.46 | 2.4 | $(3)$ |
| HESS J1502-421 |  |  | 0.31 | 2.3 | $(3)$ |  |
| HESS J1713-397 | 1 | 20.2 | 1 | 7.2 | 2.3 | $(4)$ |
| HESS J1731-347 | 3.2 | 30.2 | 2.5 | 8.5 | 2.3 | $(5)$ |
|  | 5.2 | 49.0 |  | 22.4 |  |  |
|  | 1.0 | 14.0 |  | 0.78 |  |  |
| HESS J1534-571 | 3.5 | 48.9 |  | 9.6 | 2.5 | $(6)$ |
|  | 8 | 111.7 |  | 50 |  |  |
|  | 1.0 | 14.7 |  | 2.4 |  |  |
| HESS J1614-518 | 1.5 | 22.0 |  | 5.3 | 2.4 | $(6)$ |
|  | 5.5 | 80.6 |  | 71 |  |  |
|  | 1.0 | 17.1 |  | 0.97 |  |  |
| HESS J1912+101 | 4.5 | 77.0 |  | 19.6 | 2.6 | $(6)$ |
|  | 10 | 171.0 |  | 97 |  |  |

References. (1) Aharonian et al. (2007); H.E.S.S. Collaboration (2018b); (2) H.E.S.S. Collaboration (2018c); (3)|Acero et al. (2010); (4)|Aharonian et al. (2006a); |H.E.S.S. Collaboration (2018e); (5) H.E.S.S. Collaboration (2011); Klochkov et al. (2015); (6) H.E.S.S. Collaboration (2018a)

Although the lack of non-thermal radiation in other wavebands (apart from the radio counterpart of HESS J1534-571) seems to be promising for a purely hadronic emission scenario of an older population than the other shell-like SNR $\beta$, it can be explained, for example with stray light and lack of coverage in X-ray or complex regions in the radio band. When comparing the new sources to the existing ones, one fact seems to be obvious: The far estimate at $5.5,8$ and 10 kpc would result in a size above 80 pc and up to 171.0 pc . A study by Badenes et al. (2010) on SNRs in the LMC and M 33 shows a cut-off at around 60 pc . Also in this study outliers to larger diameters are present, mainly attributed to the ambient medium modified by a progenitor stars. Compared to the other known sources, both the luminosity and diameter for these distances would be at least by a factor of a few higher. The closer distance estimate for the sources is in line for HESS J1534-571 and HESS J1614-518. For HESS J1912+101 the luminosity and size are much larger than for the other known sources.

Overall the index of the fitted power-law models is softer than for the other known sources. However, for the individual sources the uncertainty of the power-law index is too high to draw any conclusions from this.

### 5.5.1 TeV Emission from Leptons or Protons

One fundamental question raised in the introduction is how much of the energy of the ejecta of SNR goes into a non-thermal component of relativistic particles and what is the share of hadrons and leptons. Together with the maximum energy of the hadrons, it can be determined whether and how much SNR $\beta$ contribute to the Galactic CR $\beta$. An estimate of the energy that went into the production of CR $\beta$ was done based on the TeV luminosity and the distance estimates of the sources. Note that it was assumed that the luminosity is only caused by decaying $\pi^{0}$ produced by protons. For this calculation, following Kelner et al. (2006), the argument was used that $E_{p}=10 \times E_{\gamma}$ and that the total energy of accelerated protons in the 10 TeV to 100 TeV range can be estimated from the $\gamma$-ray luminosity in the 1 TeV to 10 TeV using the characteristic cooling time of protons by the $\pi^{0}$ production (Aharonian et al., 2006a):

$$
\begin{equation*}
W_{\mathrm{p}}^{\mathrm{tot}}(10-100 \mathrm{TeV}) \approx \tau_{\mathrm{pp} \rightarrow \pi^{0}} L_{\gamma}(1-10 \mathrm{TeV}) \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\mathrm{pp} \rightarrow \pi^{0}} \approx 4.5 \times 10^{15}\left(\frac{n}{\mathrm{~cm}^{-3}}\right)^{-1} \mathrm{~s} \tag{5.21}
\end{equation*}
$$

To calculate the total energy for a wider energy range, the luminosity of the source was calculated based on the measured spectral parameter while introducing a break at 10 TeV where the index changes from $\Gamma=2$ for $1 \mathrm{GeV} \leq E_{p} \leq 10 \mathrm{TeV}$ to the measured one for $10 \mathrm{TeV} \leq E_{p} \leq 100 \mathrm{TeV}$. This assumption is reasonable for the spectra derived in the H.E.S.S. study and also fits to the spectrum of 3FGL J1615.3-5146e.

Table 5.12 lists the distance estimates, the corresponding velocity of the gas, the total proton density estimated from atomic and molecular gas, and the total proton energy from 1 GeV to 100 TeV for each source.

For the generic case and the closer of the two solutions, the proton scenario for all sources is reasonable with an expected energy content of $10 \%$ of $1 \times 10^{51} \mathrm{erg}$. For distances at the $8 \mathrm{kpc} . .10 \mathrm{kpc}$ scale and beyond, the hadronic scenario is disfavored. To further constrain this value, additional MWL data is needed. First attempts have been made by Araya (2017) through the examination of the Fermi-LAT data towards HESS J1534-571, detecting the source in the GeV band, and modeling the emission

Table 5.12: Proton energy content: Assuming a generic distance of 1 kpc , and proton density of $1 \mathrm{~cm}^{-3}$, the total proton energy from 1 GeV to 100 TeV was calculated. The same value was derived for the two most probable distance estimates from the MWL study and for the proton density derived from radio observations (c.f. H.E.S.S. Collaboration, 2018a). The luminosities of the sources were calculated based on the measured spectral parameter, but introducing a break at 10 TeV where the index changes from $\Gamma=2$ for $1 \mathrm{GeV} \leq E_{p} \leq 10 \mathrm{TeV}$ to the measured one for $10 \mathrm{TeV} \leq E_{p} \leq 100 \mathrm{TeV}$.

| Source name | Dist. <br> $[\mathrm{kpc}]$ | velocity <br> $\left[\mathrm{km} \mathrm{s}^{-1}\right]$ | $n_{\mathrm{p}, \mathrm{HI}+\mathrm{H} 2}$ <br> $\left[\mathrm{~cm}^{-3}\right]$ | $W_{\mathrm{p}, 1 \mathrm{GeV}-100 \mathrm{TeV}}^{* *}$ <br> $\left[1 \times 10^{51} \mathrm{erg}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| HESS J1534-571 | 3.5 | - | 1 | 0.03 |
|  | 8 | $-55 . .-45$ | $4 . .29$ | $0.08 . .0 .009$ |
|  | 1.0 | - | $1.3 . .7$ | $1.34 . .0 .25$ |
|  | 1.5 | $-30 . .-12$ | $3 . .71$ | 0.08 |
|  | 5.5 | $-110 . .-80$ | $17 . .110$ | $0.14 . .0 .02$ |
| HESS J1912+101 | 1.0 | - | 1 | 0.04 |
|  | 4.5 | $45 . .73$ | $28 . .178$ | $0.03 . .0 .004$ |
|  | 10 | $5 . .15$ | $4 . .8$ | $0.88 . .0 .44$ |

in a leptonic scenario together with the preliminary H.E.S.S. spectrum by Gottschall et al. (2017).

### 5.6 Summary

On the entire legacy H.E.S.S. phase I dataset covering the Galactic plane, a search for sources with shell morphology was done. In addition to pointed observations on specific sources, a scan was done such that the search covered almost half of the Galactic plane. The goal of the presented study was to exploit this data set in order to select SNR from their VHE $\gamma$-ray morphology. From this search four candidates revealed a significant shell morphology compared to a simple Gaussian model. Since the search itself and the statistical test used have some limitations, a rigorous re-analysis and morphological study of these four sources was performed. HESS J1023-577 turned out to be a false positive, and three candidates remained. A MWL study was done, revealing the SNR candidate G323.7-1.0 with an excellent match to the TeV properties of HESS J1534-571. From the TeV data alone other scenarios could not be excluded, but with the detection of non-thermal radio emission with a perfect match to the properties of HESS J1534-571, HESS J1534-571 has been classified as SNR whereas the other two sources, HESS J1614-518 and HESS J1912+101 remain SNR candidates. No
other constraining counterparts for the sources were found. The spectral analysis together with the measured gas densities and the Galactic spiral arms on the line of sight made it possible to make some statements on the distance based on associations with Galactic arms and comparison with other TeV SNRs. Distances smaller than 1 kpc are very unlikely due to the missing X-ray emission, distances larger than 8 kpc would lead to very large physical diameters and very high luminosities for the sources compared to other TeV SNRs. Distances at the 1 kpc to 4 kpc range seem to be most likely. The ongoing work has been presented at conferences (Pühlhofer et al., 2015 Gottschall et al. 2017) and created great interest in the community. Following the presentations, studies in other wavebands were done, most notable Araya (2017) in the GeV band for HESS J1534-571 and Su et al. (2017) using radio line emission to study the surroundings of HESS J1912+101. From the current MWL data both leptonic or hadronic processes are possible as well as a mixture of both. The complete work has been published in Astronomy \& Astrophysics (H.E.S.S. Collaboration, 2018a).

This study shows that IACT; with their high sensitivity in a relatively large field of view of the order of a few degrees are a perfect tool to discover new SNR; It also shows the great potential of Cherenkov Telescope Array to discover new TeV SNR 5 .

# 6 Target of Opportunity Observation of the Classical Nova Sgr 2015 No. 2 with H.E.S.S. 

### 6.1 Introduction

Novae occur when white dwarf stars accrete matter from a companion star onto their surface. During this process a thermonuclear runaway explosion can be triggered on the surface of the white dwarf star (Kraft, 1964). Novae are usually discovered by the optical brightening of the binary system (e.g. Lundmark, 1921). Spectral studies in the optical band and studies of counterparts in radio, infrared and X-ray show that as part of the process, ejecta are expanding into the ISM (Bode \& Evans, 2008, Woudt \& Ribeiro, 2014). In the process $\gamma$-ray emission from nuclear decay is produced with lines at $\sim \mathrm{MeV}$ energies from unstable isotopes and positron annihilation (e.g. Clayton, 1981, and references therein).

In 2010 for the first time $\mathrm{GeV} \gamma$-ray emission from the symbiotic nova V 407 Cyg was discovered with Fermi-LAT (Abdo et al. 2010). The binary system V 407 Cyg consists of a Mira-type pulsating red giant and a white dwarf companion which places it among the class of symbiotic binaries. Abdo et al. (2010) proposed both a leptonic model and a hadronic model as possible explanation. In terms of modeling, two examples are discussed here. Sitarek \& Bednarek (2012) speculated that the strong radiation field of the red giant could explain the GeV emission through inverse Compton scattering. From the same model, a second TeV component is expected from proton-proton interaction with the stellar wind of the red giant. Martin \& Dubus (2013) consider leptons and hadrons being accelerated in the shock of the nova. From an estimate of the magnetic field and the acceleration efficiency, protons up to 300 GeV are expected. The $\gamma$-ray emission itself would be dominated by inverse Compton scattering from relativistic electrons. For symbiotic novae it should be possible to probe these models with IACT; by measuring the high-energy component of the emission. Especially CT5 with its energy threshold of tens of GeV is a perfect instrument for such a measurement. For short lasting phenomena up to $\sim 10 \times 10^{7} \mathrm{~s}$, H.E.S.S. is more sensitive than Fermi-LAT
at tens of GeV in energy. Figure 6.1 shows the differential sensitivity over observation time for three different fixed energies for H.E.S.S., Fermi-LAT, and CTA


Figure 6.1: Differential sensitivity of different H.E.S.S. cut sets at several energies as a function of observation time, in comparison with Fermi-LAT and CTA. The figure is taken from the poster presented by Parsons et al. (2015a) at the ICRC in 2015.

The models were developed to explain the emission from a symbiotic nova, where the companion of the white dwarf star is a red giant with strong stellar wind and a dense radiation field. In the last years, Fermi-LAT discovered emissions from several classical novae (Ackermann et al., 2014). In these cases the strong wind of the red giant is missing, nevertheless the spectral properties are similar to those of V 407 Cyg. Possible explanations are that acceleration occurs in a bow shock between the ejecta and the ISM or in internal shocks in the inhomogeneous ejecta (Ackermann et al., 2014). Following this discovery, Chomiuk et al. (2014) presented a model in which the orbital motion of the system shapes the ejecta into a faster polar wind component and a slower region of denser material along the equatorial plane. Metzger et al. (2015) suggest that fast outflows from the nova might interact with the ejected shell to create $\gamma$-ray emission from hadronic interaction. The $\gamma$-ray emission from this suggested process is in an energy range accessible to current IACTs.

No VHE emission has been detected for any nova so far. The symbiotic nova V 407 Cyg was observed by VERITAS, 10 days after the optical peak and a differential upper limit at 1.6 TeV of $2.3 \times 10^{-12} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{~s}^{-1}$ was derived (Aliu et al., 2012). The classical
nova V 339 Del, the symbiotic nova YY Her and the dwarf nova ASASSN-13ax were observed with MAGIC. For V 339 Del, upper limits were derived to constrain the ratio of hadronic emission from neutral pion decay $L_{p}$ to inverse Compton from electrons $L_{e}$ Ahnen et al., 2015). A limit of $L_{p} \lesssim 0.15 L_{e}$ was deduced following the model from Metzger et al. (2015).
H.E.S.S. has a ToO program for novae in place. Here a study on the classical nova Sgr 2015 No. 2 (V 5668 Sgr), observed with H.E.S.S., is discussed. The observation was triggered by a Fermi-LAT observation which led to a detection in the GeV band (Cheung et al. 2016). The observation of this target with H.E.S.S. is presented in detail together with a data analysis of the available data. Upper limits were derived from this observation and studied together with the Fermi-LAT data to constrain the $L_{p} / L_{e}$ ratio. Possible updates to the ToO policy for novae are discussed in the context of this observation and recent discoveries in other wavebands.

### 6.2 Observation of the Classical Nova Sgr 2015 No. 2 with H.E.S.S.

The observation was triggered on the 24th of March 2015 by an Astronomers Telegram (Atel) of Cheung et al. (2015a). They reported that Fermi-LAT began a pointed observation on MJD57098.9 about 2 days after the optical discovery. The optical emission of the nova peaked on MJD57102.5. Between MJD57104 and MJD57105.24 evidence of emissions at energies greater than 100 MeV from the nova with $3.8 \sigma$ significance was reported 1.5 days after the optical peak. Following this announcement H.E.S.S. commenced an observation in the following night. Nine runs were taken in two nights with CT5 only four to five days after the optical peak. In the first night no problems were reported, in the second night three runs were affected by bad weather and one run was interrupted by a shooting star. A second Atel reporting continuous activity of the source led to the decision to conduct a second H.E.S.S. observation Cheung et al., $2015 \mathrm{~b})$. Two runs were taken in the night from the 1st to the 2nd of April. Bad weather was reported from the shift crew. Further observations were prevented by the period of full moon. When the source was observable again, it was decided not to continue observing because too much time had passed since the peak in the optical band.

### 6.3 Analysis of Available H.E.S.S. Data

### 6.3.1 Data Quality

A marginal signal was expected from the data if at all. Additionally, since the observations were performed with CT5 only, the reconstruction is susceptible to hardware problems which can lead to a high intensity in a small group of pixels. When those pixels are reconstructed as showers, hot spots can appear in the camera. Generally the calibration chain detects such events and removes problematic pixels. Nevertheless, the analysis was carried out very carefully following the suggestions of the internal H.E.S.S. GRB task group including low level checks on the raw data which usually are taken care of by the calibration chain and the run quality selection.

From the shift reports it was already to be expected that a few runs were not usable due to bad weather. This was confirmed by the standard quality cuts discussed in section 3.3.8. From the eleven runs taken during the observation campaign, five runs were rejected because of an unstable trigger rate due to clouds which was also confirmed by a manual inspection of the trigger rate evolution of the runs. No technical problems were found in any of the runs passing the automatic quality selection.

One simple way to detect a group of noisy pixels is to look at the pixel participation fraction. After calibration and image cleaning, which removes all pixels except clusters of pixels above a certain threshold (c.f. section 3.3 .9 , the number of times an individual pixel is participating in an event is counted. Typical values for a CT5 mono observation are a pixel participation of $(1.0 \pm 0.4) \%$ of the events for each pixel. Figure 6.2 shows two examples for two randomly chosen observation runs of the data set. Apart from a missing drawer ( 16 pixel) nothing unusual is seen in the plot. The missing drawer is not a problem for the quality of the run. These plots have been created and inspected for all runs.

This test, together with a check of the stability of the trigger rate, confirmed the result of the automated run quality selection. The total good observation time is 2.7 h .

### 6.3.2 Skymap and Upper Limits

For the event reconstruction, a maximum likelihood fit of camera pixel amplitudes to an expected image amplitude was used (Parsons \& Hinton, 2014, Parsons et al., 2015b). This Image Pixel-wise fit for Atmospheric Cherenkov Telescopes (ImPACT) provides a better reconstruction result and, especially for monoscopic events, a higher sensitivity compared to a Hillas based analysis like the reconstruction technique presented in


Figure 6.2: Pixel participation fraction of two CT5 mono runs: The plot shows how often an individual pixel was part of a shower event after image cleaning in percent. In both cases the plot is as expected apart from a missing drawer on the top right.

Murach et al. (2015). For a H.E.S.S. I stereo reconstruction, the differences between the ImPACT and Hillas reconstruction with BDT for $\gamma /$ hadron separation, like it was applied in chapter 5, are not big. Furthermore, for the study in chapter 5, an analysis setup close to the one used for the HGPS was applied to treat the different analysis steps as homogeneously as possible. In this case, the cuts on image amplitude and also on the shower parameters used, were optimized for sources with a spectral index of around 2.5. This set of cuts is called standard cuts. A cut set for very soft sources has been tested as well. These so-called loose cuts result in a lower energy threshold, but the overall sensitivity is lower.



Figure 6.3: Significance map for Nova Sgr 2015 No. 2: The significance per pixel was calculated using equation 17 of Li \& Ma (1983) for a circle with a radius of $0.1^{\circ}$. On the right, the number of entries per significance is shown compared to a normal distribution.
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For source detection, an excess and significance sky map was created using the ring background method, described in section 3.3.10. Checks on the resulting maps were performed using the same technique as outlined in section 5.3.2.2. Neighboring pixels were correlated using a circle with a radius of $0.1^{\circ}$. The angular resolution of this dataset, using a monoscopic reconstruction, is $R_{68}=0.16^{\circ}$. The significance of the excess has been calculated using equation 17 of Li \& Ma (1983). The result is shown in figure 6.3 on the left. For the position used by Cheung et al. (2016) for the Fermi-LAT analysis, the results of the event reconstruction for a point source assumption is shown in table 6.1.

Table 6.1: Livetime and event statistics for the ring background method for Nova Sgr 2015 No. 2: The table lists the livetime after exposure correction, the number of ON events falling into the test position, the number of OFF events within the background control region, the ratio between ON and OFF region $\alpha$, the number of excess events, the signal to background ratio, and the significance (equation 17 of $\mathrm{Li} \& \mathrm{Ma}(1983)$ ).

| Source | Livetime | ON | OFF | $\alpha$ | Excess | S/B | $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nova Sgr 2015 No.2 | 2.6 h | 291 | 3494 | 0.08 | 8.5 | 0.03 | 0.5 |

Figure 6.3 on the right shows the distribution of entries of the significance map. In addition, a normal distribution with a mean of 0 and a width of 1 is plotted. Fitting a Gaussian function shows parameters well compatible with a normal distribution.

No significant excess was detected, neither at the position of the nova in other wavebands nor for any other positions in the field of view of the observation.

To extract upper limits at the position of the source, the reflected region background method was used for the most reliable background estimation (section 3.3.10). Furthermore, an energy bias cut was applied to ensure that the energy bias from the reconstruction is smaller than $10 \%$. Table 6.2 lists the event statistics.

Table 6.2: Livetime and event statistics for the reflected region background method for Nova Sgr 2015 No. 2: The table lists the livetime after exposure correction, the number of ON events falling into the test position, the number of OFF events within the background control region, the ratio between ON and OFF region $\alpha$, the number of excess events, the signal to background ratio, and the significance (equation 17 of $\mathrm{Li} \& \mathrm{Ma}$ (1983)).

| Source | Livetime | ON | OFF | $\alpha$ | Excess | S/B | $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nova Sgr 2015 No. 2 | 2.6 h | 150 | 2089 | 0.07 | 3.1 | 0.02 | 0.24 |

Differential upper limits for $95 \%$ confidence were derived in four equidistant bins in log spaces from 0.2 TeV to 5.9 TeV . As spectral shape a power law was assumed with
an index of 2.42 matching the observations at HE by Cheung et al. (2016). Following Rolke \& López (2001), the TRolke implementation in the H.E.S.S. software was used to calculate the limits. Systematic uncertainties have not been taken into account. The result is listed in table 6.3.

Table 6.3: Differential upper limits derived for Nova Sgr 2015 No. 2: Following Rolke \& López (2001), the TRolke implementation in the H.E.S.S. software was used to calculate the limits.

| $E$ <br> $[\mathrm{TeV}]$ | $E_{\min }$ <br> $[\mathrm{TeV}]$ | $E_{\max }$ <br> $[\mathrm{TeV}]$ | $95 \%$ <br> differential upper limits <br> $\left[\mathrm{TeV}^{-1} \mathrm{~s}^{-1} \mathrm{~cm}^{-2}\right]$ |
| :---: | :---: | :---: | :---: |
| 0.31 | 0.2 | 0.47 | $<2.12 \times 10^{-11}$ |
| 0.71 | 0.47 | 1.09 | $<4.15 \times 10^{-12}$ |
| 1.66 | 1.09 | 2.54 | $<5.40 \times 10^{-13}$ |
| 3.88 | 2.54 | 5.93 | $<2.12 \times 10^{-13}$ |

### 6.3.3 Fermi-LAT Data Set

The nova was detected by Fermi-LAT and the results were published in Cheung et al. (2016). Figure 6.4 on the left shows the light curve of the source and the exposure time on the source. The observation was partially conducted as a ToO which explains the higher exposure in the first fifteen days. Emission from the source was detected for 55 days.


Figure 6.4: Fermi-LAT results for Nova Sgr 2015 No. 2: On the left the light curve and exposure on the source is shown. On the right the spectrum of the source is shown with the best fit power-law model (solid line) compared to an exponential cut off power-law model. The plots are taken from Cheung et al. (2016).

On the right in figure 6.4 the spectral result of the source is shown. The source is best fitted with a point source model. The emission is best described by a power law with a slope of $2.42 \pm 0.13$ and a total flux above 100 MeV of $(11.4 \pm 2.2) \times 10^{-8} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. The total $T S$ is 70.4. The improvement in test statistics due to more complex models is negligible.

### 6.3.4 Interpretation

No VHE emission was detected from Nova Sgr 2015 No. 2 with H.E.S.S. Nevertheless, following the expectation from Metzger et al. (2015) and the simulations of Ahnen et al. (2015), the ratio of hadronic emission from neutral pion decay $L_{p}$ to inverse Compton from electrons $L_{e}$ was estimated. The individual components, namely the model for inverse Compton emission, neutral pion decay, and pair production for V 339 Del shown in Ahnen et al. (2015) figure 2 were scaled individually to match the measured excess and upper limits for Nova Sgr 2015 No. 2. The extent and strength of the photosphere of Nova Sgr 2015 No. 2 and V 339 Del has to be identical for this simple approach. For the Nova Sgr 2015 No. 2 no precise measurement is available, but according to the information in Cheung et al. (2016) the evolution of the system is comparable to V 339 Del.

The strength of $\gamma$-ray emission from hadronic interaction strongly depends on the dynamic time scale of the system because this limits the time during which hadrons are accelerated. A typical dynamic time scale is ten days (Ahnen et al., 2015). The $\gamma$-ray emission is caused by the cooling of the protons which depends on the speed of the ejecta and the mass of the total ejecta. By comparing the dynamic time scales and the cooling time, Ahnen et al. (2015) concluded that the cooling becomes dominant only after tens of days. The H.E.S.S. observations were taken well inside this time window.

Figure 6.5 shows the resulting spectral energy distribution of the H.E.S.S. and Fermi$L A T$ observation. The model scaled to this observation is shown as well. The ratio of hadronic emission from neutral pion decay $L_{p}$ to inverse Compton from electrons $L_{e}$ was estimated to be $\lesssim 45 \%$. Considering that the MAGIC data set on V 339 Del in which Ahnen et al. (2015) concluded that $L_{p} / L_{e} \lesssim 15 \%$, is a factor of five deeper than this data set and the data was taken in a two telescope configuration, the result is reasonable.

Assuming an observation with the full H.E.S.S. array with an observation time of 20 h , and the spectral parameter of the proton component in figure 2 of Ahnen et al. (2015), a detection would have been possible.


Figure 6.5: Spectral energy distribution for Nova Sgr 2015 No. 2: In black the data points and upper limits from Cheung et al. (2016) are shown. In blue the $95 \%$ upper limits from the H.E.S.S. observation is shown. The emission model components are taken from Ahnen et al. (2015) and rescaled to this results.

### 6.4 Target of Opportunity Observation Program of Novae with H.E.S.S.

This work was presented during an internal H.E.S.S. Galactic working group meeting. It was concluded that the ToO program for classical novae in H.E.S.S. should emphasize that a deep data set of 20 h is needed. Furthermore, the observation should take place as close as possible to the optical peak based on the argument of Ahnen et al. (2015) and recent measurements of Li et al. (2017) showing a correlation of the optical light-curve and the Fermi-LAT light curve. As part of the program for 2018 it is planned that an observation is triggered when a nova is detected by Fermi-LAT and/or a nova with a visible magnitude of 9 is detected. The following observations should aim for 20 h with the full array.

### 6.5 Summary

The Classical Nova Sgr 2015 No. 2 is the first classical nova observed with H.E.S.S. phase II. The results of the analysis are presented here and put into a context with the Fermi-LAT observations on the same source. The ratio of hadronic emission from
neutral pion decay $L_{p}$ to inverse Compton from electrons $L_{e}$ was estimated to be smaller than $45 \%$ adjusting the simulation results of Ahnen et al. (2015) for V 339 Del. While this result shows that the H.E.S.S. observations were less constraining than another study of Ahnen et al. (2015) on V 339 Del, which constrains the same ratio to be smaller than $15 \%$, this analysis shows the capability of H.E.S.S. for a competitive study. It is worth mentioning that the results from Ahnen et al. (2015) were achieved with a five times deeper data set. Limited observability and weather prevented a deeper H.E.S.S. data set on Nova Sgr 2015 No. 2. Nevertheless, this study shows the capability of H.E.S.S. to study transient Galactic phenomena like classical novae. Partially based on the experience presented in this study, the ToO program of H.E.S.S. has been adjusted.

## 7 Conclusions and Outlook

The origin of CR , their energy distribution, and their composition is a subject of active research even though the existence of CR $\beta$ has been known for a century. Since the information of their directional information is lost on their way to Earth and since the flux is low, studies of very energetic CR are complex. By studying VHE $\gamma$-rays, [ACTs evolved to a major tool in studying CR sources. Furthermore, IACT] revealed properties of $\gamma$-ray emitters previously unknown.

By imaging the Cherenkov light from EAS induced by $\gamma$-rays from astrophysical sources with sensitive and fast PMT cameras, IACT; measure the energy and astrophysical origin of $\gamma$-rays from cosmic sources. One key aspect of the technique is the reflective dish of each telescope. The limited number of Cherenkov photons per EAS requires large mirror areas. In case of the newest fifth telescope of H.E.S.S. phase II, 876 hexagonal mirror segments are used with a total mirror area of $614 \mathrm{~m}^{2}$. For the first four telescopes with a dish diameter of 12 m , the telescopes are equipped with 381 round mirror segments each, which results in a total mirror area of $108 \mathrm{~m}^{2}$. The precise alignment of the mirror segments is one of the challenges of operating an IACT Here, the first results of the mirror alignment and control system of H.E.S.S. phase II has been presented after a successful alignment of CT5 mirror segments. Results from a re-alignment campaign that became necessary due to a calibration problem of the tracking system is presented as well. Before the alignment, other improvements were introduced to the system. The results, including monitoring of the long term stability of the alignment as well as the functionality of the hard- and software components, were presented here and also in Gottschall et al. (2015).

After an replacement of degraded mirror segments of CT3, one of the 12 m telescopes of H.E.S.S. the alignment system was reactivated, an alignment was done and the results were measured. The alignment system of CT1-4 has been developed and built by the Universität Hamburg. After the previous mirror exchange in 2010, the alignment system was no longer used or maintained. After not having been used in seven years, the alignment system was serviced as part of this work and performed as expected afterwards. The telescope regained a major part of the original optical efficiency because of the newly coated mirror segments.

The sensitivity level of current IACT experiments, amongst many other things, opened up a new window of follow-up observations of transient phenomena like flaring AGNb, gravitational waves, novae, GRB , and many more. Especially for GRB; an immediate follow-up is crucial because of their duration of only up to tens of seconds. Hence, CT5 supports a fast tracking system where the telescope can be moved through zenith reducing the angular distance to the target. The dish bending and the bending of the mirror support structure has a negative impact on the mirror alignment when the telescope moves through zenith. This effect was studied with the conclusion that the long term stability of the alignment is not in danger and the negative impact on the $\gamma$-rays sensitivity is acceptable. Therefore, the system is operated including the fast follow-up tracking described above. The first results of the GRB follow-up program of H.E.S.S. phase II were presented by Hoischen et al. (2017).

Since the beginning of H.E.S.S., a survey observation of the Galactic plane was done. Together with pointed observations in the Galactic plane, this data set provides a wide coverage of the Galactic plane with unprecedented sensitivity. Based on this data set, a systematic search for sources showing a shell morphology was done. A shell morphology is a strong hint towards a super nova remnant scenario for the emission. Four candidates were discovered and studied in detail. The newly discovered source HESS J1534-571 was classified as super nova remnant because of the association with the radio SNR candidate G323.7-1.0. The previously known sources HESS J1614-518 and HESS J1912+101 are now classified as SNR candidates based on this study. In total the number of sources with confirmed shell morphology in the Galactic survey region of H.E.S.S. was almost doubled by this search. This study presents the first time SNR candidates were selected by their TeV morphology. After presenting this work at conferences, a lot of interest was generated in the community leading to follow-up work in the GeV and radio band. The available MWL data was also examined as part of this work. The main focus was to investigate the possibility of a purely hadronic or leptonic scenario. Since the lack of X-ray emission is not constraining and a purely hadronic scenario is feasible based on the spectral analysis and the study of gas densities and possible distances, both scenarios or a mixture of both is possible. The results were published in H.E.S.S. Collaboration (2018a).

As part of the target of opportunity observation program of H.E.S.S. the Galactic nova Nova Sgr 2015 No. 2 was observed. Emission up to GeV energies from these novae are one of the puzzling discoveries of Fermi-LAT. Detecting or constraining the emission at TeV energies could improve the understanding of the processes in nova explosions significantly. The question whether the $\mathrm{HE} \gamma$-ray emission is produced by shock interaction in the ejecta of the nova or in a bow-shock with the ISM is an open question at the time of writing this thesis. No emission was detected with H.E.S.S. from the Nova

Sgr 2015 No. 2. Upper limits were derived to constrain the maximum luminosity from hadronic interaction. It was estimated that the luminosity from hadronic interaction cannot be more than $45 \%$ of the luminosity of the inverse Compton component. With upcoming observations H.E.S.S. should be able to constrain this ratio to less than $10 \%$ or to detect this emission component. The results from this study were used to update the ToO program of H.E.S.S.

For this work and the service work to the collaboration including observation shifts, hardware and software maintenance, and the contribution to the regular in run coordination meetings, the H.E.S.S. collaboration awarded the author with the H.E.S.S. prize. With the HESS Prize the collaboration acknowledges a young scientist (PhD, postdoc, junior staff) who made an outstanding service contributions to the experiment. The prize is awarded twice a year. A full publication list of the author can be found in the Curriculum Vitae.

The work on the mirror alignment system also provided input for the future observatory CTA especially the validation of the durability of the mechanical design of the CT5 actuators. The author contributed to the development of a mirror control system and a mirror testing facility for CTA at the IAAT (Dick et al., 2015). With its improved angular resolution, sensitivity, and flexibility CTA will provide valuable insights for all astrophysical topics discussed in this work. More radio and X-ray quiet SNR; are expected to be found with an improved sensitivity and energy coverage as well as an improved resolution of the shells. Furthermore, if counterparts in other wavebands are known, a refined correlation study between wavebands is possible. Following up on triggers of other wavebands, for example in the case of novae, is one of the key projects of CTA.
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A Appendix

## A. 1 Optical Point Spread Function Monitoring of H.E.S.S.



Figure A.1: Long term monitoring of the optical psf of CT1: The plot on the left shows the measured $R_{80}$ over the elevation angle for one night. On the right, the $R_{80}$ at $65^{\circ}$ is shown over time. To derive this value, the function fitted to the data from one night is evaluated at $65^{\circ}$. Normally, the monitoring is done twice a month. A linear trend is fitted to the data.


Figure A.2: Long term monitoring of the optical psff of CT2: The plot on the left shows the measured $R_{80}$ over the elevation angle for one night. On the right, the $R_{80}$ at $65^{\circ}$ is shown over time. To derive this value, the function fitted to the data from one night is evaluated at $65^{\circ}$. Normally, the monitoring is done twice a month. A linear trend is fitted to the data.


Figure A.3: Long term monitoring of the optical psflof CT3: The plot on the left shows the measured $R_{80}$ over the elevation angle for one night. On the right, the $R_{80}$ at $65^{\circ}$ is shown over time. To derive this value, the function fitted to the data from one night is evaluated at $65^{\circ}$. Normally, the monitoring is done twice a month. A linear trend is fitted to the data. The first dotted lines indicate the time of a focusing of the lens of the CCD camera. The second dotted line shows the time of the mirror exchange.


Figure A.4: Long term monitoring of the optical psflof CT4: The plot on the left shows the measured $R_{80}$ over the elevation angle for one night. On the right, the $R_{80}$ at $65^{\circ}$ is shown over time. To derive this value, the function fitted to the data from one night is evaluated at $65^{\circ}$. Normally, the monitoring is done twice a month. A linear trend is fitted to the data.


Figure A.5: Long term monitoring of the optical psf of CT5: The plot on the left shows the measured $R_{80}$ over the elevation angle for one night. On the right, the $R_{80}$ at $65^{\circ}$ is shown over time. To derive this value, the function fitted to the data from one night is evaluated at $65^{\circ}$. Normally, the monitoring is done every second month. A linear trend is fitted to the data.
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