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Abstract
Astronomical observations in the X-ray range must be performed outside of earth’s
atmosphere and are nowadays mainly done by the use of X-ray satellites. The optics
which defines the field of view of the satellite and the sensor which detects the X-ray
radiation are two essential parts of an X-ray satellite. The use of a focusing optics
which concentrates the radiation to a small sensor achieves a high spatial resolution
and a low detector background and results therefore in a high sensitivity to detect
weak X-ray sources.
The recent development of multi-layer-coated X-ray optics allows to focus radiation

up to the hard X-ray range and requires new detector concepts. A stacked detector
setup consisting of a low energy detector (LED) and a high energy detector (HED)
that is placed behind the LED to cover such a wide energy range has been developed
in this work. The main advantage of a stacked detector system is its effective detec-
tion of broad band X-ray radiation (0.1 keV to 80 keV) that is focused by the optics.

The main goal of this work is the construction of a stacked detector system and the
investigation of its properties with analysis software that was especially developed for
this purpose. In this context, the mutual influence between both detector systems
is of special interest and shall be studied experimentally. The LED is realized by
a silicon based active pixel matrix with a maximal readout speed of 410 frames per
second. The HED consists of cadmium telluride Schottky diodes with a self-triggered
integrated readout electronics.
The performance of both detectors was first studied individually to become ac-

quainted with their individual characteristics. The construction of the LED subsystem
is especially worth mentioning because it is to a large fraction an in-house develop-
ment of the IAAT (Institute for Astronomy and Astrophysics Tübingen). Besides the
detector control electronics, the signal digitization, the signal preprocessing, and the
data transfer were newly developed and tested during the construction of the LED
setup. To a large fraction, this was done in the framework of this work.
The combined operation of the LED and the HED in the stacked configuration

results in a minor mutual heating between both detectors, the appearance of fluores-
cence lines (emitted by the HED and detected by the LED), and the flux reduction
of the HED for energies below ∼25 keV. A signal crosstalk between both systems was
not observed.

The presented work shows that these negative mutual influences of both detector
systems can not only be compensated with an appropriate data analysis but that
also typical detector artifacts, e.g. escape peaks, can be suppressed. Furthermore,
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the combined operation of the stacked system allows for additional quantities to be
measured which is presented in the example of a Compton camera and a Compton
polarimeter. In this context, the expected efficiency of the setup to operate as a
Compton camera and its sensitivity as a Compton polarimeter are analyzed. This
includes a statistical analysis which shows a novel way to construct point and interval
estimations for the degree and the angle of polarization.
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Zusammenfassung
Astronomische Beobachtungen im Röntgenbereich können nur außerhalb der absor-
bierenden Erdatmosphäre stattfinden und werden heutzutage nahezu ausschließlich
mit Hilfe von Röntgensatelliten durchgeführt. Wesentliche Bestandteile eines Rönt-
gensatelliten sind seine Optik, welche das Gesichtsfeld des Satelliten festlegt und seine
Sensorik, welche die Röntgenstrahlung detektiert und in elektrische Signale umwan-
delt. Die Verwendung einer fokussierenden Optik, welche das Röntgenlicht bündelt
und auf einen kleinen Sensor abbildet, ermöglicht eine hohe räumliche Auflösung und
einen geringen Detektorhintergrund und somit eine verbesserte Sensitivität für die
Detektion von schwachen Röntgenquellen.
Aufgrund der ständigen Weiterentwicklung von fokussierenden Röntgenoptiken,

welche nun bis weit in den harten Röntgenbereich effizient arbeiten können, wer-
den neue Detektorkonzepte möglich. Ein gestapeltes Detektorsystem, bestehend aus
einem Niederenergiedetektor (LED) und einem sich dahinter befindenden Hochen-
ergiedetektor (HED) ist solch ein neues Detektorkonzept, das in dieser Arbeit unter-
sucht wurde. Der Hauptvorteil eines gestapelten Detektorsystems besteht darin, die
durch die Optik fokussierte Strahlung in einem breiten Energiespektrum (ca. 0.1 keV
bis 80 keV) effizient zu erfassen.

Das Hauptziel dieser Arbeit ist der Aufbau eines gestapelten Detektorsystems und
dessen systematische Untersuchung mittels speziell dafür erstellter Analysesoftware.
Dabei soll insbesondere die gegenseitige Wechselwirkung zwischen beiden Detektorsys-
temen experimentell analysiert werden. Der LED ist durch eine siliziumbasierte aktive
Pixelmatrix realisiert, welche bis zu 410 mal pro Sekunde ausgelesen werden kann.
Der HED besteht aus Cadmiumtellurid-Schottky-Dioden mit einer selbstauslösenden
integrierten Ausleseelektronik.
Die beiden Detektoren wurden zuerst einzeln untersucht, um deren individuelle

Charakteristika kennenzulernen. Dabei ist insbesondere der Aufbau des LED-Systems
zu erwähnen, welches zum größten Teil eine Eigenentwicklung des IAAT (Institut für
Astronomie und Astrophysik Tübingen) ist. Neben der Detektoransteuerungselek-
tronik wurden die Signaldigitalisierung, die Signalvorverarbeitung und die Datenüber-
tragung des LED-Systems neu entwickelt und getestet, was zum großen Teil im Rah-
men dieser Arbeit geschah.
Der gemeinsame Betrieb von LED und HED in der gestapelten Konfiguration zeigt

eine geringfügige gegenseitige Erwärmung beider Detektoren, das Auftreten von Flu-
oreszenzlinien (emittiert vom HED, detektiert vom LED) und eine Flussverringerung
des HED unterhalb von ∼25 keV. Ein Signalübersprechen zwischen beiden Systemen
konnte nicht beobachtet werden.
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Die vorliegende Arbeit zeigt, dass durch eine entsprechende Datenanalyse diese neg-
ativen Beeinflussungen beider Detektorsysteme nicht nur kompensiert werden können,
sondern dass auch typische Detektorartefakte wie z.B. „escape peaks“ unterdrückt
werden können. Zudem ermöglicht der gemeinsame Betrieb des gestapelten Sys-
tems neue Analysemöglichkeiten, welche anhand einer Compton-Kamera und eines
Compton-Polarimeters vorgestellt werden. Die erwartete Effizienz im Betrieb als
Compton-Kamera und die Sensitivität im Betrieb als Compton-Polarimeter werden in
diesem Zusammenhang analysiert. Dies beinhaltet eine statistische Analyse, welche
neue Möglichkeiten aufzeigt Punkt- und Intervallabschätzungen für den Grad und die
Richtung der Polarisation zu bestimmen.
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"The magic is always in the
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Overview
The thesis in hand summarizes parts of my work during the last five years at the
Institut für Astronomie und Astrophysik Tübingen (IAAT). The presented work is in
heritage of my diploma thesis [Maier, 2009] that initiated the construction of a stacked
detector setup.
In the beginning, the setup was destined for a science verification model for the

planned X-ray satellite mission Simbol-X [Ferrando et al., 2008]. After the cancellation
of Simbol-X in 2009, the setup developed to a more general laboratory to test detector
physics in a wide range. This includes the building and testing of control and readout
electronics, detector calibration, data preprocessing, and data analysis.
The presented thesis is divided into two parts. The first part is directed to the

operation of the stacked detector setup and contains all the experimental work, but
also some elaborate theoretical considerations on detector physics, signal formation,
and on the polarization phenomenon of cadmium telluride crystals.
Chapter 1motivates the scientific use of a stacked detector setup, gives an overview

of the basic detector physics, and describes the layout of the CANDELA setup.
Chapter 2 and 3 give a description of the low energy detector (LED) and of the

high energy detector (HED). The operation mechanisms of both detectors and the
detector performances are studied for the LED and the HED independently. In these
two chapters, the description of the setup and of the used tools contains already many
results. To put results into the descriptive sections is chosen purposely and describes
the applied way of working which is based on a step-by-step development of new tools
and ideas and the study of their implications. The correct way of detector operation
and of data analysis developed during the work with the setup and a lot of insights
came up by doing things wrong.
In Chapter 4, both detector subunits are combined into a stacked detector setup

and the resulting mutual influences between both detectors are described; new ways of
analyzing this stacked detector configuration are introduced and build the transition
to the second part of this thesis.
In the second part, two possible applications of a stacked detector setup—a Comp-

ton camera and a Compton X-ray polarimeter—are investigated theoretically.
Chapter 5 introduces the basic properties of the photoelectric effect and of Comp-

ton scattering. The expected efficiency of the CANDELA setup to detect Compton
scattered events is calculated as a function of the incident photon energy. Possible
changes of the geometrical configuration of the setup are considered and their result-
ing effects on the detection efficiency and the sensitivity for polarimetric observations
are investigated.
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The polarization of radiation is not directly measured by the polarimeter. Instead,
a sophisticated analysis is needed to work the polarimetric information out of the
data. Chapter 6 describes the theoretical basis of this analysis with its underlying
statistics that governs polarimetric measurements. Besides the classical frequentist
approach, point and interval estimations on the degree and the angle of polarization
are presented with a Bayesian analysis.
In Chapter 7, both parts of the thesis are summarized. An outlook on what kind

of investigations are possible with the CANDELA setup in the near future completes
this work.
The intent of this thesis is that it shall not only be descriptive but also explanatory.

In order to enable also a quick access to the work, the most important results are
presented at the end of each chapter (with exception of Chapter 1) in a summary.
Fundamental derivations are presented in the appendix.
This work summarizes and extends what is presented in the publications Schanz

et al. [2009], Maier et al. [2010, 2012, 2014,a], Maier et al. [2014,b].

14



Part I.

CANDELA: a setup to test a
stacked detector system

15





1. Introduction to CANDELA
The stacked detector setup CANDELA (cadmium telluride and silicon detector labo-
ratory) is a heritage of the mission study Simbol-X [Ferrando et al., 2008]. The
basic idea is to build a focusing X-ray telescope that is sensitive in soft X-rays
(100 eV < E < 15 keV) as well as in hard X-rays (15 keV < E < 100 keV).∗ In-
stead of building two separate telescopes, one for each energy range, one telescope
with a broad band detector system can achieve equal scientific performances and use
the available resources in a more efficient way.
To build a broad band detector, a silicon-based low energy detector (LED) is placed

in front of a cadmium telluride based high energy detector (HED). The stacked
detector system combines the excellent spectro-imaging performance of the LED
(∆E = 168 eV FWHM @ 6keV, 500µm x 500µm pixel) at soft X-rays with the very
good spectro-imaging performance of the HED (∆E = 1050 eV FWHM @ 60 keV,
1mm x 1mm pixel) at hard X-rays. In this stacked configuration, the LED detects
mainly soft X-rays and becomes transparent for higher photon energies. These hard
X-rays can then (after transiting the LED) be detected by the HED. The used defini-
tion of soft and hard X-rays matches to this behavior, as the probability for a 15 keV
photon to be detected in the LED is about the same as to be detected in the HED.
See also Fig. 4.1 to get an impression on how a 15 keV photon "sees" the combination
of LED and HED.
Possible astronomical sources and scientific questions that are addressed by such a

detector system are presented in Section 1.1. An overview of semiconductor detector
physics concerning the LED and the HED is following in Section 1.2, while the CAN-
DELA setup is described in Section 1.4. Each detector subsystem is studied in detail
in the Chapters 2 and 3.

1.1. Scientific motivation
Observational strategies in X-ray astronomy are typically divided into two energy
ranges. For photon energies E < 15 keV, focusing optics in combination with small
detectors yield good results in terms of spatial resolution and sensitivity. The term
sensitivity expresses the capability of an instrument to detect faint signals in a given
exposure time. Beside the signal, the instrument also detects background radiation.
To detect the signal within this background it is favorable to have a large signal col-
lecting area Aeff and a small, also background observing, detector (with an area Adet).

∗The energy ranges of soft and hard X-rays are not consistently defined in literature. The definition
above is used in the following chapters, if not mentioned explicitly in another way.
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Figure 1.1. Wolter 1 telescope: the combination of a parabolic and a hyperbolic
mirror allows to focus X-rays under grazing incidence.

The X-ray satellite XMM-Newton with an effective area of Aeff ≈ 1000 cm2 and a de-
tector area of Adet = 36 cm2 (pn-camera) gains this way a sensitivity of Aeff/Adet ≈ 28.

Focusing optics use the fact that X-rays (with energy E) are reflected from a surface
(with density ρ) if their incidence angle is smaller than a critical angle [Als-Nielsen
and McMorrow, 2011, Eq. (3.2)]

αc ∼
√
ρ/E. (1.1)

This concept of external reflection under grazing incidence is implemented in the
Wolter-1 geometry, a combination of paraboloid and hyperboloid mirror shells [Wolter,
1952], see Fig. 1.1. The effective area Aeff of such a geometry can be expressed as a
function of the focal length f and the critical angle αc [de Korte, 1988]

Aeff ∼ f 2 α2
c . (1.2)

It is difficult to focus hard X-rays as the effective area Aeff of the telescope decreases
with increasing energy. A long focal length or an increase in the density of the mirror
material can result in large effective areas even at high energies, but both parameters
are limited. The focal length is limited by the dimension of the spacecraft, which
has to fit into the launching vehicle and the density of the mirror material cannot be
increased much further, as the existing mirrors already use heavy elements like gold
or iridium. Hard X-ray telescopes are therefore using collimators or coded masks and
detectors with roughly the same area as the aperture. As Aeff ≈ Adet, the sensitivity
of such instruments is worse compared to focused instruments.
New telescope concepts try to focus hard X-rays by enlarging the focal length

with extendable optical benches (see for example HEXIT-SAT [Fiore et al., 2004] or
NuSTAR [Harrison and the NuSTAR collaboration, 2013]) or with formation flying
configurations (like Simbol-X [Ferrando et al., 2008]). Additionally, Bragg reflection
on multilayer coated mirrors increase the critical angle αc over a broad energy range
[Mao et al., 1997, Pareschi et al., 2009]. This results in the development of focusing
optics for X-rays with energies up to 100 keV.
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As the spectral range of the optics exceeds the spectral range in that one semicon-
ductor detector is operating optimally, a stack of multiple, in our case two, different
detectors yields a sensitive, broad band spectro-imager and allows an unprecedented
investigation of the universe in soft and hard X-rays with respect to spatial resolution
and sensitivity.
The study of active galactic nuclei (AGN) and the cosmic X-ray background ra-

diation (CXB) will benefit of such sensitive broad band X-ray detections and the
combined simultaneous measurements of two detectors. AGN, the CXB, and the re-
lated science that can be addressed with a stacked detector system are presented in
detail in the next section. The following, by no means exhaustive, examples give an
overview of the range of scientific applications:

• The study of active galactic nuclei, their accretion and feedback mechanism
as well as their contribution to the cosmic matter cycle (see Sect. 1.1.1).

• The study of the cosmic X-ray background radiation and analysis of the
history of galaxy evolution (see Sect. 1.1.2).

• Observations of the accretion process in galactic black hole binaries (GBHBs)
and measurements of the relativistic broadened iron Kα line. The variabil-
ity time scale ∆t of accreting GBHBs and AGN scales with the mass of the
black hole mBH and is in the order of msec for galactic black holes and tens
of ksec for AGN [Wilms, 2008b]. While AGN observations allow to study the
accretion process in a frozen snapshot, observations on GBHBs allow to study
the evolution of the accretion flow.
Broad band X-ray spectra are produced by both sources and consist of:
– a soft thermal emission from the disc,
– a hard Comptonization spectrum generated by soft disc photons scattered

on hot electrons in the corona around the black hole,
– a "Compton reflection hump" generated by hard X-rays which are repro-

cessed in the disc,
– and fluorescence line emission produced by the illuminated disc.

A broad band detection is required to disentangle these spectral components
and to observe their interactions and dependencies.
Besides a good energy resolution for the detection of the iron line, a broad band
observation is necessary to determine the continuum spectrum which superim-
poses the iron line. Measuring this continuum emission up to hard X-rays will
help to determine the continuum around the Fe-Kα line more precisely than using
only soft X-rays. This will improve investigations on the relativistic broadened
iron line as such studies are based on continuum subtracted iron lines [Wilms,
2008a]. See Laor [1991] for calculations on the shape of relativistic iron lines
around rotating black holes.
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• Investigation of particle acceleration in pulsar wind nebulae (PWN) by ob-
servation of their synchrotron emission up to 80 keV. Gaensler and Slane [2006]
review PWN; Nynka et al. [2014] present NuSTAR observations of G21.5-09
ranging from 3-45 keV.

• Study of particle acceleration in young supernova remnant shock waves. In
these shocks, thermal emission at energies E < 10 keV is accompanied with hard
X-rays ranging up to 30 keV. The origin of this hard emission is not clarified up
to now and can be investigated best by simultaneous observations of the soft-
and the hard X-rays. See Yamazaki et al. [2014] for more information.

• Clarification of the nature of the non-thermal emission of galaxy clusters
and study of the evolution of galaxy clusters. Galaxy clusters are the largest
gravitationally bound objects in the universe, with a total mass of about 1015 so-
lar masses and a volume of about 100Mpc3. They consist mainly of dark matter
(∼ 80%), luminous matter in the galaxies (3-5%), and a diffuse, hot gas (15-
17%) [Feretti et al., 2012].
The hot gas (107 K) results in thermal Bremsstrahlung detected in soft X-rays.
Additionally, two non-thermal radiation components resulting from relativistic
electrons are reported:
– diffuse radio emission (reported in about 80 clusters [Feretti et al.,

2012]): radio observations indicate through the analysis of synchrotron
radiation that galaxy clusters are permeated by large-scale magnetic fields
(0.1 − 1µG) and relativistic electrons with energies between 1GeV and
100GeV.

– hard X-rays (confirmed in the Ophiuchus cluster [Murgia et al., 2010],
controversially debated for several other clusters): a hard X-ray emission
is assumed to be generated due to inverse Compton scattering of cosmic
microwave background photons with the relativistic electrons that produce
also the diffuse radio emission [Sarazin, 1999].

A sensitive detection at hard X-ray energies can help to clarify the origin of
the non-thermal emissions of galaxy clusters. The intensity of the synchrotron
radiation depends on the magnetic field strength and on the density of the
relativistic electrons; an analysis of the diffuse radio emission cannot disentangle
both properties. Combining the analysis of inverse Compton scattering and
synchrotron emission allows to conclude on the magnetic field strength and on
the density of the relativistic electrons.
Galaxy clusters are formed via collisions of small units (galaxies, small cluster
of galaxies). The collisions build larger structures and generate shocks driving
into the intracluster medium. It is believed that the relativistic electrons are
accelerated during this process and are therefore direct relict of cluster formation
and evolution. See Feretti et al. [2012] for a detailed review.
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1.1.1. Active galactic nuclei

Figure 1.2. Centaurus A, observed by
Chandra in 199 hours. Color code in keV:
red (0.5-1.0); green (1.0-1.5); blue (1.5-2.0).
Credit: NASA/CXC/CfA/R. Kraft et al.

Active galactic nuclei (AGN) are point-
like, luminous, broad band sources asso-
ciated with galaxies. It is believed that
supermassive black holes (SMBHs) with
a mass between a million and ten bil-
lion solar masses constitute the center of
the galaxies. AGN accrete matter from
a surrounding accretion disc which re-
sults in very luminous broad band radi-
ation∗. Antonucci [1993] and Urry and
Padovani [1995] suggested a unified model
of AGN. According to this model, vari-
ous astronomical sources like radio galax-
ies, Seyfert I and II galaxies, BL-Lac ob-
jects, quasars and blazars, are all AGN
observed under different inclination an-
gles. See Fig. 1.2 for an X-ray image of
Centaurus A, the closest (d ≈ 3.4Mpc)
AGN to our galaxy.
Besides the SMBH and the accretion

disc, a hot corona, close to the innermost
stable circular orbit, a relativistic jet, per-
pendicular to the disc, and a thick dust
torus around the disc play an essential role in emission and absorption of X-ray radia-
tion. Furthermore, a narrow line region (NLR) and a broad line region (BLR) can be
observed in the optical. The NLR emits narrow lines from slow rotating clouds which
are located distant to the SMBH, while the BLR emits broad lines from fast rotating
clouds close to the SMBH. Figure 1.3 shows a simplified model of an AGN.
Close to the SMBH, the accreting material in the disc is heated up to several 100 eV

and emits thermal radiation as soft X-rays. The heating mechanism of the corona is
not fully understood presently, even though magneto-hydrodynamical heating seems
to be a prominent candidate [Jiang et al., 2014]. Low energetic disc photons can
be scattered in the corona to energies of about 200 keV, or even beyond [Bisnovatyi-
Kogan and Blinnikov, 1976], by inverse Compton effect. These high energetic X-rays
can interact again with the disc or the torus and produce material specific fluorescence
lines like the prominent Fe-Kα line.

∗Normal galaxies are radiating dominantly in the optical, and additionally in the mid-infrared if
the radiation is reprocessed in dusty environments, with a typical luminosity of L∗ ≈ 1044 erg/s.
AGN spectra have, on average, no dominating energy band but a relatively constant energetic flux
from mid-infrared to X-rays. Their luminosity range is (1042 . LAGN . 1048) erg/s. The X-ray
luminosity of AGN is about a factor 103 − 104 higher than in inactive galaxies [Krolik, 1999, § 1].
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Seyfert II galaxies and the CXB

Figure 1.3. Urry and Padovani
model for radio-loud AGN. Credit:
Urry and Padovani [1995].

The optical spectra of Seyfert I galaxies show
narrow and broad lines while Seyfert II galax-
ies only show narrow lines. This is explainable
with a distant dust torus that can obscure the
inner part (disc, SMBH, BLR) of an AGN if
the galaxy is observed edge-on or nearly edge-
on (Seyfert II). Observing the AGN more face-
on exposes the BLR (and the NLR) so that the
AGN is classified as Seyfert I. It is important
to note that the term obscured refers to opti-
cal observations. An X-ray obscured source is
called Compton thick. With this terminology ob-
scured sources (in the optical) can be Compton
thin (transparent in X-rays) or Compton thick
(also opaque in X-rays).
The hydrogen column density∗ NH is used to quantify the X-ray opacity. An AGN

is called Compton thick† if NH > 1.5 · 1024 cm−2. It is expected that at least half of
the Seyfert II galaxies in the local universe are Compton thick with NH > 1025 cm−2

[Maiolino et al., 1998, Risaliti et al., 1999]. Matt [2000] estimates that obscured,
(mildly) Compton thick (NH > 1023 cm−2) AGN outnumber unobscured AGN by a
factor of 10-20 in the local universe, and even more at larger distances.
As photoelectric absorption increases with decreasing photon energy, the low en-

ergetic part of the spectrum (optical, UV, and soft X-rays) is cut-off for Compton
thick AGN so that a large fraction of all AGN cannot be observed in soft X-rays
(E < 10 keV). Above 10 keV the nuclear emission is directly visible for mildly Comp-
ton thick (NH < 1025 cm−2) AGN [Comastri, 2004]. If the column density is even
higher, the core emission is reprocessed in the torus to infrared radiation by Compton
down scattering and photoelectric absorption and is no longer directly visible. For
the same reasons, the column density is also no longer directly measurable. Instead, a
source can be classified as Compton thick indirectly by the presence of a fluorescence
iron line at 6.4-7 keV [Matt et al., 1996] and a flat Compton reflection component that
peaks around 20-30 keV [George and Fabian, 1991].

∗The hydrogen column density describes an absorbing column between the source and the observer
expressed in hydrogen equivalent numbers. It is equal to the number density of hydrogen atoms
integrated along the line of sight.
† If radiation with the intensity I0 enters a medium, the radiation intensity I(x) in a depth x decreases
in an exponential way according to Beer’s law: I(x) = I0 · exp (−x/λ), with the mean free path λ.
This equation can be rewritten with the absorption cross section σ and the column density N(x) as
I(x) = I0 · exp (−σN(x)). Assuming hydrogen as absorber and Thomson scattering as interaction
(σ = σTh), results in the definition of Compton thickness: NH = σ−1

Th = 1.5 · 1024 cm−2. This
definition does not directly hold for photon absorption via photoelectric or Compton effect, but,
assuming cosmic abundances, the relevant cross-sections are in the same order of magnitude at
E ≈ 10 keV. Following this definition, the probability that a photon can transit a Compton thick
medium is less than e−1 ≈ 37% at photon energies around 10 keV.
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Figure 1.4. Spectral radiance multiplied with energy for the cosmic X-ray background
radiation measured with different instruments (points and shaded areas as labeled). The
synthesis model is the following: Compton thin AGN (long-dashed line), Compton thick
AGN (dot-dashed line), unobscured AGN (dashed line), and the superposition of all
(solid line). Credit: Comastri [2004].

Today it is believed, that the cosmic X-ray background radiation∗ can be explained
with the integrated contribution of unresolved AGN over cosmic time scales [Gilli
et al., 2007]. Figure 1.4 shows the energy multiplied spectral radiance for the cosmic X-
ray background radiation measured with different instruments. A strong contribution
of Compton thin AGN is needed to fit the measurements in the soft X-ray region
(E < 10 keV). To explain the spectral peak around 30 keV, Setti and Woltjer [1989]
suggested to include strongly absorbed, Compton thick sources. The mixing between
Compton thin and Compton thick AGN is still a question of debate as their spectral
shapes are similar.
The spectral distribution of the CXB could in principle also be matched with a pure

Compton thin contribution, see Comastri [2004, Fig. 8.3]. On the other hand, Fabian
et al. [1990] had the idea to fit the CXB with a dominant Compton thick contribution.
Even though some discrepancies between AGN models and observations persist, it
seems that "the contribution of Compton thick AGN cannot be neglected in building
up a synthesis model† for the CXB" [Comastri, 2004].
Studying the true nature of the CXB is important as it helps to understand the

accretion of matter onto SMBHs which gives a direct link to the evolution of black
holes during cosmic history. The mass of a SMBH is proportional to the mass and

∗Giacconi et al. [1962] discovered the CXB in 1962 as "diffuse background radiation".
†The CXB synthesis model describes how the AGN luminosity and obscuration evolve with redshift.

23



the bulge luminosity [Kormendy and Richstone, 1995], and to the velocity dispersion∗
[Gebhardt et al., 2000, Ferrarese and Merritt, 2000] of its host galaxy. This indicates
a strong correlation between the evolution of the SMBH and the evolution of the host
galaxy. Hence, the CXB contains the history of all active galaxies over cosmic time
scales. Furthermore, the reprocessing (Compton down scattering and photoelectric
absorption) of hard X-rays in the dust torus results in strong emission of infrared light
and it is assumed that Compton thick sources that contribute to the CXB account
for a substantial part of the cosmic infrared background radiation (CIB) [Comastri,
2004], see Fig. 1.5. Therefore, a deeper understanding of the CXB and especially its
Compton thick sources will enhance our understanding of the CIB as well.

Figure 1.5. Spectral radiance multiplied with energy for the CIB (green and red data
points) and the CXB (blue data points). The predicted AGN contribution is printed
with a solid thick line which is divided in Compton thin (dashed line) and Compton
thick (C.T. dotted line). The best fit to the CIB is printed as solid thin line. Compton
thick AGN are the dominant AGN contribution to the CIB. Credit: Comastri [2004].

In conclusion, the CXB can be studied by observing its up to now unresolved sources.
A deep census of AGN will help to build more accurate CXB synthesis models and
allows a better understanding of the history of galaxy evolution. The identification of
obscured, partially Compton thick AGN is based on the observation of a fluorescence
iron Kα line at 6.4 keV and a Compton reflective hump around 30 keV. Because of
this, a detector that operates in both energy ranges is an ideal instrument to resolve
the cosmic X-ray background.
The high variability of AGN, which is especially pronounced in X-rays†, enforces

a simultaneous detection of soft and hard X-rays which is most easily done with a
single telescope. NGC 4051 as an extreme example of an X-ray variable AGN and
the analytical capabilities of X-ray reverberation studies are introduced in the next
section.
∗The velocity dispersion σ describes the spread of velocities of stars about their mean velocity.
† "Significant changes (of the X-ray luminosity) in a few hours are not at all uncommon" [Krolik,
1999, § 8.1.4]
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1.1.2. NGC 4051

Figure 1.6. NGC 4051, observed
with the Hubble space telescope (HST).
Based on observations made with the
NASA/ESA HST, and obtained from the
Hubble Legacy Archive.

The AGN unification model explains the clas-
sification of different objects as a mainly in-
clination angle dependent effect. This re-
veals an important meaning for the geo-
metrical structure of AGN. Unfortunately,
AGN cannot be resolved directly by imag-
ing as their large distances let them (al-
most) all appear point like. The nearest ra-
dio galaxy Centaurus A has a distance of
3.4Mpc, which is equivalent to 16 pc/1".∗
The very long base line radio interferometer
(VLBI), a world wide combination of radio
observatories with the highest possible angu-
lar resolution achievable today, has a theoret-
ical angular resolution of 0.00015" and could,
at that distance, resolve structures with a size
of about 2.4mpc or 2.8 ld†. The radius of the
accretion disc (seen at a wavelength of λ = 250nm) can be approximated according to
Morgan et al. [2010] to 1.2 ld, assuming MSMBH = 2 · 108 M�. This rough estimation
shows that today, even the closest AGN cannot be resolved up to its innermost core‡,
even with the best instruments.§
Instead, the geometrical structure of an AGN is usually inferred via spectroscopy.

It is useful to distinguish between primary and secondary radiation. In AGN, primary
radiation is produced, for example, in the accretion disc or in the disc corona. The
structure of primary radiators can be modeled assuming different radiation processes,
like thermal radiation, Bremsstrahlung, or synchrotron radiation. Comparing the
observed spectrum with the modeled spectrum determines the quality of the model.
Reprocessing primary radiation via scattering, absorption, fluorescence emission or
comptonization yields secondary radiation. The structure of secondary radiators, like
the dust torus, can be modeled by assuming a geometrical structure and predicting
the energy spectrum depending on the primary radiation.
Primary radiation can be influenced by secondary radiators, for example due to

absorption, but there is at least the chance to observe primary radiators directly. The
uncertainty of the geometrical structure and of the spectral properties of primary
radiators propagates into an even higher uncertainty for the models of secondary
radiators. NGC 4051 is an exceptional example of an AGN that has revealed its
structure in a more direct way than due to spectrum modeling. Moreover, it illustrates
∗This means that a structure of 16 pc scale is observed at an angle of 1".
†One light-day is a 365th of a light-year: 1 ld = 1/365 ly.
‡There are a few examples of spatially resolved, multiple parsec scale, structures, like the NLR
[Evans et al., 1991] or the dusty torus [Jaffe et al., 2004].

§RadioAstron—a ground-space VLBI with a maximal baseline of 350 000 km and a theoretical reso-
lution of ∼10−5" at 20GHz—can resolve structures with a size of ∼0.2mpc for Centaurus A.
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Figure 1.7. Scheme for the time delay between primary and secondary radiation.

the benefit of simultaneous measurements of the soft and hard X-ray spectrum.
The following discussion refers to an observation of the Seyfert I galaxy NGC 4051

(see Fig. 1.6 for an optical image of it) with the X-ray satellite BeppoSAX on 9-11
May, 1998 [Guainazzi et al., 1998]. During the three days, the source was in a constant
ultra-dim X-ray state (the 2-10 keV flux was 1.26 · 10−12erg cm−2 s−1, which is about
20-times less than its historical average flux) which was associated with a shutdown
of the primary nuclear source. Such a switch-off can be explained with a reduction of
the accretion rate or with a "transition of the disc from a radiatively efficient Shakura-
Sunayev disc to an inefficient advection-dominated flow", [Guainazzi et al., 1998].
The secondary radiation (radiation from the nucleus that is reprocessed in the

dust torus) has a longer path length as the directly observed primary radiation, see
Fig. 1.7. A rough estimation shows that the time delay ∆t between both kinds of
radiation depends on the inclination angle α at which the disc is observed and can
be expressed with Eq. (1.6). A typical distance between the SMBH and the torus is
at least on parsec scale [Antonucci, 1993], so that the time delay ∆t between the flux
reduction of the primary and the secondary radiation is expected to be in the order of
weeks to years. Guainazzi et al. [1998] analyzed NGC 4050 with switched off primary
radiation but still active secondary radiation; they showed that:

• The observed spectrum is best fitted with a Gaussian accounting for the iron
fluorescence and a Compton reflection continuum model, see Fig. 1.8.

• "The spectral index of the illuminating (but now invisible) power-law (for the
Compton reflection continuum model), Γ = 1.92, is perfectly consistent with the
typically observed value for NGC 4051". So, the echo observed in the off-state
is produced by the primary radiation in the on-state.

• "A column density of at least 1.4 · 1026 cm−2 is needed, if the fading is due to
absorption rather than a switch-off of the primary source". Such a high column
density is hard to explain and controversial.

All these arguments are indicative that Guainazzi et al. [1998] may have found in
NGC 4051 the "first direct evidence for the presence of large amount of circumnuclear
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PDSMECS

Figure 1.8. X-ray spectrum of NGC 4051. Credit: [Guainazzi et al., 1998].
Left: the observed spectrum (crosses) is compared to the used model (a Gaussian with
a Compton reflection continuum; solid line) by their residuals (bottom). The different
counting rates shown in red and blue, arise from the different effective areas of the
medium-energy concentrator spectrometer (MECS) and the phoswitch detector system
(PDS) of BeppoSAX. Be aware of the units of the ordinate.
Right: best fit model for the 1994 ASCA [Guainazzi et al., 1996] and 1998 BeppoSAX
observation [Guainazzi et al., 1998]. The BeppoSAX observation shows the absence of
the primary power law component.

cold, thick matter" in a Seyfert I galaxy. As the time delay between the termination
of the primary and the secondary radiation was not observed, the distance of the
torus could not be estimated in this case. But it shall be mentioned explicitly that
such an analysis for variable X-ray sources would be feasible with a sensitive, broad
band X-ray detector, even for cases in which the primary radiation is not completely
switched off.
With a reverberation analysis, the structure of a component, echoing a primary

radiation, can be studied in a new way. It is similar to walking around and observing
an object under different lines of sight. If the primary radiation is not completely
switched off but only gets dimmer, the analysis becomes more difficult as the pri-
mary radiation can be still more prominent as the reprocessed one. Furthermore, the
spectral composition of the primary radiation is likely to change during the transi-
tion from an "on" to a "dim" state. For a proper data deconvolution, it is therefore
necessary to observe both kinds of radiation in their full energy range. The power of
an X-ray reverberation analysis and the requirements to the detector system is nicely
summarized by Bianchi et al. [2012]:

"In principle, the geometry and distance of the torus could be estimated by
doing accurate X-ray reverberation analysis of the iron line and the Comp-
ton reflection component, in order to take into account in detail how the
material reacts to the intrinsic variability of the central source. Unfor-
tunately, such a study is extremely difficult and uncertain with current
X-ray missions."
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1.2. A brief introduction to semiconductor detectors
Before discussing the details of the low and the high energy detector, the basic con-
cept of semiconductor detectors and the requirements needed for operation shall be
presented briefly. A detailed overview on semiconductor physics can be found in Sze
[1981] while the application of semiconductors for radiation detection is discussed in
Lutz [1999], Knoll [2000], Spieler [2005], and Lowe and Sareen [2013].

1.2.1. Generation of signal charges
The detection principle of semiconductor detectors is based on the photoelectric ab-
sorption of radiation∗. The semiconductor crystal works as a transducer that converts
the incoming radiation to electron-hole pairs. This transformation is done in multiple
steps:

1. Photoelectric absorption: conservation of momentum requires a momentum
transfer from the photon to the atomic nucleus. Therefore, a photoelectric
interaction with a tightly bound, innermost electron (K-shell) is most probable.
The kinetic energy of the photoelectron Ee can be calculated knowing the energy
of the absorbed photon Eγ and the binding energy of the photoelectron Eb (see
Fig. 1.9) via

Ee = Eγ − Eb. (1.7)
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Figure 1.9. Binding energy Eb as function of the atomic number Z [Thompson, 2009].

2. The photoelectron travels a short distance (the mean free path for inelastic
scattering for a 1 keV electron in e.g. silicon is 2.8 nm [Powell and Jablonski,
1999, Tab. 4]) and starts to create electron-hole pairs due to inelastic scatter-
ing. The electron is scattered approximately each mean free path along its
track. This secondary ionization can be modeled with a modified† version of the
Bethe-Bloch formula. An analytic formula for the electron range rmax is given by
Tabata et al. [1996], see Fig. 1.10. For a 1 keV electron rmax = 11.8 nm in silicon.

∗ In the following, the term radiation is used for electromagnetic radiation in the X-ray energy range.
†This modification takes the low mass of the electron and the indistinguishability of two interacting
electrons into account.
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Figure 1.10. Electron range rmax according to Tabata et al. [1996]. The path of an
electron with the initial kinetic energy Ee is on average rmax. For cadmium telluride,
Z = 50 is assumed.

3. The empty state in the primary ionized atom is filled with an electron of a higher
(sub)shell∗ of the same atom or by an external electron. In this transition a fluo-
rescence photon or an Auger electron can be emitted. In general, the Auger
effect is dominant for light elements, while for heavy elements fluorescence be-
comes more and more prominent. Additionally, the Auger or fluorescence yield
y depends on the quantum mechanical state of the filled vacancy, see Fig. 1.11.
Both, the fluorescence photon and the Auger electron create further electron-
hole pairs.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
1.0

20 40 60 80 100

yi
el
d

ZCdSi Te

K-vacancy:
fluor.
Auger

L1-vacancy:
fluor.
Auger

L2-vacancy:
fluor.
Auger

L3-vacancy:
fluor.
Auger

Figure 1.11. Fluorescence and Auger yield for K and L-vacancies. For silicon, Auger
electron emission dominates fluorescence line emission, but for CdTe the interaction
depends on the photon energy Eγ. If Eγ > 26.7 keV (Cd K-edge) a photoelectric
interaction with a K-shell electron followed by fluorescence radiation is most probable.
For lower photon energies, an L-shell photoelectric interaction and the emission of an
Auger electron is most probable. All data are taken from Krause [1979]. Auger and
Coster-Kronig yields are summed and labeled as Auger.

∗ If the vacancy is filled with an electron originating from a subshell of the same shell as the va-
cancy (e.g. an L2-L1-transition), the transition is radiationless and an Auger electron is emitted.
This special Auger effect is known as Coster-Kronig transition. The following discussion does not
distinguish between Auger and Coster-Kronig transitions.
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Figure 1.12. Absorption of a 6 keV X-ray photon in silicon. The mean free paths λ of
the electrons and the photons and the electron range rmax are calculated according to
[Powell and Jablonski, 1999, Eq. (24), Tab. 4], Eq. (5.6) and [Tabata et al., 1996]. The
(simplified) absorption edges of Si are: K-edge = 1840 eV, L-edge = 100 eV, and M-edge
= 0 eV (quasi continuum). The photon interacts with a K-shell electron:
Left: the vacant state in the K-shell is filled with an L-shell electron and the energy
difference between K and L-shell is used to ionize an L-shell Auger electron. The two
vacant states in the L-shell are filled with two M-shell electrons and another two Auger
electrons are ejected.
Right: the vacant 1s state is filled with a 2p electron emitting a Kα-fluorescence line.
Compared to the mean free paths of the electrons, this fluorescence photon can travel a
large distance (λ = 10µm). It is absorbed by another Si-atom (Si2) and makes a photo-
ionization of an L-shell electron. The vacant state of Si1 results in an Auger electron.

Figure 1.12 shows a possible absorption scenario of a 6 keV photon in silicon. Consid-
ering all possible photoelectric interactions with electrons of different (sub)shells, the
possibility of emitting Auger electrons or fluorescence radiation, and the conversion
of secondary electrons or radiation to electron-hole pairs shows that the ionization
of a semiconductor can only be studied on a statistical level: the conversion factor
w states how much photon energy Eγ it takes on average to create one electron-hole
pair. The average amount N of electron-hole pairs created can be calculated via

N = Eγ/ω. (1.8)

The conversion factor ω is considerably larger than the band gap EG of the semicon-
ductor. It can be approximated as ω ≈ 2.8EG + 0.6 eV [Owens and Peacock, 2004].
The energy difference between Eγ and N ·EG transforms into heat. The variance Var
of the detector signal due to the stochastic signal charge generation is

Var = F ·N. (1.9)

It is difficult to calculate the Fano factor F [Fano, 1947] exactly, but it can be es-
timated by considering the relationship between ionization and phonon excitation
[Spieler, 2005, § 2.2.3]. Using Eq. (1.9), the noise contribution of the transducer can
be expressed as full energy width at half maximum (FWHM). The Fano limited energy
resolution of silicon and cadmium telluride detectors is presented in Fig. 1.13.

∆EFWHM = 2.35 · ω ·
√

Var (1.10)

= 2.35
√
F Eγ ω. (1.11)
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Figure 1.13. Fano limited energy resolution for silicon and cadmium telluride detec-
tors according to Eq. (1.11) and Tab. 1.1.
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Figure 1.14. Scheme of
two silicon escape peaks.

If, after a photoionization, the refilling of the vacant state
results in fluorescence, the fluorescence photon can escape
from the detector volume. In this case the escaping photon
cannot contribute to the signal charge and the energy of the
detected event is diminished by the energy of the escaping
photon. As result, a "ghost peak" shifted by the energy of
the fluorescence photon ∆E (mainly Kα) develops. Figure
1.14 shows schematically a Mn-Kα and Mn-Kβ line detected
with a silicon detector and the corresponding escape peaks.
In principle, this scenario also applies to Auger electrons,
but as their mean free path is considerably shorter than the
one of photons, escaping electrons are unlikely, see Fig. 1.12.
The intensity of an escape peak depends on the intensity of

the peak the escape peak is originating from, on the type of
the escape photon (Kα, Kβ...), on the energy of the primary
radiation, and on the absorbing material and its geometry, see again Fig. 1.11. More
energetic primary radiation is more likely to be absorbed deep in the detector volume,
which makes a fluorescence escape unlikely. But, close to absorption edges, this general
rule does not apply. This is most easily demonstrated with an example: a photon with
E1 = 26.5 keV impinging on a CdTe detector (K-edge of Cd ≈ 26.7 keV) has a long
mean free path (λ1 ≈ 190µm) in contrast to the (most likely) generated L-fluorescence
photon (E2 ≈ 3.1 keV, λ2 ≈ 2.2µm). Additionally, L-shell fluorescence is unlikely for
CdTe (5.5% yield averaged over L1, L2, L3), see Fig 1.11. In contrast, for E1 = 27 keV,
the photon has enough energy to interact with a K-shell electron which reduces the
mean free path to λ1 ≈ 61µm. The generated Kα-fluorescence photon (E2 = 23.1 keV,
86% fluorescence yield) has an even longer mean free path of λ2 ≈ 114µm.
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To calculate the intensity of the escape peak, all possible escaping paths, at a given
depth z, have to be considered according to their probability of escaping. This calcula-
tion has to be repeated for all absorption depths z weighted with the probability that
a photon gets absorbed in this depth. For a photon with a trajectory perpendicular
to an infinitely large and infinitely thick detector plane (see Fig. 1.15) the probability
for escaping fluorescence emission P can be expressed as

P (E1, E2) = y(E1, E2) · 1
λ1(E1)

∞∫
0

0.5
π/2

π/2∫
0

exp
(
−z/ cos (α)

λ2(E2)

)
dα

︸                                       ︷︷                                       ︸
calculate all escaping paths

·exp
(
− z

λ1(E1)

)
dz.

(1.12)
The outer integral (blue,

∫
dz) is the integration of Beer’s law expressed as probability

density function. It represents the probability that a photon with energy E1 and mean
free path λ1 is absorbed within [z, z+ dz]. The inner integral (red,

∫
dα) calculates an

average of all possible escaping paths for a fluorescence photon with energy E2 and
mean free path λ2 at an absorption depth z. The additional factor of 0.5 accounts for
the fact that the escape direction is only considered towards the entrance window of
the detector. This approach assumes that any emitting angle 0 ≤ α ≤ 90◦ is equally
probable. A numerical integration of Eq. (1.12) with λ1 = 61µm and λ2 = 114µm
is shown in Fig. 1.15. In this case, only a layer with a thickness of about 150µm
contributes to the escape peak. So, the idea to consider only the photon entrance
side of the detector as escaping direction is very reasonable. The assumption of an
infinitely large detector plane underestimates the escape peak and, especially for small
detectors (with respect to λ2), a more sophisticated calculation is necessary.
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Figure 1.15. Calculation of the escape peak intensity. Left: a photon ionizes a
medium in a depth z. A fluorescence photon can escape via multiple paths (colored).
For the same fluorescence angle α, the escape probability is the same (green cone).
Right: numerical solution of Eq. (1.12) for E1 = 27 keV, E2 = 23.2 keV, λ1 ≈ 61µm,
and λ2 ≈ 114µm (Cd-K-shell interaction in CdTe). The red curve pesc (also red part
of Eq. (1.12)) is the probability for escaping from a depth z. The blue curve pabs+esc
(blue part of Eq. (1.12)) weights this probability with the probability that a photon
gets absorbed in a depth z. It is shown as a cumulative distribution, i.e. the integral
in Eq. (1.12) is calculated up to z and not up to infinity. The total probability for an
escaping Cd-Kα photon is (y = 86%): P ≈ 0.86 · 0.2505 = 21.5%.
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1.2.2. Charge separation and transportation
The signal charges, electrons and holes, created in the semiconductor material rep-
resent a non-equilibrium state that tends to return to equilibrium and lose its signal
information by recombination. Recombination is avoided by weakening the inherent
crystal conditions for it and by working against it with an external electric field:

• Crystal conditions: direct recombination of an electron with a hole is forbid-
den for indirect semiconductors∗ and unlikely for direct semiconductors. But
defect states with energy levels located in the center of the band gap are an
effective center for recombination and must therefore be avoided as much as
possible. Furthermore, defect states enhance the dark current of the detector
for temperatures T > 0K. Therefore, enormous efforts in purity are undertaken
during crystal growth and crystal processing.

• Electric field: a reversed-biased semiconductor forms a space charge region
with an intrinsic electric field. This has two main effects: the charge carrier
concentration decreases dramatically and makes the detector volume sensitive
to signal charges. Additionally, the field separates electrons and holes so that
recombination is no longer possible. A fast separation requires high electric
fields. Thus, the contacts to the semiconductor must supply high depletion
voltages in combination with low leakage currents.

Both electrons and holes can move through the crystal along an applied (constant)
electric field ~E with a constant drift speed ~v

~v = ±µ · ~E. (1.13)

The mobility µ is different for electrons and holes,† see Table 1.1.

Table 1.1. Properties of Si and CdTe at T = 300K: atomic number Z, density ρ, band
gap EG, conversion factor ω, mobility µ, life time τ , and Fano factor F . The atomic
number of CdTe is averaged (ZCd = 48, ZTe = 52). The mobility µ and the lifetime τ
are typical values that change for different crystal conditions and temperatures [Sellin
et al., 2005]. Sources for the data: [Spieler, 2005, Tab. 2.3] and [Lutz, 1999, Tab. 4.1].

Z ρ [ g
cm3 ] EG [eV] ω [eV] µe [ cm/s

V/cm ] µh [ cm/s
V/cm ] τe [µs] τh [µs] F

Si 14 2.33 1.12 3.63 1450 450 >1000 2000 0.10
CdTe 50 5.85 1.44 4.43 1100 100 2.7 2 0.15

∗ In indirect semiconductors, the top of the valence band and the bottom of the conduction band
have different momenta. Direct recombination is forbidden due to momentum conservation.
†As holes are not point-like but associated with a spatial distortion over many unit cells their effective
mass is higher than the effective electron mass [Lowe and Sareen, 2013, § 1.4]. The higher effective
mass decreases the mobility.
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1.3. Signal generation
The drifting electrons and holes represent a short current pulse that can be used di-
rectly as detector output signal. The Shockley-Ramo theorem combined with charge
trapping effects (Hecht equation) and its effect to the observed pulse height spec-
trum (Trammell-Walter equation) are phenomenologically discussed in the following
sections. As it turns out, a deep investigation of signal development related to the
electric field is necessary to understand the HED performance; a quantitative discus-
sion for the HED is given in Sect. 3.3. In other detector geometries, like the LED,
the electric field is only used for charge separation and transportation to a readout
electronics. In such geometries, the electric field is not directly coupled to the signal
generation.

Shockley-Ramo Theorem

U0 Idet

+ -

cathode anode

+-

ΔUeΔUh

Qe,0Qh,0

d
z

z00

Figure 1.16. Simple detec-
tor geometry illustrating the
Shockley-Ramo theorem.

Assume a detector with two planar electrodes, a cath-
ode and an equally sized anode, with an applied de-
pletion voltage U0 along a distance d, see Fig. 1.16.
The electric field ~E between both electrodes is con-
stant

~E = − (U0/d) êz. (1.14)
The Shockley-Ramo theorem states that an electrical
current Idet, which serves as detector signal, is con-
tinuously generated by signal charges drifting along
an electric field ~E and not instantaneously by charges
reaching the cathode or anode. In the context of semi-
conductors, the term signal charges refers to electrons
(with the initial total charge Qe,0) and holes (Qh,0). The concept is based on the idea
that moving charges exert an instantaneous long-distance effect on the electrodes via
electric field changes. The original idea is presented by Shockley [1938] and Ramo
[1939]; Lowe and Sareen [2013, § 1.7.2] show in a comprehensive review

Qdet = Qe,0
∆Ue

U0
+Qh,0

∆Uh

U0
. (1.15)

The detected charge Qdet is only equal to the initial electron charge Qe,0 if all electrons
and all holes are collected at the anode and cathode, respectively. Taking the voltage
difference for the holes to ∆Uh = − (U0 −∆Ue) and Q0 B Qe,0 = −Qh,0, leads to

Qdet = Q0
∆Ue

U0
−Q0

−U0 + ∆Ue

U0

= Q0. (1.16)

The same result can be obtained using the lengths of the charge drifts:

Qdet = Q0
d− z0

d
+Q0

z0

d
= Q0. (1.17)

34



The assumption of a constant electric field does not hold if cathode and anode are
of different size or structure. Many detector types have geometries different to the
one presented in Fig. 1.16. In typical geometries, an unstructured back contact serves
as a common electrode (mostly cathode) and the readout electrode (mostly anode)
is realized through the use of guard rings, readout strips, pixelation, or drift rings of
much smaller size. The concept of weighting potentials is used to take these geome-
tries into account. He [2001] reviews the Shockley-Ramo theorem and its application
in semiconductor detectors with a focus on the calculation of weighting potentials.
Without going into details, large common cathodes and small readout anodes have
the effect that the signal develops close to the end of the electron trajectory.

Hecht Equation

The Shockley-Ramo theorem gets its spice by introducing charge traps. Crystal de-
fects can capture electrons or holes, or both types, on their way to the corresponding
electrode. The trapped charge, if not released during the collection time, cannot
contribute further to the signal formation. But, according to the Shockley-Ramo the-
orem, the trapped charge has contributed to the signal all the way from its generation
(z0) up to its capture, even without reaching an electrode. The Hecht equation takes
this partial contribution into account by introducing a characteristic drift length L,

L = µτE (1.18)

after which an initial charge Q0 decays to Q0/e. Hecht [1932] (see also Lowe and
Sareen [2013, 1.7.4] for a compact calculation) shows that the detected charge Qdet
can be expressed as

Qdet(z0) = Q0 ·
{
Le

d

(
1− e−

(d−z0)
Le

)
+ Lh

d

(
1− e−

z0
Lh

)}
. (1.19)

The drift lengths for electrons and holes, Le and Lh are in general different. As the
hole mobility is smaller than the electron mobility, holes become trapped easier.
The charge collection efficiency CCE is defined as the ratio between the detected

charge and the initial signal charge

CCE(z0) = Qdet

Q0
=
{
Le

d

(
1− e−

(d−z0)
Le

)
+ Lh

d

(
1− e−

z0
Lh

)}
. (1.20)

The charge collection efficiency is plotted in Fig. 1.17 as a function of absorption depth
for a variety of different drift lengths Le and Lh. If Le = Lh the CCE is maximal for
absorptions in the center of the detector z0 = d/2 and decreases to both electrodes in
a symmetrical way. In the usual case of Le > Lh, the CCE rises if the electrons drift
longer distances as the holes, i.e. when the absorption takes place near the cathode,
which is normally the entrance window for radiation.
The long drift lengths in silicon result in a CCE that is nearly independent of

the absorption depth. The compound cadmium telluride semiconductor suffers much
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Figure 1.17. The charge collection efficiency CCE and inefficiency (CCI = 1−CCE)
as a function of the absorption depth z0 according to Eq. (1.20). The detector depth is
chosen as d = 0.5mm. The CCE of the silicon LED (bold red) is nearly independent of
the absorption depth (see the logarithmic CCI plot on the right for details). The CCE
of the cadmium-telluride HED (bold blue) shows strong trapping effects.

more from trapping effects.∗ Note that the Hecht equation presented here assumes a
constant electric field ~E and can therefore not be applied to the CdTe crystal of the
HED, as polarization effects inside CdTe result in an inhomogeneous electric field. See
Section 3.3 for a modified version of the Hecht equation that considers non-uniform
electric fields.
Assuming no trapping (Le,h → ∞), a Taylor approximation of the Hecht equation

(Eq. (1.19)) yields the same result as the Shockley-Ramo theorem (Eq. (1.16)).

Qdet = Q0 ·
{
Le

d

(
1−

[
1− (d− z0)

Le
+ ...

])
+ Lh

d

(
1−

[
1− z0

Lh
+ ...

])}
(1.21)

= Q0 ·
{
Le

d

(
(d− z0)
Le

+ ...

)
+ Lh

d

(
z0

Lh
+ ...

)}
≈ Q0 (1.22)

Despite the fact that both, electrons and holes contribute to the signal current,
some detectors are classified as single carrier detectors. In such detector systems, the
detected signal depends on only one type of signal carrier, usually electrons. This can
be the case for several reasons:

• When measuring soft X-rays, the charge generation occurs, on average, close to
the entrance window, z0 � d, see Eq. (1.17).

• The semiconductor material has a lot of traps (Lh � d) and the hole contribu-
tion to the signal vanishes, see Eq. (1.19).

• The detector geometry and its associated weighting potential concentrates the
signal development to a region near the readout electrode.

• The readout method is not performed on the basis of a charge induced current,
but on the presence of charge itself, like the DePFET concept of the LED.

∗ In general, compound semiconductors entail more crystal defects. Some kind of defects, like antisite
defects (atoms of different type exchange their position), can only occur in compound systems.
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Trammell-Walter Equation

With the theory discussed above, we can now calculate, in a simplified way, the spec-
tral shape of the detected signal of a monochromatic radiation source. The calculation
connects how likely radiation is absorbed in a specific depth z with the efficiency of
signal generation in that depth. Therefore, we have to introduce the relative pulse
height∗ h which equals the relation of the measured pulse height (of one photon de-
tection) to the maximal pulse height (of all photon detections). h is a dimensionless
number between 0 and 1. The probability P to detect a photon with a relative pulse
height within [h, h+dh] can be calculated via the probability density function PDF(h)

P = PDF(h) · dh. (1.23)

Trammell and Walter [1969] present the idea to calculate the PDF(h) by dividing the
detector in slices of width dz, calculate the probability that charge is deposited in a
slice (Beer’s law), multiply this probability with the CCE(z) of this slice, and add a
Gaussian noise distribution to account for Fano noise. The observed spectrum can
then be obtained by summarizing (integrating) over all slices, see also Fig. 1.18:

PDF(h) =
d∫

0

ρabs(z) · 1√
2πσ

exp
(

(h− CCE(z))2

2σ2

)
dz (1.24)

Here, Beer’s law ρabs(z) is expressed in terms of probability and not as usual in terms
of flux. With the absorption coefficient µabs which depends on the energy of the
radiation, Beer’s law can be expressed as

ρabs(z) = µabs e−µabs z. (1.25)

Equation (1.24) is solved in general by numerical integration. An analytical solution
can be obtained with the following approximations. The charge collection efficiency

h1 h1 h1 h1 h1

dz

0 d z

photon

Σ

P
D
F

I I I I

Figure 1.18. Visualization of the Trammell-Walter equation (Eq. (1.24)). The detector
thickness d is divided in several slices of width dz. The signal formation in each slice
is shown in red, orange, green, and blue as intensity I vs. relative pulse height h. The
summed spectrum (gray) on the right shows an asymmetrical low energy tail.

∗Be aware, that the term pulse height refers to the energy of a signal and not to the height (intensity)
of a measured spectral peak.
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Figure 1.19. Signal formation in Si and CdTe for photon energies of 6 keV and 60 keV
according to Eq. (1.27). The hole drift lengths are chosen as Lh,LED = 1000 cm and
Lh,HED = 0.4 cm. Le =∞ in both cases. The charge collection efficiency CCE is equal
to the relative pulse height h. The charge transfer inefficiency CCI equals 1− h. The
edges result from the limited detector thickness (d = 1mm). Example: in a 1mm thick
CdTe detector, a 60 keV photon has a minimal CCE of 87.5% (absorption close to the
anode). All PDFs are cut at a minimal possible hmin and normalized (see App.D.3).

CCE(z) is combined with the z-dependent absorption probability ρabs, but the influ-
ence of the Fano noise is neglected. This approximation is rough, as the Fano noise
has a large impact on the spectral shape, but allows to see the effect of charge trap-
ping on signal formation in a more direct way. All edges in the resulting plots become
smeared out with the introduction of noise. The PDF can be constructed with the
composition ρabs ◦ CCE−1.

PDF : h CCE−1
−−−−−→
Eq. (1.26)

z
ρabs−−−−−→

Eq. (1.25)
probability density

CCE−1 is the inverse function of the charge collection efficiency (Eq. (1.20)), which
can be approximately obtained with a 2nd-order Taylor expansion of CCE(z), see
Eq. (1.26). To obtain an analytical solution for PDF(h), we have to assume addition-
ally that only holes get trapped (Le →∞). See Appendix D.2 and D.3 for calculation
details.

z(h) =
√

2 dLh (1− h) (1.26)

PDF(h) = n−1 · e−µabs
√

(1−h)·2 dLh with n =

(
1− e−dµabs (1 + dµabs)

)
µ2

abs dLh
(1.27)

Figure 1.19 shows the signal generation for a 1mm thick detector in case of Si and
CdTe according to Eq. (1.27). Despite the approximations made during the calcu-
lation, two effects are clearly visible. First, charge trapping results in a low energy
tail that makes the peak shape asymmetric. Second, the formation of a low energy
tail depends on the drift lengths of the detector material (the longer the better), the
energy of the radiation (the softer the better), and on the detector thickness (the
thinner the better).
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Figure 1.20. The signal charge cloud (green circle, not to scale) deposits charge to a
maximum of four pixels. The color strength represents the relative amount of charge.

1.3.1. Split events
A photon absorption with pure Auger transitions yields a very compact∗ initial elec-
tron charge cloud. The collection time tcoll is defined as the time between charge
generation and charge localization. In an ideal case, tcoll depends only on the ab-
sorption depth and the drift speed (Eq. (1.13)). In addition to this, charge traps,
generated by crystal imperfections, prolong the collection time tcoll. During tcoll, the
charge cloud widens due to two reasons:

• Mutual electrical repulsion of the negatively charged electrons.

• Diffusion: the number density of electrons ne gets diluted with time. After
the collection time tcoll, a point-like distribution at (x0/y0/z0) widens to a three
dimensional Gaussian distribution with width σ

σ =
√
D · tcoll. (1.28)

The diffusion constant D is related to the electron mobility µe through the
Einstein relation

D = kBT

qe
· µe (1.29)

with temperature T , Boltzmann constant kB, and elementary charge qe.

Doing the calculations shows that the dominant effect that determines the extension
of the charge cloud is the diffusion of the charge carriers, see Mathieson et al. [2002,
Tab. 1]. A typical width of a charge cloud produced by a 6 keV photon in a 450µm
thick fully depleted (Ubias = 250V) silicon detector is reported with σ ≈ 9µm [Kimmel
et al., 2010].
The distribution of the signal charge q0 over more than one pixel is classified as

charge sharing or as split event. As the size of the charge cloud is typically much
smaller than the pixel size, split events can only occur if the X-ray interacts near the
pixel boundary. If the pixel pitch is less than the charge cloud extension (normal
case) the signal charge can be distributed to a maximum of four pixels with fractional
∗The extent of a charge cloud generated by a 6 keV photon in silicon is in the range of some 100 nm,
if all secondary transitions are radiationless (Auger effect). See the discussion to Fig. 1.12.

39



charges q1, q2, q3, and q4. The complete charge deposition in one, two, three, or four
pixels are termed as single, double, triple, or quadruple events, see Fig. 1.20. In the
following, the split ratio ηn is defined as

ηn = qn
q0

q0 = q1(+q2(+q3(+q4))). (1.30)

The split ratio η1 for doubles, triples, and quadruples is on average much larger than
1/2, 1/3, or 1/4, i.e. the signal charge is not shared equally, but leaks just a bit into
the neighboring pixel(s). See Section 2.8.2 for LED measurements of ηn.
Uncorrected charge sharing has two effects: the original peak in the energy spectrum

gets a prominent low energy tail due to the diminished signal charge q1 < q0 and
the remaining charges contribute to the low energetic background. Fortunately, the
spectroscopic effects of charge sharing can be corrected in two ways:
• Consider only single events and reject all events that have neighbors with non-

vanishing detected charges. Dependent on the pixel size and the pixel geometry,
this event rejection can diminish the quantum efficiency of the detector dramat-
ically.

• Sum up all shared charges and take advantage of Eq. (1.30). Assuming that the
average time between two photons hitting two neighboring pixels is much longer
than the detector readout time, it is more likely that the charges of neighboring
pixels result from a shared signal charge than from different photon events. If
this is not the case pattern pile-up occurs, see next section.

Summing charges is an idea emerging from the underlying physical process of charge
sharing but cannot be implemented in data analysis. Instead, a charge equivalent pulse
height analysis PHA has to be considered. Furthermore, due to noise fluctuations
(Section 1.3.3), all pixels show occasionally non-vanishing PHA values. To reject this
noise contribution, a threshold PHAth is introduced: all pixels with PHA < PHAth are
considered as being affected by noise and not by signal charge. The choice of PHAth is
critical, as it adds noise, if the threshold is too low but leads to the mentioned effects
of uncorrected split events, if it is chosen too high.
Whether a charge cloud results in a split event depends on its extension σ, the

position of its center (x0/y0), the detection threshold of the neighboring pixels PHAth,
and the pixel geometry. A computer simulation that takes all these parameters as
input and that calculates the expected spatial distribution of the different split types
was written in the framework of this thesis, see Fig. 1.21.
Besides its negative impacts on the spectrum, charge sharing makes it possible to

achieve a sub-pixel spatial resolution by calculating the center of the signal charge r0

r0 q0 =
4∑
i=1

ri · qi. (1.31)

Assuming a charge cloud extension of σ = 7.5µm, for a pixel size of 50µm Strüder
[2000, § 5.2.5] reports an improved spatial resolution of less than 15µm.
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Figure 1.21. Simulated spatial distribution of single (white), double (orange), triple
(red), and quadruple (black) events of a 500 x 500µm2 pixel (left). The threshold for
event detection PHAth is expressed as energy equivalent Eth = 765 eV. The width of
the 3D Gaussian charge distribution is σ = 17µm. The pixel is grated in 3000 x 3000
sub-pixels that can be seen in the zoomed image of the right-top edge (right). The
ratio between the number of subpixels with the same event type and all subpixels is the
expected probability for this event type: singles 85.3%, double 14.4%, triples 0.23%,
quadruples 0.11%.

1.3.2. Pile-up
Pile-up occurs if two or more X-ray photons are counted as one. In pixelated detectors,
two kinds of pile-up can be distinguished:

• Energy pile-up: two photons with energies E1 and E2 hit the same pixel
during one readout cycle and their energy equivalent charges add up. It is no
longer possible to conclude on the individual energies E1 and E2 but only on
their sum E1 + E2.

• Pattern pile-up: two photons hit two neighboring pixels during one readout
cycle. Their individual energies may be detected correctly (in the case of two
single events) but the correction for split events will add them and treat the
result as one event.

Considering the incoming photons as uncorrelated in temporal and in spatial distri-
bution allows a unified analysis for both kinds of pile-up. As (non-edge) pixels have
eight neighboring pixels, the chance for pattern pile-up is eight times higher than for
classical pile-up. Another difference between both kinds of pile-up is that only pattern
pile-up can be excluded at the expense of detection efficiency by analyzing only single
events. Both kinds of pile-up have similar effects on the energy spectrum. But before
investigating the spectral implications of pile-up, a mathematical model to describe
pile-up has to be introduced.
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Quantitative analysis

In the following, energy pile-up is investigated in a statistical way. For a detailed
study of pattern pile-up see Ballet [1999]. The averaged incoming photon rate Rin
(in terms of counts per pixel per second [cps]) and the readout rate Rout define the
input-output ratio

λ = Rin

Rout
= Tout

Tin
(1.32)

with the readout time interval Tout and the average time interval between two incoming
photons Tin. λ gives a first estimate how likely pile-up occurs: if λ � 1 pile-up is
unlikely as the detector readout is more frequent as the incoming photon rate. For
λ→ 1 pile-up gets more and more probable and for λ > 1 pile-up is the usual case.
Besides the input-output ratio, the readout mode of the detector is another pa-

rameter that defines the event counting statistics. In a continuous readout mode
(CRM), the occurrence of a photon event is checked in a periodic time interval, the
frame-time Tf .

Tout = Tf ⇔ Rout = T−1
f [frames per second (fps)] (1.33)

In a triggered readout mode (TRM), a pixel is only read out, if an incoming photon
triggers a readout process. The readout time Ttrig depends on the trigger latency tth
and the shaping time tshape. The trigger latency is the time between photon arrival
and triggering which in turn depends on the trigger threshold. The shaping time
describes the time it takes to measure the event properly (see also Sect. 1.3.3).

Tout = Ttrig ⇔ Rout = T−1
trig [s−1] (1.34)

Ttrig = tth + tshape (1.35)

Usually, Ttrig is much less∗ than Tf , which makes triggered detectors less susceptible
to pile-up. Figure 1.22 shows the continuous and triggered readout modes and their
effects on event pile-up for the (unusual) case Tf = Ttrig. Here, the triggered readout
can result in pile-up for cases in which the continuous readout is free of pile-up.

1 1 1 1 1 2 1

0 0 0 1 0 1 0

1

0

Tf

Ttrig

Figure 1.22. Event detection for a continuous readout mode (top) and a triggered
readout mode (bottom) presented as temporal readout of one pixel. Green indicates
a correct event detection while red indicates pile-up. The numbers (k) refer to the
statistical treatment in the main text. Tf = Ttrig.

∗The LED (continuous readout) frame time is Tf ≈ 2.4ms; the HED (triggered readout) shaping
time, which is the largest part of Ttrig, is tshape ≈ 10µs.
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The difference between both readout modes has a direct consequence in the counting
statistics. The Poisson distribution Pk(λ)

Pk(λ) = λk

k! · e
−λ with λ = Tout

Tin
= Rin

Rout
(1.36)

describes the probability that k events (with the average rate Rin) are observed within
the time interval Tout. This way, k represents the possible number of photons within
a readout cycle for CRM. In contrast, for a triggered readout there are k+ 1 photons
in one readout cycle, as k states how many additional photons can arrive during Tout.
The term x-fold is used to describe an event consisting of x photons; pile-up occurs for
x ≥ 2. The relation between x and k is different for CRM and TRM and summarized
in Table 1.2. Compare also Fig. 1.22 with its k-numbered events.

Table 1.2. Poisson distribution for continuous and triggered readout.

k Pk(λ) continuous readout mode triggered readout mode
0 e−λ no event 1-fold event
1 λ · e−λ 1-fold event 2-fold piled-up event
2 λ2/2 · e−λ 2-fold piled-up event 3-fold piled-up event
3 λ3/6 · e−λ 3-fold piled-up event 4-fold piled-up event

Figure 1.23 depicts the pile-up probability Pk(Rin/Rout) as a function of Rin and
Rout. With conditions that make pile-up unlikely (λ � 1) it is most probable to
detect no event in the case of a continuous readout and 1-fold events for a triggered
readout.
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Figure 1.23. Pile-up probability Pk(Rin/Rout) as a function of the average incoming
photon rateRin with constant readout rateRout = 100 fps (left) and as a function ofRout
with constant Rin = 10 cps (right). Be aware of the different definitions of Pk according
to Tab. 1.2. The summation of the probabilities for k ≤ 3 (sum = P0 + P1 + P2 + P3)
shows that for λ < 1 it is appropriate (sum ≈ 1) to consider only these 4 contribu-
tions. For λ > 1 the chance for events with k ≥ 4 is no longer negligible (sum < 1).
fps = frames per second; cps = counts per second.
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Spectroscopic implications of pile-up

Pile-up changes the measured photon flux and the shape of the energy spectrum as
two (or more) events are "missing" at their original energies and one event is inserted
falsely at their summed energy. In line spectra, these effects can be observed directly:
the original peaks become smaller than expected and additional ghost peaks develop
at multiples of the line energies. In continuous spectra, the presence of pile-up is more
subtle; in general, the spectrum gets harder. Additional to this spectral shifts, the
total flux becomes smaller as several photons are joined together to form one event.
See Mück [2014] for an XMM analysis of pile-up.
To investigate spectral effects in more detail, it is assumed that the detector is

uniformly illuminated. Furthermore, the following calculations only consider energy
pile-up. This is no severe restriction, as pattern pile-up is just a factor ξ(λ) larger than
energy pile-up: 2 ≤ ξ(λ) ≤ 8. The factor ξ(λ) depends on the detector geometry as
edge pixels have less chances for pattern pile-up. It is a function of the input-output
ratio λ as diagonal splits, which are rejected by the pattern correction, can become
legal triple or quadruple events if λ increases and pile-up is more likely. As this effect
is based on three- or more-fold pile-up, it can be neglected for λ� 1.

E

F

E0=E1 E2 E3

F0

F1

F2

F3

no pile-up

pile-up

Figure 1.24. Spec-
trum of a monoener-
getic source with pile-
up.

Let us consider a monoenergetic source with the true energy
E0 and the true (pile-up free) flux F0. The detected spectrum
consists of a peak at E1 = E0 with the diminished flux F1 and
additional ghost peaks at En = nE0. It is

F0 =
∞∑
n=1

n · Fn = F1 + 2F2 + 3F3 + ... (1.37)

as photons are redistributed but not lost. Therefore, the original
flux F0 can be calculated by measuring all the pile-up peaks and
sum them according to Eq. 1.37. In the context of noise and
especially with spectra that have broad band structures, it can
be difficult to detect all relevant pile-up peaks and a correction
method that is only based on the observed line (E1, F1) with its 2-fold pile-up (E2,
F2) would be desirable.
A possible solution is to calculate the input-output ratio λ via the ratio between

the 2-fold pile-up peak (with flux F2) and the reduced original peak (with flux F1)

F2

F1
=

λ2

2 e−λ

λe−λ = λ

2 CRM (1.38)

F2

F1
= λe−λ

e−λ = λ TRM (1.39)

and use the calculated λ to deduce F0. In case of CRM, the fluxes Fn can be calculated
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Figure 1.25. Spectral impact of pile-up calculated with PileItUp in CRM.
Left: photons of a monoenergetic source (peak at 50ADU) can only interact with
themselves and produce ghost peaks at multiple energies.
Center: photons of two monoenergetic sources (peaks at 70ADU and 90ADU) can
pile-up to three 2-fold peaks and four 3-fold peaks.
Right: a continuous spectrum was modeled by 100 individual peaks between 1ADU
and 100ADU. The hardening of the continuum is clearly visible.

by multiplying the probability Pk(λ) with the frame rate Rout:

F0,CRM = F1 + 2F2 + 3F3 + ...

=
(
λe−λ + 2 λ

2

2 e−λ + 3 λ
3

6 e−λ + ...

)
·Rout

= λe−λ
(

1 + λ+ λ2

2 + ...︸                  ︷︷                  ︸
eλ

)
·Rout

= λ ·Rout (1.40)

The analogue calculation for TRM is similar (see Appendix D.4), but the probability
has to be multiplied with the averaged trigger rate Rtrig to conclude on the flux:

F0,TRM = (1 + λ) ·Rtrig (1.41)

To get a better feeling for the spectral changes produced by pile-up, a software tool
PileItUp which calculates the impact of pile-up to a given input spectrum was written.
The software takes every bin of the input spectrum as an individual radiation source
and calculates the pile-up of this component with itself and with all other sources.
This approach is correct if all photons of different bins are uncorrelated. This is true
for spectra with sharp lines (line width ≤ bin width). For a continuous spectrum, the
relation between events of different bins has to be investigated thoroughly. Neverthe-
less, the tool gives an impression how pile-up works on continuous spectra. PileItUp
can be configured to simulate CRM and TRM. The calculation depth is fixed to 3-fold
pile-up. Figure 1.25 shows three representative examples produced with PileItUp.
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1.3.3. Noise
In the following context, noise is classified as unknown, random fluctuations super-
imposed on a signal. The random nature makes it impossible to correct for noise.
Indeed, noise is what remains after subtracting all known artifacts from a signal. In
spectroscopy a low level of noise is important for:

• Line identification: energetic transitions in atoms or nuclei define very sharp
energies.∗ Instrumental noise can make line emissions so broad that discrete
energy lines cannot be resolved individually and a blurred continuum-like spec-
trum appears.

• Reconstruction of the line shape: effects that broaden line emissions can be
reconstructed, if the instrumental line broadening due to noise is smaller than
the line broadening effects of the source. The relativistically broadened iron
line in the proximity of a compact object is a prominent example for line shape
analysis.

• Sensitivity: noise influences the sensitivity for line detection, as a broad line
spreads over a large background range and the peak becomes less significant.

Fano noise nF, the noise associated with the stochastic generation of electron-hole
pairs, has already been introduced in Section 1.2.1. Besides this, electronic noise ne
is a major contributor to the total noise ntot. Considering only these two sources of
noise, it is

ntot =
√
n2

F + n2
e (1.42)

as Fano noise and electronic noise are uncorrelated. Discussions on noise can be
oriented on several aspects like the physical origin of noise, the spectral distribution
of noise or the kind of noise representation in an equivalent circuit. See Tab. 1.3 for a
comprehensive overview of the following discussion and Spieler [2005, § 1.10] or Lowe
and Sareen [2013, § 1.10] for more details.
The physical origin of electrical noise are fluctuations of the electrical current

due to velocity fluctuations and due to number fluctuations of charge carriers (mainly
electrons). The three most important manifestations of noise in semiconductor de-
tector systems are: thermal noise, shot noise, and trapping noise. In thermal noise,
thermal motions of the conductive material couple to the current of charge carriers via
collisions and result in charge carrier velocity fluctuations. Shot noise represents the
uncorrelated, stochastic flow of individual electrical charges and results in a number
fluctuation of charge carriers. In semiconductor detector systems, leakage current,
i.e. the current through a reversed biased diode, is the most dominant source for shot
noise. Trapping noise is another manifestation of number fluctuations caused by the
stochastic nature of trapping and detrapping of charge carriers.
∗The natural line width is quantum mechanically defined via the energy-time-uncertainty

∆E∆tlife ≈ ~. Additionally, this line width ∆E broadens, as atom collisions effectively reduces the
natural life time tlife. Both effects result in a Lorentzian line profile. Thermal movement within
the light emitting medium results in an Doppler broadening with a Gaussian profile.
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Figure 1.26. A typical detector front-end circuit (left) and its equivalent circuit for
noise analysis (right), according to Spieler [2005].

The spectral distribution of noise, i.e. the noise power per unit bandwidth,
can be flat (white noise) or decreasing with frequency (pink noise). The spectral
distribution of pink noise is proportional to 1/fα with 0.5 ≤ α ≤ 2. Independent of
the value of α, pink noise is often called 1/f noise.
A typical detector front-end circuit with its equivalent circuit for noise analysis

is shown in Fig. 1.26. The different noise sources are modeled either with a current
source parallel to the amplifier input or with a voltage source in series with the
amplifier input. The noise caused by the detector leakage current Ibias is modeled
with a current source. To model thermal noise, the configuration of the respective
resistor is important: thermal noise of serial resistors can be modeled with a serial
noise voltage source, while thermal noise of a parallel resistor is modeled with a
parallel noise current source. So, the bias resistor works as current noise source while
the series resistor Rs is modeled as voltage noise source.
To study noise quantitatively, it is useful to express all sources of noise in terms

of equivalent noise charge (ENC ). The ENC in units of elementary charge, states
the amount of signal electrons that would result in a signal equal to this noise. With
this concept, the contributions of different noise sources at different places in the
readout chain can be compared effectively. According to Spieler [2005, Eq. (1.34)] the
electronic noise ne in terms of ENC can be modeled with the current noise contribution
nc, the voltage noise nv, and the pink noise npink. Current and voltage noise are a
function of the shaping time tshape, a time constant characteristic for the used pulse
shaper:

ne =
√
n2

c + n2
v + n2

pink (1.43)

Table 1.3. Noise sources and their classifications. ∆~v corresponds to velocity fluctu-
ations and ∆ρN corresponds to fluctuations in the number density of charge carriers.

thermal noise shot noise trapping noise
physical origin ∆~v ∆ρN ∆ρN
spectral shape white white pink (1/f)
equivalent circuit parallel & serial parallel -
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Figure 1.27. Equivalent noise charge ENC in units of the elementary charge qe as
function of the shaping time tshape according to Eq. (1.43) to (1.46). The plots are using
the following parameters: Ibias = 100 pA, T = 100K, Rbias = 1GΩ, ina = 10 fA/

√
Hz,

Fi = Fv = 0.9, Rs = 1 Ω, ena = 1.0 nV/
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Hz, Fvf = 4, and Af = 10−12 V2. The total
ENC is plotted for different detector capacitances Cdet. For Cdet = 100pF the current-,
voltage-, and 1/f noise contributions are also shown.

n2
c =

(
2 qe Ibias + 4kBT

Rbias
+ ina

)
Fi tshape (1.44)

n2
v =

(
4kBTRs + e2

na

)
Fv

C2
det

tshape
(1.45)

n2
pink = Fvf Af C

2
det (1.46)

Here, qe is the elementary charge, kB the Boltzmann constant, ina and ena the cur-
rent and voltage noise contribution of the amplifier, Fi, Fv, and Fvf shape factors
determined by the pulse shaper, Af the noise coefficient for pink noise, and Cdet the
detector capacitance. Figure 1.27 shows the equivalent noise charge as a function of
the shaping time for different detector capacitances. It can be seen that:
• The 1/f noise is independent of the shaping time.
• The opposing shaping time dependence of current- and voltage noise results in

an optimal shaping time for best noise performance.
• A smaller detector capacitance reduces the noise for all shaping times and shifts

the optimal shaping time to smaller values.
In conclusion, the detector noise can be reduced by using a detector with a small
capacitance (which reduces voltage noise and 1/f noise), a small leakage current (which
reduces current noise), and by choosing an optimized shaping time for the system.
For detectors with a very low capacitance of Cdet ≈ 50 fF noise values of ENC ≈ 1 qe
are reported [Holl et al., 2003].
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1.4. CANDELA setup
The test setup CANDELA (cadmium silicon detector laboratory) consists of two de-
tector systems, a low energy detector (LED) placed in front of a high energy detector
(HED). Since 2008, CANDELA has been used to develop and test analogue and digital
readout electronics, power supply electronics, detector operation, heat management,
and software based data analysis for the LED and the HED individually. The me-
chanical and electrical setup housing both detector systems was almost∗ completely
designed and developed during this work. CANDELA extended its functionality con-
tinuously up to the present status which is presented in the next two sections. Indi-
vidual detector performance of the LED and the HED are presented in § 2 and 3.

Figure 1.28. CANDELA: a laboratory to test a stacked detector system. The com-
ponents that can be seen are: 1) vacuum vessel, 2) turbomolecular pump, 3) power
supply rack, 4) heat exchanger, 5) PC with the command software Idef-X, 6) D3C PCB,
7) HED PCB. The whole setup is underneath a clean air tent.

1.4.1. The mechanical setup
The mechanical setup is designed to include the LED and the HED within an ad-
justable distance of 5 ≤ d ≤ 15mm between the two detector surfaces. Furthermore,
both detectors must be cooled to a minimal temperature of T = −40◦C which re-
quires to evacuate the setup or to establish a dry atmosphere. The detectors can be
irradiated with different sources that can be shielded during operation. Images of the
setup are shown in Figs. 1.28 and 1.29.

Cooling system

Both detector units are cooled via a heat exchanger which cools liquid ethanol down
to a minimal working temperature of about -80◦C. The minimal possible temperature
∗This does not hold for the HED printed circuit board (PCB) and for the two vacuum PCBs, even
though their functionality and layout are known and understood.
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Figure 1.29. Left: a look inside CANDELA with opened front flange.
Right: The LED (1) is located 1 cm to the left of the HED (2). The cooling system
(3) cools both detectors. The radioactive sources are located on the front flange (4).
The electrical connections to the LED and to the HED are in the positions (5) and (6).

of the cooling fluid depends on the water content of the used ethanol. The viscosity of
the fluid rises with increasing water content and the cooling system cannot reach its
minimal temperature of -80◦C if the cooling fluid is too viscous. The water content
of the ethanol increases with each cooling cycle, as air moisture resublimates inside
the cooling system, melts during the uncooled phases, and dilutes the alcohol. The
water content of the ethanol is measured regularly and the cooling fluid is exchanged
if the ethanol concentration is below 90%.
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Figure 1.30. Dew point temperature Tdp as function
of pressure. Solid lines indicate the temperature range
the approximations are optimized for (maximal error:
0.14%). Data: [Buck, 1981, Tab. 2].

The cold alcohol flows in
spirally winding tubes through
a cylinder of copper, the
coldfinger, which serves as in-
terface to the vacuum vessel.
Both detectors are in ther-
mal contact to this cold fin-
ger via copper cables. The
chamber can be evacuated to a
pressure of Pmin ≈ 10−7 mbar
via a combination of a pis-
ton pump and a turbomolec-
ular pump. The evacuation
prevents condensation of air
moisture at cold surfaces and
simulates conditions that ap-
proximate the expected envi-
ronment in space.
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The dew point temperature Tdp is a function of the pressure P and can be calculated
with the Magnus formula

Ps(T ) = a · e
b T

c+T (1.47)

which approximately calculates the saturation pressure Ps of water at the temperature
T . For different temperature regions the parameters a, b, and c can be optimized to
match experimental results. Condensation or desublimation starts if the pressure at
a given temperature is larger than the saturation pressure. The calculations shown
in Fig. 1.30 assume an air moisture of 100% at a room temperature of T = 20◦C.
This conservative estimations shows that a pressure of P . 10−2 mbar is necessary to
prevent icing at T = −80◦C. With the minimal vessel pressure Pmin ≈ 10−7 mbar the
minimal setup temperature without icing is Tmin ≈ −130◦C.
Alternatively to the operation in vacuum, a nitrogen gas supply system can be used

to operate both detectors in a cold, dry atmospheric pressure environment. This allows
to study the effects of convective cooling of the detector system. A set of temperature
sensors (Pt-100) and hygrometers is installed to measure the setup conditions during
operation.
To shield the large detector area of the LED (about 10 cm2) from the warm infrared

radiation of the vessel, a copper cylinder which is in thermal contact with the cold
finger is placed in front of the LED, see Fig. 1.31.
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Figure 1.31. Left: CANDELA in a schematic view. The three radioactive sources
(green) can be blocked or unblocked with a rotatable absorber wheel.
Right: Photo of the cooling cylinder with fluorescence sheets: Al (1), Ti (2), Cu (3+4).
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Radiation sources

The test setup can be equipped with three radioac-
tive sources which can be opened individually. The
shutter mechanism is constructed as a rotatable
wheel with holes in it. The wheel is made of 2mm
tin, 2mm copper, and 2mm aluminium to absorb
a large fraction of the source radiation. The alter-
nating materials are chosen in a way to shield the
fluorescence radiation produced in the absorber:
the copper absorbs the tin fluorescence and the
aluminium absorbs the copper fluorescence. The
decreasing flux in combination with a decreasing
fluorescence yield for lighter elements results in an
almost complete shut-off of the sources for a closed
shutter position.

In the current configuration an iron (Fe-55)
source with an activity of A = 5.59MBq and two
americium (Am-241) sources with A1 = 1.66 kBq
and A2 = 2.82MBq serve as calibration and radi-
ation sources. Table 1.4 shows the emitting radia-
tion with respect to energy and intensity according
to Firestone et al. [1999].

Additional sheets of aluminium, titanium, and
copper are positioned in a way that they can be
irradiated by the Fe and Am sources and emit
fluorescence radiation towards the LED and the
HED, see Fig. 1.31. Fluorescence and source lines
are plotted in Fig. 1.32 convolved with Fano noise
of a silicon detector. The intensities are relative
to the most intensive line of the respective source
and can be translated into absolute intensities with
the source activity and the distance of the sources
(300mm to the LED, 310mm to the HED). To cal-
culate the absolute intensities of the fluorescence
lines, a calculation similar to the one presented in
Section 1.2.1 is needed.
Depending on the resolution of the detector sys-

tem, separate neighboring lines are not resolved
individually and the effective energy of the multi-
plet will be close to the mean value weighted by the
relative intensity of the components. Lines within
100 eV are combined which can result in intensities
greater than 100%.

Table 1.4. Radioactive sources
and fluorescence emission.

E [keV] I [%] origin

Al
1.487 150 Al-Kα 1,2

Ti
4.509 150 Ti-Kα 1,2
4.932 15 Ti-Kβ 1,3

Fe-55
5.895 150 Mn-Kα 1,2
6.490 17 Mn-Kβ 1,3

Cu
8.041 151 Cu-Kα 1,2
8.905 17 Cu-Kβ 1,3

Am-241
11.87 0.66 Np-Ll
13.76 1.07 Np-Lα2
13.95 9.60 Np-Lα1
15.86 0.15 Np-Lη

16.11 0.18 Np-Lβ6
16.82 2.50 Np-Lβ2
17.06 1.50 Np-Lβ4
17.51 0.65 Np-Lβ5
17.75 5.70 Np-Lβ1
17.99 1.37 Np-Lβ3
20.78 1.39 Np-Lγ1
21.10 0.65 Np-Lγ2
21.34 0.59 Np-Lγ3
21.49 0.29 Np-Lγ6
26.35 2.40 Am-241
33.20 0.13 Am-241
43.42 0.07 Am-241
59.54 35.9 Am-241

52



0.1

1

10

100

10 20 30 40 50 E [keV]

in
te

n
si

ty
 [

%
]

Al
Ti

Fe-55
Cu

Am-241

Figure 1.32. Spectrum of all fluorescence (Al, Ti, Cu) and source (Fe-55, Am-241)
lines. All lines are folded with a Gaussian shape. The width of the Gaussian is equiva-
lent to the Fano noise in silicon at the respective line energy. All intensities are relative
to the strongest line of each source and not comparable between different sources.

1.4.2. The electrical setup
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Figure 1.33. Grounding scheme.

In terms of supply voltages and electrical signals
the LED and the HED are two completely de-
tached subsystems. The LED and the HED sys-
tems are both consisting of an outer board con-
nected to all supply voltages and to the readout
and control interface, and an inner board housing
the detectors. The LED is connected to the left,
right, and top side of the vessel, while the HED
is connected to the backside.
The LED inner- and outer board have two dif-

ferent ground levels and communicate with each
other via optically coupled units (digital signals)
or via a differential signal (analogue detector
data). As SpaceWire is also a differential com-
munication, the LED outer board and the PC ground, which is common to the earth
potential, are not connected. In contrast, the HED system uses the PC ground for its
inner and outer board and connects the stainless steel vessel to it as well. For such a
ground level which is distributed over a relatively long distance (a few meters in our
example) it is absolutely necessary to prevent ground loops as such loops are working
as induction loops and induce noise into the system.
The different ways of grounding the two detector systems are based on the different

origins of the two systems, the semiconductor laboratory in Neuperlach for the LED
and the CEA in Saclay for the HED, but set an ideal basis for the combined detector
system, as electrical interference between both systems is almost not possible.
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1.4.3. SpaceWire communication
SpaceWire is a serial, full-duplex, point-to-point communication link with a variable
speed between 2Mbit/s and 400Mbit/s∗. It is based on data strobe encoded, low
voltage differential signaling (LVDS), which result in low noise and in a very good skew
and jitter tolerance. The SpaceWire standard is defined by the European cooperation
for space standardization in ECSS-E-ST-50-12C (31 July 2008).
Both detector units are commanded via SpaceWire and send their data via the same

SpaceWire connection. A personal computer adapted with a SpaceWire PCI board
serves as command interface and data storage. The PCI board can send and receive
information via four independent SpaceWire channels in parallel. A software tool
Idef-X allows to send commands via ASCII coded text files and stores the received
data binary coded. Additionally, Idef-X allows to use simple programming structures
like loops or wait states. The PCI board and the Idef-X software tool are built by the
CEA, Saclay. See Fig. 1.34 for the graphical user interface of Idef-X.

Figure 1.34. Graphical user interface of Idef-X. Commands summarized in batch files
can be selected and sent (left window). The right window shows all incoming data.

∗The maximal SpaceWire communication speed is approximately equal to the maximal speed of
USB-2.0 (480Mbit/s).
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2. The LED: a Si DEPFET detector
The low energy detector (LED) of the CANDELA setup is realized by a 64 x 64 pixel
DEPFET matrix, designed and produced by the Max-Planck-Institute Semiconductor
Laboratory (HLL) in Neuperlach. Physical properties of the detector material silicon
and their implications for radiation measurements are briefly presented in the next
section. Sections 2.2 and 2.3 explain the technological concept of a DEPFET-pixel
and the arrangement of the pixels in the detector matrix. For the operation of the
LED, a real-time event preprocessing is essential and realized by the digital camera
controller chip (D3C), introduced in Sect. 2.5. An offline data analysis is performed
subsequent to the real-time data preprocessing. The strategies behind the analysis and
the required software tools are introduced in Sect. 2.7. The spectroscopic performance
of the LED and the different analysis modes are presented in Sect. 2.8. A short
summary in Sect. 2.9 completes the description of the LED.

x

y

CMX

SW1

SW2

HV filter

CMX

0/0 63/0

0/63 63/63

SW1

SW2

Figure 2.1. The low energy detector: a silicon based DEPFET matrix.
Left: front view of the DEPFET hybrid SX-1. A one euro coin is superimposed to
show the dimensions of the LED. The two switcher chips SW1 (gate and clear gate)
and SW2 (clear) control the operation of the detector matrix. The CAMEX readout
chip (CMX) serves as charge amplification and multiplexing unit.
Right: in the CANDELA configuration, the LED is irradiated from its unstructured
back side. Reflections on the highly polished detector back contact may give a false
impression on the image. The high voltage low-pass filter (HV filter) is located close to
the detector back contact. The detector is conductively cooled by a copper mask which
is in contact with a heat exchanger (top left). The convention for the x- and y-direction
used in the data analysis (Sect. 2.7) is shown in red. The positions of the CAMEX and
SWITCHER chips on the front side are indicated.
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2.1. Properties of Si-based detectors
While the first semiconductor transistors were made of germanium, silicon is the most
used semiconductor material for microelectronics today. Compared to germanium,
silicon based radiation detectors require only moderate cooling because of the wider
band gap of EG,Si = 1.12 eV compared to EG,Ge = 0.67 eV. Silicon is an indirect
semiconductor with diamond cubic crystal structure that can be produced with very
low crystal defects and very high purity (11N purity = 99.999 999 999% purity).
The energy range of silicon based X-ray detectors starts typically around 100 eV

and ends around 15 keV, depending on the detector thickness. Electrical noise that
is increasing for lower energies and the decreasing cross section for photoelectric ab-
sorption at increasing energies define these two energy limits.

2.2. The DEPFET pixel structure
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Figure 2.2. Sideward depletion: the red arrows show the drift direction for electrons.
A depleted (dark area) pn structure (a) becomes depleted from two sides in a pnp
structure (b). Increasing the depletion voltage results in a fully depleted substrate (c).
Different depletion voltages result in an asymmetric field structure (d).

The depletion depth d of a reverse biased pn-diode is proportional to the square root
of the depletion voltage: d ∼

√
Udepl. Thicker substrates that are advantageous to

detect high energy photons, require a quadratic increase of the depletion voltage to be
fully depleted. However, increasing dark currents diminish the detector performance
for large depletion voltages and voltage break downs can even destroy the detector.
Hence, the depletion voltage and therefore the detector thickness are limited.
The LED is a fully depleted detector that uses the principle of sideward depletion

[Gatti, 1984]. This principle is based on the idea to double the thickness of a fully
depleted detector with two pn structures. In the following this is explained on the
example of a pnp structure, see Fig. 2.2. The depletion regions of two opposing pn
structures (the front and the back side) merge and form a fully depleted substrate at
a critical depletion voltage Udepl, c. If the front and back side depletion voltages Udepl, f
and Udepl, b are equal, a potential minimum for electrons is created in the center of the
substrate z = d/2. For Udepl, f > Udepl, b this potential minimum can be shifted to the
front side and vice versa.
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Figure 2.3. Scheme of a LED macro pixel. The
cone shaped potential directs all electrons to the
pixel center.

Extended pixel structures can be real-
ized by using the sideward depletion
technique with a ring-like structured
front side. In the case of the LED, the
back side depletion voltage is constant
(Udepl, b ≈ −80V), but the front side
depletion voltage is stepwise increased
(−50 V ≤ Uring ≤ −5 V) towards the
most central ring. This way, a poten-
tial cone is formed which directs sig-
nal electrons to the center of the pixel,
close to the front side.
Figure 2.3 shows a schematic drawing of the LED macro pixel structure with the ap-

plied depletion voltages. The concept of macro pixels allows to vary the pixel size from
about 50 x 50µm2 to several square millimeters [Zhang et al., 2006] and to use a com-
pact detection mechanism directly integrated in the pixel center, the DEPFET cell.

The DEPFET cell and its detection principle

external
gate

source

drain clear
gate

source
drain

internal gateFET 1 FET 2

Figure 2.4. The DEPFET structure (top) al-
lows charge storage, an amplified readout, and
a discharge mechanism. It consists of two field
effect transistors: one for signal amplification
and readout (bottom, black) and the other for
discharging the signal charge (bottom, gray).

A DEPFET (depleted field effect tran-
sistor) cell is the elementary detection
unit of the LED. It uses the princi-
ple of sideward depletion with an in-
tegrated transistor-detector configura-
tion, first mentioned by Kemmer and
Lutz [1987]∗. A field effect transis-
tor (FET 1) serves as a sensor and
amplifier and is implemented as a p-
channel field effect transistor (enhance-
ment MOSFET type) with a circular
gate structure, see Fig. 2.4. On the side
of the ring structure a second FET (de-
pleted n-channel MOSFET) is imple-
mented to clear all signal charges after
readout.
During operation, the electrons of

the signal charge cloud drift to the cen-
tral front side of a pixel following the
macro pixel potential. At the potential
minimum an additional n+ depleted re-
gion enhances the attractivity for the

∗ In this paper the basic working principle is described, although the term DEPFET is never used.
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electrons and serves as storage region. This internal gate is positioned underneath
the external gate of the first FET. The conductivity of the first FET, i.e. the conduc-
tivity between its source and its drain connection, is influenced by both gates in the
same way: the more negative the potentials of the gates, the more holes∗ are accumu-
lated between source (p-type) and drain (also p-type). At some point,† holes become
the majority charge carriers in the FET channel and the formerly p+np+ structure
becomes p+pp+, i.e. conductive.
To measure the signal charge the external gate is set on a constant negative level

which must be larger than the threshold voltage‡ of the FET so that inversion takes
place. The charge in the internal gate Qig influences the conductivity between source
and drain in a proportional way. For a gate of 5µm length and a first FET current
of ISD = 100µA, Wölfel [2007] calculated a first FET gain of

gq = ∆ISD

Qig
≈ 300 pA/qe. (2.1)

Here, qe is the elementary charge. In the actual configuration, ∆ISD is not measured
directly, but with a source-follower readout a constant current source tries to push
a constant current ISD through the first FET (FET 1) and the change in the source
potential ∆US that is necessary to drive ISD is measured. With the transconductance§

gm of the FET, it is
∆US = gq

gm
·∆Qig. (2.2)

For a DEPFET detector similar to the LED, Treis et al. [2006] reported a charge-
voltage-gain of gq

gm
= 4 µV

qe
. After measuring ∆US the discharge of the internal gate

is achieved with a second FET (FET 2) that builds a channel between the internal
gate and the clear contact, the clear channel. Signal electrons from the internal gate
drift along this channel to an attractive clear contact. To prevent charge loss through
this contact during signal integration it is shielded statically by a p+-well. The clear
channel can be opened and closed dynamically via a clear gate switching structure.
See Table 2.1 for a summary of the gate, clear gate, and clear potentials in their

active and inactive state. See also Fig. 2.5 for a pixel readout sequence.

Table 2.1. Applied potentials to operate a DEPFET cell of the LED.

Ugate, on Ugate, off Uclear gate, on Uclear gate, off Uclear, on Uclear, off

-2.5V +5.0V 3.1V -2.7V +16V -0.3V

∗These holes are the minor charge carriers of the n-doped substrate and not the holes generated
during photon absorption.
†This is called inversion: in an n-doped substrate a region forms that behaves like a p-doped region.
‡The threshold voltage is the gate voltage at which the FET starts to build a conductive channel
between source and drain.

§ The transconductance is the ratio of the output current variation to the input voltage variation.
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Figure 2.5. Left: a schematic wiring of all gate (G), clear gate (CG), and clear (C)
contacts in a 3 x 3 DEPFET pixel matrix. The switching of the individual rows between
the active (on) and inactive (off) potentials is achieved via two SWITCHER chips. The
CAMEX readout chip is connected column wise to the source contacts of the first FETs.
Right: readout scheme for one detector row. The drain potential is Udrain = −5V.
The source potential depends on the charge in the internal gate: Udrain < Usource < 0V.

2.3. The DEPFET matrix
To operate the 4096 pixels of the LED with an acceptable effort in readout electronics,
the individual DEPFET pixels can be wired in a way that many pixels (one row) can
be processed in parallel. Figure 2.5 shows an exemplary wiring of nine pixels in a
3 x 3 matrix. The gate, clear gate, and clear contacts are all wired row wise and can
be set to an active and an inactive potential also row wise. The device that controls
these potentials, the SWITCHER chip, is presented in Section 2.3.1. The sources of
the first FETs are wired column wise to a readout channel of the CAMEX chip, see
Section 2.3.2 for more details on the readout chip. All first FET drains are connected
to a common drain contact.
This way, a row can be selected with an active gate potential (gate on) while all

other rows are switched off (gate off). The current source in each readout channel
tries to push ISD through all first FETs in the respective column but is only affected
by the pixel of the active row.
After measuring the signal charge, the clear potential is activated and the clear

channel is opened shortly after the clear pulse. This prevents charge injection from
the clear contact through the clear channel into the bulk material. Even though the
clear pulse is following, a fraction of this injected charge can stay in the bulk and
distort the following readout. For the same reason (but even more important as no
clear pulse is following) the clear channel is closed before the clear is made inactive.
After the readout of one row, the next row can be selected by deactivating the
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(external) gate of the actual row and activating the gate of the next row. The next
row must not be necessarily the local neighbor. In the full frame mode all rows are
read out successively up to the end of the detector matrix; then the readout starts
again with the first row. Compared to charge coupled devices (CCDs) the readout
mode of DEPFETs is much more flexible. In the window mode, only the first 16
rows are read out successively. This enhances the time accuracy of the detection
from 2.4ms to 0.6ms. In principle, the window mode could be focused on a smaller
region of the matrix, starting at any row number. Even a readout of several different
windows or a shuffled mode where a full frame readout is shuffled in between a series
of window readouts is possible (but not implemented in the current setup) with this
matrix configuration. Compared to CCDs, the advantages of the DEPFET matrix
layout are:
• The in-pixel-amplification reduces electronic noise effects that are coupling into

the detector signal before it reaches the readout chip.
• A reduced readout capacitance allows low noise amplification, see Section 1.3.3.

• No readout artifacts caused by large scale charge transfers, like trapping effects.

• The readout mode is configurable and faster.

2.3.1. SWITCHER chips

0
1

hi
out

low On

Pol

sel

sel On state
1 1 on
1 0 off
0 1 off
0 0 off

Figure 2.6.
Switcher unit.

Two SWITCHER chips are used to control the electrical potentials
of the gate, the clear gate, and the clear structures. The elementary
unit of a SWITCHER chip can be represented by a device with
two analogue inputs (hi and low) that are directed to one analogue
output (out) controlled by its state (on or off), see Fig 2.6. An
additional input (sel) can select or deselect the elementary unit. If
deselected, the unit is in its off state; if selected, it is in its on (On
= 1) or off state (On = 0), depending on the On-signal. A polarity
signal (pol) defines whether the on or off state refers to a hi or low
output or vice versa.
The SWITCHER chip consists of a status unit and a switching unit. The main

part of the switching unit is the SWITCHER matrix, 128 elementary units arranged
in two columns, A and B, and 64 rows. The hi, low, pol, and On inputs are connected
column wise while the sel inputs are connected row wise, see Fig. 2.7. The 64 outputs
of each column are each connected to a contact of a DEPFET matrix row. The
wiring for SWITCHER 1 and 2 is: A1 → gate contacts, B1 → clear gate contacts,
A2 → not used, and B2 → clear contacts. A matrix counter in combination with an
address decoder selects one matrix row after another in steps of the XCK signal which
is generated by the sequencer (Sect. 2.5.1). The status unit is used to configure the
switcher chips in terms of readout direction and signal polarity.
For a window readout mode, the matrix counter can be set to zero with a reset

signal. A window mode starting at an arbitrary row number is not supported with
this version of the SWITCHER chip.

60



01234567

01234567

1 0234567

ctrl.
latch

ctrl.
latch

ctrl.
latch

ctrl.
latch

0

1
LD?

Alow Blow

0
1OnA

out1A 0
1

OnB
out1B

0
1

OnB
out2B

Ahi hiB

0
1

OnA
out2A

Hard
reset

0

1
LD?

LD

Read
back

?

LD
01234567

256 x

reset

XCK

Sync

CCK

0
1 02345

123
back
read

0

1
LD?

control latch

RAM

Shift
up

is
bottom 23457

6
top

Pol.
B

Pol.
A

sync RAM
write

by−
pass 1 0

is

D u m m yDAC − sense Amplifier

RAM
B

7

RAM
A

6

OnB
1−bit

OnB
1−bit1−bit

OnA

1−bit
OnA

8−bit

RAMCK

pass
by1

0

R A M − P e r i o d e

1 0 0 0

B i a s L e v e l S h i f t 2 B i a s L e v e l S h i f t 1

1 0 0 0 1 0 0 0

6−bit => 0 .. 63

not in use se
le

ct
 a

 r
ow

 a
nd

de
se

le
ct

 a
ll 

ot
he

rs

SWITCHER matrix

Direct 0 for A
Direct 1 for B

OnA and OnB
sequence for

each matrix row

control register

data register

matrix counter

RAM counter

data-
latch 0

data-
latch 1

data-
latch 2

data-
latch 3

da
ta

_i
n

da
ta

_o
ut

64 x

OnB

OnA

OnB

OnA

OnB

OnA

selA1 selB1

selA2 selB2

PolA PolB

status unit switching unit

0

1

extern (SEQ)

Figure 2.7. The SWITCHER chip consists of two units, a status unit (left) and a
switching unit (right). The red colored parts are features not used in the CANDELA
configuration.

2.3.2. CAMEX readout chip
The CAMEX (charge amplification and multiplexing) readout chip amplifies the de-
tector signals, performs a correlated double sampling (CDS), and multiplexes the 64
input signals to one single analog-to-digital converter (ADC). The chip consists of 64
readout channels, each connected to the common source contact of a detector column
so that a selected detector row (active gate) can be read out in parallel. A block
diagram of one readout channel is shown in Fig. 2.8. According to this scheme, the
readout sequence can be described in the following way:

1. The current source tries to push a constant current through the connected
FET and the source voltage is set proportional to the conductivity of the FET
which is again proportional to the signal charge in the internal gate.

2. This source potential is directed to a JFET amplifier by closing the Sin switch.
The gain is defined as g = Cin

Cf1
(R1 opened).

3. The switches S1 to S8 are closed and opened successively in the following CDS
filter. The amplified gain voltage charges the capacitors C1 to C8. During this
phase the R2 switch is closed so that the capacitors become charged with respect
to Vref V.
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Figure 2.8. Block diagram of one of 64 CAMEX readout channels. Each channel is
connected to a detector column. The Mux register serializes the output of all channels
to an ADC.

4. Sin is opened and the detector is decoupled from the readout chip. The clear
process of the DEPFET row starts.

5. After the clear process has finished, a reference signal of the DEPFET pixel
with an empty internal gate is recorded in the same way with the difference, that
R2 is now open. The difference between the signal voltage which is still buffered
in C1 to C8 and the incoming reference potential charges the capacitor Cf2.
This eight-fold correlated double sampling reduces statistical fluctuations
due to its eight-fold sampling and enhances the signal accuracy, as only the
differences between the signals and the baseline signals are measured.

6. By closing the S&H switch the signal is transferred to another capacitor Cb
which serves as a buffer. A following impedance converter sends the signal to
an ADC when the Mux switch of the corresponding readout channel is closed.

This sequence, the opening and closing of the switches Sin, S1 to S8, R1, R2, and S&H,
is defined by a CAMEX internal control register. Four different gain modes and a test
mode operation can be controlled with an on-chip status register.

Misfits
A photon entering a pixel during the readout process results in a corrupted pulse height.
• If a photon enters before the clear process is executed but after the CDS has

started, its energy is measured too low, as some empty samples are averaged
with some samples including the event. Such events enhance the low energy
background.
• If a photon hits a pixel after the clear process but before the CDS is completed,

the measured pulse height becomes negative. These events which are named
misfits, can be easily distinguished from "true" events by their energy value and
will be rejected during data analysis.
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2.4. Analog-to-digital conversion
Digitization is done with the analog-to-digital converter (ADC) AD6645 from ANA-
LOG DEVICES. This ADC converts an analogue differential input signal into a par-
allel, 14 bit digital output signal with a possible conversion rate between 30MSPS∗
and 80MSPS. The conversion starts with each ADC clock cycle (clkADC) automati-
cally. The pipeline based conversion takes about 3.5 clock cycles to be finished and is
indicated by the ADC with a data_ready signal.

Adjustment stage

The CAMEX output signal has a common mode of about 1.4V with an offset of 0.2V
and a voltage range of roughly ±0.8V, see Fig. 2.9 for a visualization. The ADC input
is centered at 2.4V with a maximal voltage swing of ±0.55V. An adjustment stage
similar to Fig. 2.9 is used to shift the CAMEX output signal into the input range of
the ADC so that almost the total 14 bit resolution can be used.
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Figure 2.9. Scheme of the signal digitization for a zero (red), mid-range (green), and
maximal detector signal (blue). The positive parts of differential signals are printed
with bold lines, while the negative parts are printed with dashed lines. All CAMEX
(CMX) signals are centered around a common-mode voltage of 1.4V with an offset of
0.2V. The AD8130 converts the differential signal to a single ended one in a way that a
mid-range signal is centered at 2.4V. As the negative input of the following differential-
to-differential amplifier AD8138 is also put on this potential, a mid-range detector
signal leaves the adjustment stage as a differential signal at 2.4V with zero amplitude.
The ADC number representation of this zero is coded as two’s complement. Detector
signals with lower (higher) energies are coded negative (positive). The amplification
of the AD8138 is adjusted to match the 0.55V input range of the ADC. The event
preprocessor (EPP, see Sect. 2.5.2) flips the most significant bit to convert the two’s
complement representation into an unsigned 14 bit value which can be processed further.

∗MSPS = mega samples per second.
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It is important to recognize that the gain level of the CAMEX∗ gcmx and the gain of
the adjustment stage gadj are acting in two different ways. The CAMEX gain defines
a maximal energy Emax(gcmx) that can be detected and assigns it to a signal with
the maximal CAMEX output voltage. The adjustment stage matches the CAMEX
output range to the ADC input range. Increasing the CAMEX gain cuts the energy
spectrum at Emax(gcmx) and enhances the energy resolution below this cutoff energy
as the signals get more amplified. If the gain of the adjustment stage is set too high,
it cuts the high energy part of the spectrum as well, but the resolution at lower
energies increases only slightly as a result of a decreased digitization noise† and not
caused by an increased amplification. If gadj is too low, the digitization noise is higher
than necessary, as the full 14 bit resolution is not used. See Fig. 2.10 for a schematic
representation of the interaction between CAMEX, adjustment stage, and ADC.
The ideal case of an adjustment stage that perfectly matches the ADC input can-

not be realized, as gain variations of different CAMEX channels result in different
Emax(gcmx) as well.
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Figure 2.10. Interaction between CAMEX, adjustment stage, and ADC. The CAMEX
gain level gCMX assigns a maximal measurable input energy Emax to the maximal
CAMEX output level. The gain of the adjustment stage shifts the CAMEX output
range to match the ADC input range. The signed ADC output is converted to an
unsigned value within the EPP.

2.5. D3C: a detector readout- and control electronics
The digital camera controller chip (D3C) consists of a detector configuration and
operation unit (SEQ), a data preprocessing unit (EPP), and a SpaceWire command
interface (IFC). See Fig. 2.16 for a schematic representation of these units with their
internal and external connections between each other and to other parts of the LED
system. All three units are combined into a VIRTEX-4 field-programmable gate
array (FPGA) from XILINX that runs with a system frequency of 100MHz. The
three subunits are explained in the next three sections.

∗There are four internal gain stages, that can be set by the status register.
†The digitization noise describes the error that is made if a continuous signal is put in discrete bins.
It is the roughness that occurs by approximating a continuous function with a step function.
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2.5.1. Sequencer SEQ
The sequencer (SEQ) configures the SWITCHER chips and the CAMEX chip, i.e. it
writes the status registers of the two SWITCHER chips and the control and the
status register of the CAMEX chip. This initialization is done during each start up
of the LED. For detector operation, the SEQ controls the following signals (see also
Fig. 2.11):

• SWITCHER signals: the digital gate (1DIR1 ), clear gate (1DIR0 ), and clear
signals (2DIR1,) of the SEQ are transformed to the analogue gate, clear gate,
and clear potentials within the SWITCHER chips. The XCK signal of the SEQ
increments the matrix counter which selects the actual detector row for readout.
See Sect. 2.3.1 for more details.

• CAMEX signals: the SCLK signal of the SEQ loops through the CAMEX
control register and controls the readout sequence. The MUX_IN signal initi-
ates the output of the first CAMEX channel by setting the first bit of the Mux
register. The MUX_CLK signal increments the Mux register by one which
selects the next, neighboring CAMEX channel. See Sect. 2.3.2 for more details.

• ADC signals: a fast PIX_CLK signal of the SEQ clocks the ADC. The selected
ADC requires no further signal for operation. See Sect. 2.4 for more details.

• EPP signals: the PIXEL_CLK signal of the SEQ indicates that a new pixel
value is ready to be processed by the EPP (Sect. 2.5.2). In the current configu-
ration the signal is much slower than the conversion rate of the ADC (defined
by PIX_CLK ). The difference results from the minimal ADC conversion rate of
30MHz which is considerably higher than the current pixel readout frequency
of approximately 1.68MHz.
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row n-1 row n row n+1

row n-2 row n-1 row n

Figure 2.11. SEQ-signals for the LED operation sequence of two detector rows. The
gate signal (1DIR1) is constantly high, as it is not switched off during the readout of one
row. XCK switches to the next row and defines the operation time interval (reddish)
for one row. See also Fig. 2.5 for a detailed view on the gate, clear gate and clear signals
(be aware that Fig. 2.5 shows a switched gate signal, as it focuses on the readout of
one row). The processed output signals of the CAMEX are buffered in the sample and
hold stage, so that the next row can be processed, while the actual row is multiplexed
to the ADC (light blue).
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2.5.2. Event preprocessor EPP
A frequent continuous readout of a pixelated detector results in a large amount of
recorded data. In the current, moderately fast configuration of the LED the data rate
Rdata is

Rdata = 410 frames
s · 4096 pixels

frame · 14 bit
pixel ≈ 23.5 Mbit/s. (2.3)

Comparing Rdata with the maximal downlink rate Rdl of currently operating X-ray
satellites like XMM-Newton (Rdl = 69.4 kbit/s) or CHANDRA (Rdl = 1024kbit/s)
reveals that an on-board data preprocessing is unavoidable for satellites with fast de-
tectors that are operated in a continuous readout mode. A considerable data reduction
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Figure 2.12. Pile-up chance and data reduc-
tion capability due to event building as func-
tion of the output rate Rout in terms of the in-
put rate Rin. The data reduction and the pile-
up chance are calculated according to Eq. (2.4)
and Eq. (2.5). At Rout = 10Rin (λ = 0.1), the
pile-up chance is Ppu ≈ 0.47 % and the data
reduction is Pe ≈ 90.5 %.

can be achieved by event building: on
average, only a few pixels in a detector
frame that is frequently read out are hit
by a photon. The majority of the pix-
els are not hit by any photon. In the
following, these pixels are named empty
pixels, while the pixels hit by a photon
are named events. Be aware, that events
can consist of more than one pixel due
to charge sharing, see Sect. 1.3.1.
The amount of data can be reduced by

transmitting events and rejecting empty
pixels. The data reduction capability
can be estimated with the input out-
put ratio λ = Rin/Rout introduced in
Eq. (1.32). The probability for empty
pixels

Pe = e−
Rin

Rout (2.4)
equals the data reduction capability.∗
The probability for pile-up

Ppu = 1− e−
Rin

Rout − Rin

Rout
· e−

Rin
Rout (2.5)

shows that the data reduction is efficient in the case of unlikely pile-up, see Fig. 2.12.
For the LED, event building is realized through a fast, FPGA based event prepro-

cessor (EPP) [Schanz et al., 2009] that is capable to process one detector row within
2µs. This fast processing is achieved by a data processing structure which follows a
pipeline design, see Fig. 2.13. The output of a detector system operating in a con-
tinuous readout mode followed by a subsequent event building is similar to a system
operating in a triggered readout mode. In the same way as the triggered readout
needs one or several trigger criteria, the EPP event building is based on criteria to
distinguish between an empty pixel and an event:
∗The difference between the event size (64 bit) and the size of a pixel pulse height (14 bit) is neglected.
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• Energy range: The detected energy must exceed a low energy threshold Eerg.
This is the main criterion for data reduction as all empty pixels and all misfits
are rejected. The choice of Eerg is critical, as if it is chosen too low, noise enters
the system and the data reduction gets less efficient. If Eerg is chosen too high,
the spectrum is cut off at its low energetic end and parts of split events can get
lost. To reduce the latter effect, a neighbor threshold Enbr < Eerg is introduced.
If the signal of a pixel exceeds the energy threshold, the signals of all neighboring
pixels are compared to Enbr and not to Eerg.
Pixel individual fluctuations due to noise or design related∗ differences require
that both, Eerg and Enbr must be applied pixel individually. The arrays that
store these values are named energy-threshold map and neighbor-threshold map.
An optional high energy threshold EMIP enables to reject events that are most
likely not a result of photon interactions but of interactions with charged par-
ticles. These minimal ionizing particles (MIPs) are, most likely, not stopped
within the detector, but enter and leave it and deposit energy along their track.
The stopping power can be approximated with [Amsler, 2007, Eq. (357)]

dE
dx = 2 MeV/cm

g/cm−3 · ρ (2.6)

which equals approximately 400 keV/mm for silicon. So, LED pixels which are
affected by MIPs have most likely a saturated output signal and can be rejected
with a high energy threshold that is set slightly below† the maximal output
signal. All neighbors of a MIP trace are rejected as well, as they are possibly
affected by charge sharing.

• Pattern recognition: as only the four split types of Fig. 1.20 are a possible
result of a photon interaction, all events with different patterns can be rejected.
The pattern recognition algorithm is optimized for fast operation with the trade-
off that it does not reject illegal diagonal splits. This must be done subsequently
with the offline data analysis. The pattern recognition is also necessary to apply
the neighbor threshold and to find legal split events. The summation of the split
parts is postponed to the offline analysis, as the loss of information coming from
an EPP internal pattern summation, is not in relation to the data reduction.

• Bad map: some of the LED pixels are not responding to radiation (cold pixels)
or give signals even without incoming radiation (hot pixels). Especially hot
pixels that match the energy criteria can result in a large data rate. These pixels
can be marked as bad pixels which are not further processed. The information is
stored in the bad map inside the EPP, see Fig. 2.13. Within the EPP, neighbors
of bad pixels are treated as legal pixels, but they receive a special treatment in
the offline analysis, see Sect. 2.7.3.

∗Each DEPFET pixel has its own preamplifier within the pixel.
†EMIP is a global threshold for all pixels. The maximal output signal of different pixels differs due
to variations of the internal pixel FETs and due to variations of different CAMEX channels.
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Figure 2.13. The EPP pipeline structure: in the PAGU each digitized signal is
attributed an x- and y-coordinate according to its position in the data stream. The
PCU subtracts the offset and can flag pixels as "bad". The CMCU calculates and
subtracts the common mode. The energy range is checked in the ETAU according to the
energy-threshold and neighbor-threshold map. The pattern distribution of valid events
are finally checked in the PTAU. During the pipeline processing events are not rejected
but flagged as valid or invalid. The PPFU filters all events according to these flags.

Besides the event building, the EPP must also perform some corrections that can only
be done or that must be done at this early stage of data processing:

• Offset correction: a pixel individual offset value, stored in the offset map, is
subtracted from the raw data. The offset correction cannot be postponed to the
offline analysis because of the following common-mode correction.

• Common-mode correction: small variations in the supply voltage of the
CAMEX chip result in measurable variations of the bias level in all CAMEX
channels. As one detector row is processed in parallel, the common mode can
be calculated as the median of the offset subtracted detector row, assuming that
more than half of all pixels of this row are empty pixels. After calculating the
common mode, it is subtracted from each pixel of the row, see Fig. 2.14. The
common-mode calculation and correction must be done for each row separately.

5 5 718 5 6 5 5 6 940 4

-7 850 -7 -8 -7 -7 -6 -7 -4 -7

0 0 713 0 1 0 0 1 935 -1

0 857 0 -1 0 0 1 0 3 0

cm =  5

cm = -7

Figure 2.14. Common-mode correction for two rows with 10 pixels each. After the
offset subtraction (not shown), the energies of empty pixels are distributed around zero
superimposed with the common mode (cm) (left). The cm is calculated as median of
each row and subtracted from each pixel of the row (right). Events are shown in gray.

• Additional event information is added. As the continuous data stream is
disrupted by event building, each event gets a time-stamp (t_sec and t_subsec)
and its x- and y-coordinate (xpos and ypos). Together with the event energy
(erg) and several flags (f) used for internal event processing, the EPP output is:

8 bit 24 bit 14 bit 6 bit 6 bit 5 bit
04510111617303132555663

t_sec t_subsec f erg ypos xpos f (2.7)
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Bypass mode

In addition to the event building mode, the EPP can be set into a bypass mode in
which all pixel signals are transmitted unprocessed. This allows to study the statistical
properties—mainly the offset and the noise distribution (see also Sect. 2.6 and 2.7)—of
empty pixels which are rejected in a normal operation mode. Because of the additional
time, position, and flag information, the data rate is even larger than calculated with
Eq. (2.3) and cannot be transmitted to the PC. To ensure a data structure consisting
of complete frames, the D3C buffers eight full detector frames (4096 pixel each), waits
until these frames are completely transmitted, and starts to fill the buffer again as
soon as the first pixel of a new frame is processed. In bypass mode, 97% of the data
are lost during these waiting and transmitting states; the effective frame rate is about
12 frames per second.

2.5.3. Interface controller IFC
The interface controller (IFC) provides the SpaceWire interface of the LED system to
a personal computer which represents a spacecraft command unit, see Section 1.4.3.
All commands necessary for detector operation are stored in batch files, see Tab. 2.2.

Space
Wire
core

sender

receiver

cmd_controlech_controlscd_control

data_in

strobe_in

data_out

strobe_out

EPP SEQEPP

Figure 2.15. The IFC: the SpaceWire core encodes the SpaceWire stream. The
receiver reads the address of the packets and directs the data or commands to the science
(scd) control unit, the echo (ech) control unit, or the command (cmd) control unit.
The scd control unit reads the EPP data output, the cmd control unit sends/receives
commands and data to/from the SEQ and the EPP via an SPI connection.

The open source SpaceWire light core∗ from OpenCores is used as SpaceWire encoder-
decoder. As the SpaceWire communication is packet oriented, the IFC has to unwrap
incoming packets in a receiver unit and wrap new packets in a sender unit. All
packets consist of three parts: an address byte indicating where the data are going
to or coming from, the data (arbitrary length), and an end-of-packet (0x100) or an
error-end-of-packet (0x101). The IFC has three sources of data: scientific data from
the LED in the format of Scheme (2.7) (address = 0x35). Register data from the D3C:
all registers (offset-, energy-threshold, neighbor-threshold maps, CAMEX status and
∗Version 20110709; http://opencores.org/project,spacewire_light.

69

http://opencores.org/project,spacewire_light


control register, SWITCHER status register) are readable (address = 0x34). In an
’echo-modus’ data received via SpaceWire can be transmitted back to the PC. This
modus is used to diagnose SpaceWire communication (address = 0x20). Figure 2.16
shows all mentioned parts of the LED system and their interconnections.

Table 2.2. LED operation commands: the necessary operation commands are shown
approximately in the order of application. Additional commands are used to read the
status of the setup and to debug the system.

command name meaning
w_cmx_status write the status register of the CAMEX chip to the SEQ
w_cmx_memo write the control register of the CAMEX chip to the SEQ
w_cmx_upload the SEQ writes the CAMEX control and status register
w_sw_status write the SWITCHER status register to the SEQ
w_sw_hreset hard reset for the SWITCHER chip: clear all registers
w_sw_upload the SEQ writes the SWITCHER status register
w_sw_reset reset the matrix counter of the SWITCHER chip
w_epp_bypass set the EPP in bypass mode
w_xxx_map upload a new EPP offset map (xxx = date of measurement)
w_xxx_nmap upload a new EPP neighbor-threshold map (xxx = date)
w_xxx_emap upload a new EPP energy-threshold map (xxx = date)
w_epp_not-byp sets the EPP in full processing mode
w_epp_run start the operation of the EPP
w_seq_run start the operation of the SEQ
w_seq_stdby stop the operation of the SEQ
w_ifc_re_ns set a permanent read command to the IFC (recording data)
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Figure 2.16. The LED system consists of the detector hybrid (DEPFET matrix
§ 2.3, SWITCHER controller chips § 2.3.1, and CAMEX readout chip § 2.3.2), the dig-
itization unit (adjustment stage ADJ and ADC § 2.4), and the D3C (SEQ § 2.5.1,
EPP § 2.5.2, and IFC § 2.5.3).
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2.6. LED operation
In order to operate the LED a distinct sequence of steps (illustrated in Fig. 2.17) has to
be performed. Evacuating the vacuum vessel takes between several hours and one
day depending on the cleanliness of all objects inside the vacuum vessel. At a pressure
below 10−2 mbar the cooling can be started without any risk of condensation, see again
Fig. 1.30. Cooling all relevant parts of the system takes approximately three hours.
The operation of the detector requires several different voltage levels to be set

in the correct order, see Appendix B for the complete power up sequence. First,
the CAMEX is switched on and its status and control registers are updated. Then
a similar procedure is executed for the SWITCHER chips. After starting the EPP
(bypass mode) and the SEQ, the detector matrix voltages (active and inactive gate,
clear gate, and clear potentials) can be adjusted. As the SWITCHER and the CAMEX
chips are heating the detector matrix, it takes minimum one hour to establish a
constant detector temperature, see Fig. 2.39 for measurements of the temperature
influenced LED offset and noise drift during the first five hours of operation.
When the system is in thermal equilibrium, approximately 200 dark frames, i.e.

measurements without detector irradiation, are recorded. These full frame, dark
images are used to create the offset, energy-threshold, and neighbor-threshold maps
offline, see Sect. 2.7. A preliminary bad1 map consisting of noisy and hot pixels will
be constructed as well. After uploading these maps to the EPP and setting the EPP
in its normal operation mode, the LED is irradiated homogeneously with a radioactive
source (flat-field measurement) to find cold pixels. A bad2 map consisting of hot, cold,
and noisy pixels is created and uploaded to the EPP. From now on, the LED system
is ready for scientific measurements.

cool the 
system

bad1 map
offset map

energy-threshold map
neighbor-threshold map

dark-frame
measurement

update EPP
(normal mode)

flat-field
measurement

update 
EPP

source
measurement

co
n

fi
g

u
re

 L
E

D
p

re
p

ar
at

io
n

s

start
CAMEX

start
SWITCHERs

start EPP 
(bypass mode) start SEQ

adjust
matrix

voltages

st
ar

t 
L

E
D

bad2 map

evacuate
the vessel

Figure 2.17. Summary of the different steps that are necessary to operate the LED.
After detector cooling, the LED can be powered on and the different EPP lookup tables
can be calculated with dark-frame and flat-field measurements.
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2.7. Offline data analysis
The data recorded by the Idef-X software are stored in binary files (extension: *.tm)
of 2MB size each and are concatenated using the operating system command copy∗.
The LED data are stored in data packets consisting of

• 1 byte address of the packet: 0x35 indicates LED data.

• 8 byte EPP data packet according to Scheme (2.7).

• 1 byte + 1 bit: the additional bit indicates the end of the packet: 0x100.

Analyzing LED data means effectively analyzing the data of 4096 detectors, as each
pixel has its own preamplifier unit, the pixel internal MOSFET. Making use of a pixel
individual analysis is a key concept of all following steps which can be divided in
three units: the analysis of dark-frame measurements, of flat-field measurements, and
of scientific observations.

2.7.1. Analyzing dark-frame measurements
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Figure 2.18. LED offline data analysis of dark frames: the recorded dark frames
dark_a.tm - dark_z.tm are concatenated to dark.tm and converted into the fits format.
LED_Raw2ONE generates the offset, noise, and bad1 map. Batch instruction files
(ending *.txt) which update the offset, the energy-threshold, and the neighbor-threshold
lookup tables of the EPP are created as well.

Dark frame measurements are used to determine the offset and the noise of each
pixel, i.e. the offset map and the noise map. The EPP uses the offset map to process
a bias free signal via offset subtraction. The noise map is used to conclude on the
energy-threshold and neighbor-threshold maps. In order to measure dark frames, all
radioactive sources inside the vacuum vessel have to be closed and the event prepro-
cessing must be bypassed. In this EPP bypass-mode all detector pixels are processed.
The initial binary data format of the dark frames is converted into the fits-image

format by the program LED_Raw2fits. Further on, another program, LED_Raw2ONE,
then generates an offset, a noise, and a bad map according to the procedures described
in the following paragraph. All dark frames are filtered for MIP events via an upper
threshold and only the frames without MIP events, called good frames, are considered
for the following calculations.

∗For a Windows operating system, this is: copy \b *.tm name.tm. The terms dark, flat, or data
are used to name the resulting output file.
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Let f be the frame index (1 ≤ f ≤ N) with N equal to the number of good frames, i
the pixel index (0 ≤ i ≤ 4095), and phaf,i the pulse height signal of pixel i in frame f.
The offset map offset is calculated as pixel individual average of all frames N

offseti =

N∑
f=1

phaf,i

N
. (2.8)

A common-mode correction is not necessary for the offset-map creation, because the
common mode is averaged out if N is chosen sufficiently large (N > 100). After the
pixel individual offset is subtracted, the pulse heights of each pixel fluctuate around
PHA = 0ADU with a Gaussian distribution. The noise map noise is calculated as
the pixel individual root mean square variation of the offset subtracted pixel values

noisei =

√√√√√√
N∑
f=1

(
CM (phaf,i − offseti)

)2

N
. (2.9)

Here, CM (...) indicates the common-mode correction. See Fig. 2.19 for a representa-
tive example of an offset and noise map.
The creation of the bad1 map is an iterative process. A pixel is declared as a bad

pixel if its offset and noise values are outside of a tolerated offset and noise range.
These so-called bad limits (offsetmin, offsetmax, noisemin, noisemax) are chosen on the
basis of the offset and noise maps. The bad map is constructed with LED_Raw2ONE in
combination with the bad limits which are passed as program arguments. Figure 2.21
shows the bad map constructed on the basis of the offset and noise maps of Fig. 2.19.
In addition to the fits formatted offset, noise, and bad maps, LED_Raw2ONE creates

also ASCII based batch files. These instruction files are used to upload the offset,
neighbor-threshold, and energy-threshold lookup tables of the EPP. Each of
these lookup tables is 16 bit wide; the 14 bit offset values and the bad flags are joined
to one lookup table, the dark_omap.txt. Bits 0 to 13 contain the offset values, bit
14 is not used and bit 15 represents the bad flag of the corresponding pixel. The
energy-threshold map dark_emap.txt is calculated as a multiple me of the noise map

energyi = me · noisei. (2.10)
The neighbor-threshold map dark_nmap.txt is calculated as a multiple mn of the
noise map

neighbor i = mn · noisei. (2.11)
The noise values calculated according to Eq. (2.9) are identical to the Gaussian stan-
dard deviations σ, assuming a Gaussian distribution. With the default values me = 5
and mn = 4, the probability to detect an event falsely due to noise is less than

PE ≤ 5.8 · 10−7 (2.12)
and the probability to detect a split event falsely due to noise is less than

PN ≤ 6.4 · 10−5. (2.13)
Both, me and mn are call parameters of LED_Raw2ONE.
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Figure 2.19. Offset and noise maps (left) and their distributions (right). A manufac-
turing defect at pixel (11/36) causes a detector malfunction within a region of about 4
pixels radius and in the complete 11th column. See also the corresponding bad map1
in Fig. 2.21. The measurement is done with the gain mode gcmx = 62 %.
Top: offset map with offset distribution. The offset shows a column-wise variation due
to the different CAMEX readout channels. The columns 11-14 have an unusual low
offset (not cold but cool pixels), while the pixel offsets of the rows 63 and 64 are higher
than average (warm pixels); hot pixels are located around the pixel (11/36).
Bottom: noise map with noise distribution. The noise map clearly shows the distribu-
tion of noisy pixels (white). The noise distribution peaks at 32ADU. The noisy pixels
have a noise value of about 200ADU.
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2.7.2. Analyzing flat-field measurements
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Figure 2.20. LED offline data analysis of a flat field measurement: the recorded flat
fields flat_a.tm - flat_z.tm are concatenated to flat.tm. LED_PEL_ADU generates
a pixel event list in a fits-table format. LED_PEL2Bad identifies cold pixels and hot
pixels of type 2 and updates the bad map. The dark_offset.fits and dark_bad1.fits
files were created in the previous dark-frame analysis. The batch instruction file
flat_omap2.txt is updated with the new bad map.

After the offset, neighbor-threshold, and energy-threshold lookup tables are updated
and the EPP mode is switched from its bypass to the normal operation mode, event
preprocessed data are no longer frame based, but event based which means that only
those pixels are processed that are associated with a photon event. See Sect. 2.7.3
for more information on the data structure of pixel events. A flat field measurement,
i.e. a homogeneous irradiation of the whole detector, is used to identify pixels with a
unusual low count rate which are called cold pixels.
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Figure 2.21. Bad-map (bad pixels are
black) constructed with the offset and noise
map of Fig. 2.19 with the limits (in ADU):
offsetmin = 1500, offsetmax = 6500,
noisemin = 10, noisemax = 100.

With dark frame measurements, a pre-
liminary bad map dark_bad1 consisting of
hot and noisy pixels has already been con-
structed in Sect. 2.7.1. Figure 2.21 shows
the bad map constructed from the same
measurement as shown in Fig. 2.19. The
corrupt pixel at position (11/36) passed all
offset and noise limits. Cold pixels like this
can be identified by irradiating the LED
homogeneously and creating a hit map. A
hit map is a two dimensional histogram of
a pixel event list showing the number of
events over the x- and the y-positions on
the detector. Pixels with count rates that
lie far outside of the statistical fluctuations
can then be identified as cold or hot pixels.
The left part of Fig. 2.22 shows an LED hit
map for a homogeneous detector irradiation
with Fe-55 and Am-241. Prior to that mea-
surement, the EPP was updated with the offset, energy-threshold, neighbor-threshold,
and bad maps of Fig. 2.19 and 2.21.
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LED_PEL2Bad takes a pixel event list as input and calculates the pixel individual
hits Ni and the average counts per pixel Navg. i is the pixel index (0 ≤ i ≤ 4095). All
pixels with

Navg − s1

√
Navg < Ni < Navg + s2

√
Navg (2.14)

are considered to be good pixels; all others are identified as bad pixels and added to
the bad map. The confidence intervals can be adjusted with the parameters s1 and
s2. Typically s1 = s2 = 7 is chosen. The filter according to Eq. (2.14) is implemented
with an additional check for hot pixels as some pixels that appear normal in dark
frame measurements show an unusual high count rate in irradiated measurements.
To distinguish the different types of hot pixels, hot pixels observed with dark frames
are in the following classified as type 1 while hot pixels observed with irradiated
measurements are labeled as type 2. LED_PEL2Bad identifies bad pixels according to
Eq. (2.14) and adds them to the preliminary bad1 map dark_bad1.fits to generate
the final bad map flat_bad2.fits (center of Fig. 2.22). As the bad flag is written
into the EPP offset map, the original dark_offset.fits is also needed as input to
create the final EPP batch command file dark_omap2.txt.
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Figure 2.22. Left: hit map for a one minute flat-field measurement with Fe-55. A
cold pixel at (11/36) and 7 others around (64/31) can be identified because of their low
event counts. Hot pixels of type 2 are visible in yellow (> 500 hits): one at (64/49), two
around (34/22), and 13 around (59/30). Compare also with the bad1 map in Fig. 2.21.
Center: bad2 map including hot pixels (type 1 + 2), cold pixels, and noisy pixels.
Right:. hit map obtained after updating the EPP with the bad map2; all remaining
good pixels have a nearly homogeneous hit distribution.

For the presented flat-field measurement (Fig. 2.22 (left)), LED_PEL2Bad identifies
8 cold pixels and 16 hot pixels of type 2. The hot and cold pixels are not randomly
distributed over the whole detector but agglomerate as point-like structures. While
bad pixels with a column-like structure indicate a defect in the corresponding CAMEX
readout channel and row-like structures indicate a malfunction in the corresponding
SWITCHER channel, point-like structures can be explained with crystal defects that
spread over several pixels. After uploading the bad2 map to the EPP, the LED is
in its normal operation mode. A hit map measured in this configuration is shown in
Fig. 2.22 (right). A homogeneous hit distribution with a superimposed, faint, wave-
like structure can be seen. The reason for this structure is still under study.

76



2.7.3. Analyzing scientific observations
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Figure 2.23. LED offline data analysis of a scientific measurement: the recorded data
data_a.tm - data_z.tm are concatenated to data.tm. LED_PEL_ADU generates a
pixel event list in a fits-table format. The flat_bad2.fits file was created in the previous
flat-field analysis. LED_Peak identifies the position of calibration lines which are used
to calculate the pulse-height-to-energy transformation which is done by LED_PEL_eV.
Finally, LED_Spec generates the energy spectrum. The dashed parts are optional steps
used for debugging or for parameter estimation.

In order to analyze scientific measurements∗ the offset values, the bad flags, the energy
thresholds, and the neighbor thresholds of the EPP must be configured appropriately
as described in the last two sections. All following data analysis procedures are based
on the concept of a pixel event list (PEL). In a PEL each event is listed in one row
and the column entries list the properties of the events.
A direct conversion of EPP data for debugging purposes is done via LED_PEL_raw.

The resulting PEL consists of the pixel number pix, the x-position x, the y-position y,
the pulse height PHA, and the event time consisting of a seconds and a subseconds
counter entry t_s and t_sub. LED_PEL_ADU subtracts additionally the time stamp
of the first event from the time stamps of all events and corrects for overflows of the
seconds counter to produce a continuous time line which starts at zero for the first
recorded event. Furthermore, split events are recognized and summed to one event.
To keep record of the different distributions of charge sharing, 14 split types (see
Fig. 2.24) are introduced and the split-type number is added to the PEL.

4 6 7 8 9 105 11 12 131 2 3
x

y

Figure 2.24. Split types: the color strength represents the relative amount of charge.
The multiple double, triple, and quadruple splits are introduced to save the orientation
of the split. An equal distribution of the patterns 2-5, 6-9, and 10-13 is expected and
measured (see Sect. 2.8).

∗Here, measurements that use an appropriately configured EPP are named scientific measurements.
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Analyzing pixels around bad pixels

B

field1 field2 field3

Figure 2.25. Re-
gions surrounding
a bad pixel.

Bad pixels give no reliable information about their signal. Events
in the close proximity of bad pixels have to be analyzed in a spe-
cial way as charge sharing with the bad pixel and illegal event
patterns (due to pattern pile-up or MIP traces including the bad
pixel) cannot be detected. Figure 2.25 shows a bad pixel with its
surroundings. Events located in the field3 region are not influenced
by the bad pixel and can be analyzed as described before. This is
also true if the events split into field2. Events in field2 and field1
can be affected by the bad pixel depending on their position, their
split type and their pattern orientation.
In the following, it is assumed that pixel-diagonal charge sharing is not possible

without generating a triple or a quadruple event. The original idea to handle neighbors
of bad pixel is to reject all events which have their main energy within field1. Figure
2.26 illustrates a number of possible scenarios resulting from this rejection algorithm.
In principle, a rejection algorithm can accept legal events (A), accept (possibly) illegal
events (B), reject legal events (C and D) and reject illegal events (E and F). All events
rejected in case C have their main energy in a corner pixel of field1. An exception of
the rule for these 4 singles, 8 doubles (horizontal and vertical splits), 4 triples, and 4
quadruples enhances the efficiency of the detector without any negative impact.

rejected 
(possible 

split event)

rejected
(possible 

illegal pattern)

rejected
legal event 

accepted
legal event

accepted
but possibly

illegal pattern 

rejected but
possibly

legal event 

BBB

B BBB BB

B BBB BB

BBB BB

A B C D E F

Figure 2.26. Pattern types near bad pixels and their classification for the top left
region of a bad pixel. The color strength represents the relative energy of the event.
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More critical is the question if events of cases B or D (possible undetected pat-
tern pile-up) should be rejected or accepted, respectively. Rejecting events of case
B decreases the counting statistics but increases the quality of the events. On the
other hand, accepting events of case D increases the counting statistics but results
in possibly corrupt events. How to balance the efficiency of the detector against the
event quality can be decided for each observation individually. The properties of the
radiation source (flux, spectral shape, variability), the properties of the observation
(scientific goals, observation time), and the properties of the detector (amount of bad
pixels, background flux, probability for pile-up or for split events) are all relevant
factors for deciding if case B should be rejected or case D should be accepted.
The pattern recognition provided by LED_PEL_ADU and LED_PEL_eV can be adjusted

with call parameters to accept and to reject events matching the cases A, B, C, and D.
See Sect. 2.8.1 for consequences of the different analyzing methods on the measured
spectrum and on the detection efficiency.

Energy calibration

The current energy calibration is based on a spectral line identification (LED_Peak)
in the spectrum of a calibration measurement in combination with interpolation
(LED_PEL_eV) between the calibration lines: in the case of CANDELA, the Fe-55 and
Am-241 line emissions and the expected Al-, Ti-, and Cu-fluorescence lines can∗ be
used for calibration, see Fig. 1.32 and Tab. 1.4. The lines of the calibration spectrum
give a direct relation between the measured pulse heights [ADU] and the correspond-
ing line energy [keV]. A cubic spline interpolation† based on these reference points is
used to transform all pulse heights to energy units.

LED_Peak is used to find the peak energies of the expected spectral lines in a calibra-
tion measurement. The corresponding pixel individual PHA-peak values are written
into the file data_peak.fits. Figure 2.27 shows that the pixel individual spread of
the calibration lines can be larger than the distance between two neighboring lines.
To guarantee a correct detection of all calibration lines, LED_Peak searches for the
most dominant lines, calculates rough pulse-height-to-energy transformations, and
uses these calculations to estimate and detect the position of the fainter lines. The
peak finding algorithm checks the identified lines for their pulse height and for their
flux which have to be in specific ranges of acceptable values. The ranges of tolerance
are different for each chosen CAMEX gain gCMX. If the line identification fails, the
line position is considered to be corrupt and the line is not used for calibration of
the corresponding pixel signals. If several lines within the same pixel are corrupt, the
pixel is flagged bad for calibration.

∗Dependent on the counting statistics of the calibration measurement and the used CAMEX gain
mode gcmx, not all fluorescence lines are used for calibration.
†A cubic spline interpolation connects a sample of data points in a smooth way. A cubic polyno-
mial is fitted between each neighboring pair of data points and a smooth transition between each
polynomial is stipulated.
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Figure 2.27. The diagrams show the pixel individual pulse height spectra and the
distribution of all detected line positions. The numbers label the calibration lines which
are listed between the diagrams. Each calibration line has a line specific energy which
is observed in different pixels at (possibly) different pulse heights.
Left: single event spectra for two different pixels normalized to their Mn-Kα flux.
Right: the histogram of all detected calibration lines of all pixels shows that the pulse
heights of the calibration lines spread more for higher line energies. Example: the Np-Lα

line is observed in the range 4000 ≤ PHA[ADU ] ≤ 4625 and most likely at 4264ADU.

For proper line identification, the calibration measurement must have a high count-
ing statistics, as the line identification is done pixel individually and only single events
are considered. A sufficiently large sample of Mn-Kα and Mn-Kβ events originating
from the Fe-55 source (A = 55.9MBq) is detected within a few minutes: a 6:36 min
Fe-55 measurement results in about 10 million LED events which is on average more
than 2400 events per pixel. To observe a pixel individual source- and fluorescence
spectrum from the Am-241 source (A = 2.36MBq) takes a measurement time of
about 2.5 hours.

LED_PEL_eV is similar to LED_PEL_ADU but transforms the ADU-values to eV-values
with a cubic spline interpolation based on the calibration lines which are recorded in
data_peak.fits. If some calibration lines are missing, the interpolation is performed
with the remaining reference points. By this approach, a noisy pixel with faint, hardly
detectable calibration lines can still be calibrated with its more prominent lines but
for a pixel with a better energy resolution the full calibration spectrum can be used.
The pulse-height-to-energy transformation cannot be done on the basis of the PEL

created by LED_PEL_ADU as split events must be calibrated pixel individually. In-
stead, the original measurement data.tm is used to create the energy based PEL
(data_PEL_eV.fits), which, in combination with the data handling software fitsview
fv, is used for further data analysis. As operations on large tables are relatively slow
with fv, an additional program LED_Spec is used to calculate the spectra consisting
solely of single, double, triple, and quadruples.
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2.8. Results
The most important results for the LED study can be summarized with a discussion of
the observed spectra. Before addressing the spectral properties, i.e. the energy range of
observation and the spectral resolution, results of the bad pixel analysis are presented.
The split ratios η of the event energy between adjacent pixels are investigated in detail
as an understanding of their distributions is important to understand the spectral
properties of the LED. Using the split ratio distributions, an alternative way of pile-up
suppression and an analysis to study the shape of the signal charge cloud is presented.

2.8.1. Bad pixel analysis
A measurement with the Fe-55 and Am-241 sources is analyzed, using six different
ways of treating neighbors of bad pixels. In the first analysis mode, neighbors of bad
pixels are analyzed like normal pixels. In this case, all events of the classes A to F (see
Fig. 2.26 for the definition of the classes) are accepted. The total hits observed with
this analysis mode (580 197 events) are used as a reference value of 100% detection
efficiency in the following. The hit map is shown in Fig. 2.22 (right).
The low energetic noise measured at 1500ADU (2200 eV) is reduced by 25.5% if the

event classes E and F are rejected, which is named the A+B+C+D analysis mode.
This benefit comes with a 6.2% reduced detection efficiency. Increasing the level of
event rejection further decreases the detection efficiency of the LED only slightly (see
Tab. 2.3) and the spectral shape remains nearly unaltered (see Fig. 2.28, right).
In summary, the large size of the LED pixels results in a large fraction of single

events (about 80% of all events) and makes the analysis susceptible for the bad classes
C and E. Taking the low energetic noise and the detection efficiency into consideration
favours the analysis modes A+B+C+D, A+B+C, and A+C. The differences between
these modes are however marginal. All further analysis results were obtained in the
A+C mode.

Table 2.3. Detection efficiency of different bad pixel analysis modes. The classes A to
F are defined in Fig. 2.26. (r), (l), and (c) is short for (right), (left), and (center).

A to F A to D A + B + C A + C A + B A
abs. cnt. 580197 544128 543082 541589 533465 531995
rel. cnt. [%] 100 93.8 93.6 93.3 91.9 91.7
see Figure 2.22 (r) - 2.28 (l) - 2.28 (c) -
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Figure 2.28. Analyzing neighbors of bad pixels with different analysis modes. See
Fig. 2.26 for the definitions of the cases A to F. See also Tab. 2.3.
Left: hit map for the accepted classes A, B, and C (D, E, and F are rejected).
Center: hit map for the accepted classes A and B (C, D, E, and F are rejected).
Right: raw spectrum of Fe-55 and Am-241 (without pixel individual gain correction).
Analyzing neighbors of bad pixels like normal pixels (analysis mode A+B+C+D+E+F)
results in an increased low energetic noise level. Spectral differences due to the accep-
tance or rejection of the bad classes B, C, and D are marginal in case of the LED.

2.8.2. Split events
The split ratio ηn = qn/q0 introduced in Eq. (1.30) can be analyzed with the program
LED_PEL_s which creates a pixel event list including all pixel information of a split
event and not just the resulting energy sum. The fractional pulse height (related to the
total pulse height of the event) is calculated for each pixel as well. A triple event is, for
example, recorded with the following information: split type = 8, PHA = 5000ADU,
consisting of:

pixel at (x1/y1) with PHA = 3000ADU (60%)
pixel at (x2/y2) with PHA = 1500ADU (30%)
pixel at (x3/y3) with PHA = 500ADU (10%).

An Fe-55 measurement with about 6.3 million events is used to analyze the split
ratio η1. The total split distribution in this measurement is: 80.2% singles, 16.9%
doubles, 0.4% triples, and 0.4% quadruples. The remaining events (2.1%) are rejected
as illegal patterns∗. Distributions of the split ratio η1 for the different split types (see
Fig. 2.24 for the definition of the split types) are presented in Fig. 2.29 (left).
The distributions of double events as a function of the split ratio η1 are shown as sum

of all double subtypes and for each double subtype (type 2, 3, 4, and 5) individually.
As expected, the differences between these subtypes are marginal which is a strong
evidence for a symmetric charge sharing† within the detector. A similar symmetry
was observed for the triple and quadruple subtypes. The figure shows only the sum
of all triple and quadruple subtypes (types 6, 7, 8, 9, and 10, 11, 12, 13) for clarity.
∗ Illegal patterns that are not rejected by the EPP are diagonal splits and triple events which have
their most energetic pixel on the edge of the pattern and not in the center of it.
†The symmetric charge sharing should not be mixed up with a symmetric charge cloud. An asym-
metric charge cloud can result in an averaged, symmetric charge charing.
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Figure 2.29. Charge split analysis of an Fe-55 measurement (∼ 6.3 million events).
Left: split ratio distribution η1 for double, triple, and quadruple events. For doubles,
the distribution of the four possible subtypes (2, 3, 4, and 5) and their sum are shown.
For triples and quadruples only the sum of the respective subtypes are shown.
Right: summarized pulse height spectrum of all pixels for the Fe-55 measurement.
Pile-up of the Mn-Kα and Mn-Kβ emission lines can be identified by the pulse height
and is observed up to the 3rd order.

A split that concentrates a large fraction of the signal charge in one pixel and shares
only a small fraction of the total signal charge with its neighboring pixels results in
a split ratio close to 100%. A low split ratio indicates a homogeneously distributed
split. By definition of η1, the minimal split ratios for doubles, triples, and quadruples
are 50%, 33%, and 25%. See Sect. 2.8.7 for an analysis of the maximal split ratios.
In the case of pattern pile-up two, or more, signal-charge clouds build one event.

To study the properties of charge sharing of a single charge cloud, the events must
be corrected for pattern pile-up. The pulse height spectrum of the considered mea-
surement is shown in Fig. 2.29 (right). The Fe-55 source lines and their 1- and 2-fold
pile-ups are clearly visible. 3-fold pile-up is indicated by a few events.
Figure 2.30 shows the split ratio distributions for different pile-up multiplicities.

The pile-up identification is based on criteria for the pulse height. Events without pile-
up are selected via PHA < 5000ADU, whereas 1- and 2-fold pile-ups are selected via
5000 ADU < PHA < 8000ADU and 8000 ADU < PHA < 11000ADU, respectively.
The shape of the double and triple distributions are strongly affected by pile-up.

Double events without pile-up tend to concentrate their charge into one pixel. There-
fore, double, 1-fold pile-ups are likely to appear like an equally divided double event
(η1 = 50%). In the same way, all other combinations of charge splits and pile-ups can
explain the observed distributions (see the indicated event patterns within Fig. 2.30).
In cases of triple and quadruple events, not only the split ratio η1 = q1/q0 but also

the ratios η2, η3, and (only for quadruples) η4 are interesting. Figure 2.31 shows these
distributions for triples and quadruples. As shown there, triples tend to split very
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Figure 2.30. Split ratio distribution η1 for double (left), triple (center), and quadruple
events (right). Events without pile-up, 1-fold pile-up, and 2-fold pile-up are shown in
violet, red, and gray. The sum of all distributions is shown in black dashed lines and
is identical to those shown in Fig. 2.29 (left). Symbolic split patterns with indicated
charge clouds (white circles) explain the underlying physical process. The horizontal
position of these patterns matches η1. The vertical position is arbitrary. The figures
show that pile-up influences the split ratio distribution η1 mainly in specific regions of
η1 which are different for double, triple, and quadruple events.

inhomogeneously and the η2 and η3 split ratios, i.e. the q2 and q3 signal charges, are
on average very low. The smallest signal charge q4 of a quadruple event is on average
larger than the smallest signal charge q3 of a triple event! Therefore, effects acting
on small signal charges, like a wrong energy calibration at low energies, are more
dominant for triples than for quadruples. This effect can be directly seen in Fig. 2.33
and is discussed in Fig. 2.32.

Figure 2.31. Distributions of pile-up free (PHA < 5000ADU) triples and quadruples.
Triples split on average more inhomogeneously (like for example η1 = 80 %, η2 = 15 %,
η3 = 5 %) than quadruples (like η1 = 50 %, η2 = 25 %, η3 = 13 %, η4 = 12 %).
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Figure 2.32. The figure shows the effect of an erroneous pulse-height-to-energy rela-
tion on split events. The pulse heights are stated as fractions of the total single-event
pulse height (black). A triple event (blue) with η1 = 80%, η2 = 16%, and η3 = 4%
is more affected by a mismatched pulse-height-to-energy relation as a quadruple event
(violet) with η1 = 45%, η2 = 25%, η3 = 20% and η4 = 10%. The energy offset Eoff is
explained in Sect. 2.8.3.

Pile-up rejection

Even though individual pile-up events cannot be detected directly, they show their
presence in the split ratio distributions. This can be used for an efficient pattern
pile-up reduction: pattern pile-up can be turned off by rejecting all split events. But,
depending on the detector geometry this can reduce the detector efficiency dramati-
cally. Using the split ratio distribution, pattern pile-up can be suppressed by rejecting
only those patterns with a split ratio which is more likely for pile-up as for normal
splits; see again Fig. 2.30. In case of the considered Fe-55 measurement, selecting only
double events with η1 > 52 %, triples with η1 > 51 %, and quadruples with η1 < 78 %
rejects in total 81 548 events. 49 606 of the rejected events are pile-up events and
31 942 are pile-up free events. As all pile-up events (79 566) and pile-up free events
(4 511 574) are known for this measurement due to their pulse heights, this approach
reduces the number of pile-up events by 62.3% while reducing the number of pile-up
free events only by 0.71%. These numbers will change for other pixel geometries,
observed fluxes, and especially for other spectral distributions of the observed source.
The presented method identifies pile-up in a spectrum that is dominated by line emis-
sion and enables to reject pattern pile-up effectively which allows to resolve spectral
structures that are overlaid by pile-up events.
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2.8.3. Energy offset
In the case of an Fe-55 calibration, the Mn-Kα emission line is the calibration line with
the lowest energy. To apply a pulse-height-to-energy transformation for pulse heights
that are smaller than the pulse height of Mn-Kα an additional calibration point at
PHA = 0ADU is necessary, the energy offset Eoff .
Eoff is chosen manually in an iterative process: the Mn-Kα peaks of single, double,

triple, and quadruple events of the measured energy spectrum, should ideally all peak
at the line energy of Mn-Kα. If the pulse-height-to-energy transformation is incorrect
for energies smaller than Mn-Kα, the double, triple, and quadruple peak positions are
shifted as they are a sum of multiple small pulse heights or energies, respectively.

Figure 2.33. Spectra of the Mn-Kα and Mn-Kβ lines generated with different energy
offsets Eoff . Eoff = +60 eV is chosen as the optimal value because it corrects the
position of the double event spectrum. See Fig. 2.32 for a discussion on the triples
and quadruples.

Figure 2.33 shows spectra generated with different energy offsets Eoff . The choice
of the best energy offset Eoff is based on the Mn-Kα peak position for doubles. The
fact that triple and quadruple events are misaligned even if the peaks of the single and
double events match shows that the pulse-height-to-energy relation is not just biased
by Eoff but also non-linear. To account for the nonlinearity, two additional, artificial
reference points could be introduced and used to shift the triple and quadruple peaks.
The circumstance that the Mn-Kα peak of triple events is always positioned at lower

energies than the corresponding quadruple peak gives a hint on the pulse-height-to-
energy relation at small energies. The split ratio distributions introduced in Sect. 2.8.2
show that triple events split mainly into one large part and two very small parts, while
quadruples split more homogeneously. A pulse-height-to-energy relation similar to the
one presented in Fig. 2.32 can explain that split events are observed with a diminished
energy and that this effect is most prominent for triples.
The following analysis adjusts Eoff in a way to optimize the peak position of the

double events. This strategy is motivated as double events are about two orders of
magnitude more prominent than triples or quadruples at these low energies. Addi-
tional parameters to adjust the triple and quadruple peaks are not introduced. The

86



misalignments of the triple and quadruple peaks are in the order of 200 eV.

2.8.4. Spectral properties of the LED
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Figure 2.34. Low energetic part of the
LED spectrum (all type of patterns) for
different gains gcmx.

For each of the four CAMEX gain settings two
spectra are obtained, one with Fe-55 and an-
other one with Am-241. Each measurement
consists of about 5 · 106 events. The result-
ing Fe-55 and Am-241 spectra are combined
for each CAMEX gain to one spectrum with
the program LED_spec_add. See Fig. 2.35 for
the spectra and Tab. 2.4 for a summary of the
spectroscopic properties. The minimal de-
tectable energy Emin is defined by the EPP
energy threshold map which is constructed as
the 5-sigma deviation of the pixel individual
dark signals. Even though the mean pulse
height noise in units of ADU decreases with
a decreasing CAMEX gain gcmx, the energy
noise in units of eV increases as the eV-per-
ADU gain factor increases as well. Emin is
defined as the low energetic cutoff of the energy spectrum, see Fig. 2.34. The figure
also shows that the low energy background noise is slightly lower for increasing gains.
Photons with an energy exceeding the maximal detectable energy Emax saturate the

CAMEX output and result in a broadened peak end-s at the right end of the single
event spectrum. For double events an end-d peak located at the double energy of the
end-s peak exists for the same reason; see for example the peaks numbered 18 and 24
at the spectrum with gcmx = 62 % in Fig. 2.35. Emax is detected as the low energetic
tail of the end-s peak.

Table 2.4. Summary of the spectroscopic properties of the LED for different CAMEX
gains gcmx: the mean offset ō, the mean noise n̄, the minimal and maximal observable
energy Emin and Emax, and the energy resolution (FWHM) at Mn-Kα (∆E1), 26.4 keV
(∆E2), and 59.5 keV (∆E3). s, d, t, q, is short for the single, double, triple, and
quadruple event fraction observed with an Fe-55 source.

gcmx ō n̄ Emin Emax ∆E1 ∆E2 ∆E3 Eoff s d t q
[%] [ADU] [ADU] [eV] [keV] [eV] [eV] [eV] [eV] [%] [%] [%] [%]

100 4409 42 144 10 168 - - - 50 79.5 18.3 0.59 0.55
62 3802 32 336 19 198 - - +30 80.7 17.3 0.46 0.43
33 3568 23 368 33 267 342 - +60 83.9 14.5 0.25 0.19
21 3292 20 528 >60 342 344 352 - 50 84.3 14.2 0.18 0.17
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Figure 2.35. LED spectra observed with different gain modes gcmx.
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Figure 2.36. The Am-59 peak at
59.54 keV shows an energy resolution of
∆E = 352 eV (FWHM) and a peak-to-
background ratio of P/B = 93.

For the measurements presented in Fig. 2.35
the Mn-Kα line at 5.9 keV, the Am line at
26.4 keV (Am-26) and the Am line at 59.5 keV
(Am-59) are fitted with a Gaussian line pro-
file to obtain their energy resolution. With
gcmx = 21 %, the measured energy resolution
of ∆E = 352 eV (FWHM) at E = 59.54 keV
results in a spectroscopic resolution R of

R59 = ∆E
E
≈ 1

169 . (2.15)

The Fano-limit of ∆E = 344 eV (FWHM) at
E = 59.54 keV (see again Fig. 1.13) shows only
marginal space for improvements at this en-
ergy. The peak-to-background ratio described
in Fig. 2.36 is measured as P/B = 93 : 1.
In the maximal gain-mode gcmx = 100 %, the

relative energy resolution is observed slightly worse. The measured energy resolution
of ∆E = 168 eV (FWHM) at 5.9 keV results in a spectroscopic resolution of

R5.9 ≈
1
35 . (2.16)

The Fano limit of ∆E = 118 eV (FWHM) at 5.9 keV shows that the LED energy
resolution at low energies is good but not at the possible limits. The degraded reso-
lution at low energies can possibly be explained with the ratio between signal charges
and dark current noise or with other intrinsic detector noise (like noise of the gate
voltage). Studies at different detector temperatures could help to clarify this issue.

The low energetic part of the
LED spectrum: E ≤ 6 keV
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Figure 2.37. Zoomed spectrum of
an Fe-55 and Am-241 irradiated mea-
surement with maximum gain gcmx =
100 %. The peaks are listed in Tab. 2.5.

The Mn-Kα esc, Al-Kα 1,2, and Ti-Kα 1,2 fluo-
rescence lines are already clearly visible for
gcmx = 33 % and for higher gain modes. Op-
erating the LED with the maximum CAMEX
gain gcmx = 100 % reveals also the cadmium,
tin, and tellurium Lα-fluorescence lines, see
Fig. 2.37. Because of the high low-energy back-
ground, a line identification without any prior
knowledge would be difficult. However, know-
ing the elements with strong Kα fluorescence
lines in the setup allows to identify the ex-
pected, corresponding Lα lines which can then
be used to check the energy calibration. The
observed energies E are obtained on the basis
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of a spectrum with a bin width of 32 eV. The bin including the local maximal flux,
i.e. the peak, is averaged with its four neighboring bins weighted with their flux. Ta-
ble 2.5 shows that the difference ∆E between the observed energy E and the line
emission energy E0 is in the order of a few ten electron volts in this energy range.

Table 2.5. Systematic error of low energetic fluorescence lines of Fig. 2.37. ∆E is the
difference between the true line energy E0 and the observed energy E; gCMX = 100 %.

Al-Kα 1,2 Cd-Lα 1,2 Sn-Lα 1,2 Te-Lα 1,2 Mn-Kα, esc Ti-Kα 1,2 Ti-Kβ 1,3

E0 [eV] 1487 3133 3443 3768 4155 4509 4932
E [eV] 1493 3085 3475 3732 4186 4519 4955
∆E [eV] +6 -48 +32 -36 +31 +10 +23
Fig. 2.37 1 2 3 4 5 6 7

The high energetic part of the LED spectrum: E > 6keV

As outlined in the previous section, the peak position of fluorescence and source lines
which are not used as reference points can be used to check the energy calibration.
The results for gcmx = 21 % are presented in Tab. 2.6. For energies below 30 keV, the
systematic error of the energy seems to be well below 100 eV. In this energy range, six
calibration lines (Mn-Kα, Mn-Kβ, Np-Lα, Np-Lβ 1, Np-Lγ 1, Am-26) plus the energy
offset Eoff determine the pulse height to energy calibration in a way that no event has
an energetic distance to the next reference point of more than ∆Ecal = 3737 eV. For
energies E > 30 keV, only the two reference lines Am-26 and Am-59 can be used for
calibration which explains the increased systematical error of the Am-33 line.

Table 2.6. Systematic error of high energetic fluorescence lines observed with
gCMX = 21 %. ∆E is the difference between the true line energy E0 and the observed
energy E. ∆Ecal is the energetic distance to the next calibration line.

Cu-Kα 1,2 2 ·Mn-Kα 1,2 Np-Lηβ6 Np-Lβ 2 Nb-Kβ 1,2,3

E0 [eV] 8041 11790 15996 16840 18656
E [eV] 8086 11799 15970 16927 18702
∆E [eV] +45 +9 -26 +87 +46
∆Ecal [eV] 1551 0 1754 910 906

Cd-Kα 1,2 Sn-Kα 1,2 Te-Kα 1,2 Sn-Kβ 1,3 Am-33
E0 [eV] 23108 25193 27377 28471 33196
E [eV] 23216 25252 27447 28548 33594
∆E [eV] +108 +59 +70 +77 +398
∆Ecal [eV] 2324 1152 1032 2126 6851
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2.8.5. Comparison with a Geant4 simulation
In order to understand the spectral properties of the LED and its interaction with
the HED in more detail, a Geant4∗ based simulation was performed by S. Pürckhauer
as part of a diploma thesis. The simulation assumes a simplified geometry of the
CANDELA setup consisting of the radioactive sources, the source shieldings, the LED,
the HED, and the copper cooling mask in the correct dimensions; see Pürckhauer
[2015] for more details on the simulation.
The simulation records the energies deposited inside a silicon layer due to photon

interactions and modifies the recorded energies to match a Fano limited energy res-
olution. Figure 2.38 shows the simulated spectra in comparison with the measured
one. Four noticeable spectral features shall be discussed:

• Compton edge: photons that interact inside the LED via the Compton effect
result in a scattered photon and a Compton electron. While the scattered photon
can escape from the silicon crystal, the Compton electron deposits, most likely,
all its kinetic energy Ekin inside the LED. If the initial photon (with the energy
E0) is Compton backscattered, Ekin gets maximal and is called the Compton
edge EC,

EC = 2E2
0

mec2 + 2E0
. (2.17)

The energy spectrum of the Compton electrons is almost flat (slightly reduced at
EC/2) with a cutoff at EC. Each emission line of the Fe-55 and Am-241 sources
produces a different Compton-electron spectrum. The 59.5 keV line emission of
Am-241 has the largest cross section for Compton interaction with a Compton
edge at

EC,59 ≈ 11.24 keV. (2.18)
In the simulated spectrum the Compton edge is visible at EC, sim = 11.14 keV
with a sharp flux decrease from 0.3 (s keV cm2)−1 to roughly 0.012 (s keV cm2)−1.
In the measured spectrum the Compton edge is superimposed with the Np-Ll line
and with an enhanced background noise of F ≈ 0.3 (s keV cm2)−1 and therefore
not noticeable.

• energy calibration errors: the misalignment around 33 keV was already dis-
cussed in the last section. It is caused by a non-linear gain that is not corrected
because of missing calibration points in this energy range. Additional to the
systematic bias, the 33 keV line emission of Am-241 shows a reduced energy
resolution because misalignments that are slightly different for each pixel are
added up.

• energy resolution: Fig. 2.38 shows that a nearly Fano limited resolution is
achieved at high energies. The width of the 59.5 keV line emission is almost

∗Geant4 (Geometry and Tracking) is a Monte-Carlo based toolkit to simulate the interaction of par-
ticles and radiation with matter. For more information, see Agostinelli and GEANT4 Collaboration
[2003].
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identical for the simulation and for the measurement. At lower energies, the
LED energy resolution is dominated by other noise sources, like for example
dark-current noise. Broader peaks result also in reduced peak heights which
explains the difference between the simulated and the measured peak heights at
low energies.

• background noise: the simulation shows that a large part of the observed LED
noise below 11 keV is caused by Compton scattered events. At EC the simulated
background noise (0.3 (s keV cm2)−1) accounts for almost 100 % of the measured
background noise. At energies between 11 ≤ E [keV] ≤ 30 the background noise
is hard to identify because of the wealth of line emissions. For 30 ≤ E [keV] ≤ 45,
the difference between the measured and the simulated background is less than
one order of magnitude. The increasing noise in the measured spectrum for
E > 45 keV is caused by Compton reprocessed Am-59 photons on structures
that are not present in the geometry of the simulation. The simulated peak
near 53 keV shows the effect of Compton reprocessing: studying the traces of
the corresponding events reveals that the events are all Compton scattered in
the copper cooling mask of the LED and hit the HED with a scattering angle
close to 90◦. The energy loss through the Compton scattering (6.2 keV for a
scattering at 90◦) results in the simulated peak.
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Figure 2.38. Comparison of the measured Am-241 spectrum (black) with a spec-
trum obtained with a Geant4 simulation (orange). The measurement is integrated over
2.5 hours; the simulation has an equivalent observation time of 50 minutes. The fluores-
cence lines with the numbers 1, 5, 14, and 17 are not visible in the simulation because
the corresponding elements are not used in the simulated setup. The Compton edge
(number 6) is clearly visible in the simulation. The peak number 27 results from Am-59
photons that are reprocessed by Compton scattering.

92



2.8.6. Temporal behavior of the LED
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Figure 2.39. Averaged offset
and noise drift during the first 300
minutes of operation.

After power-on, the LED shows a time dependent
increase of the pixel offset and the pixel noise for
a time tvar which depends on the selected temper-
ature setting Ts of the heat exchanger. The lower
this temperature is chosen, the longer it takes to
bring the LED into thermal equilibrium. For the
minimum temperature setting of Ts,min = −80◦C it
takes about tvar ≈ 150 minutes to reach thermal sta-
bility. Fig. 2.39 shows the pixel averaged offset and
noise drift during the first 300 minutes of operation
at Ts = −70◦C. After about 50 minutes, the averaged
offset is stable within a few ADU and the averaged
noise within a fraction of one ADU. The offset and
noise drift can be explained by the heating caused from the power dissipation of the
CAMEX and SWITCHER chips which are positioned close to the detector matrix.

2.8.7. Study of the charge cloud shape

q1 q2

q3
q4

q2 q2
q1

q1

q3
x

Figure 2.40. Double, triple, and quadruple
splits and their fractional charges.

In the following considerations, only
pile-up free events are considered which
can be achieved by applying a pulse
height cutoff at PHA = 5000ADU on
an Fe-55 measurement, see Fig. 2.29.
The maximal split ratios η1 max for dou-
ble, triple, and quadruple events are
measured to be 97%, 93%, and 82%,
compare also Fig. 2.30. η1 max is related to the event detection thresholds which are
saved in the neighbor-threshold map of the EPP. A maximum energy reduction by 3%
for doubles is in accordance with the used neighbor-threshold settings which predicts
a maximal energy loss of 3.1%∗. Triples have roughly twice the detection threshold,
as they split mainly on two sides, see Fig. 2.40. For quadruples, the detection thresh-
old is more complicated as the two side splits, q2 and q3, and the edge split q4 are of
different magnitude. The relation between q4 with q2 and q3 can be calculated for a
spherical charge cloud with a geometrical approach, see Appendix D.5. According to
this calculation it is

q2 = q3 and q2 = m(x) q4 (2.19)

with a multiplication factor m(x) that depends on the diagonal distance x between
the center of the charge cloud and the corner of the pixel. Figure 2.42 shows m(x)
and the maximal split ratio η1 max(x).

∗The neighbor threshold is calculated as 4σ variation of the dark measurements. In the discussed
measurement, the averaged neighbor threshold is 4· 26ADU = 104ADU which is 3.09% of the
observed Mn-Kα pulse height (3365ADU).
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It is not possible to reconstruct the observed maximal split ratio for quadruples
η1 max = 82 % with this calculation. To construct such a high split ratio, the diagonal
distance x must be in the order of the charge cloud radius which results in an extremly
high multiplication factor. Taking the observed charge loss of 18% requires m = 2.5
as muliplication factor ((2 · 2.5 + 1) · 3 % = 18 %). Assuming a spherical geometry,
m = 2.5 results in a diagonal distance of x/r ≈ 0.43. At this distance the split ratio
is only η1 max(0.43) ≈ 47 % which is far away from the observed η1 max = 82 %.

q4

q2

q1

q3

Figure 2.41. Model
of an elliptical charge
cloud.

The presented model assumes a spherical, homogeneously
distributed charge cloud. Considering a more realistic charge
cloud with a density profile that decreases with the distance
to the center of the cloud even magnifies the observed dis-
crepancy. Introducing an elliptical charge cloud, q4 could
be increased without increasing q2 and q3 that much. Fig-
ure 2.41 shows an illustration of an elliptically shaped charge
cloud with q2 = q3 ≈ 3 · q4 and η1 ≈ 78 %.
The low statistics of the split ratio distribution near η1 max

makes a detailed study of the charge cloud shape difficult.
This, and the analytical complexity caused by an elliptically
shaped charge cloud model favors a study by using a simu-
lations approach. With such an approach not only η1 max, but the whole shape of the
split ratio distribution η1 could be further investigated. It is beyond the scope of the
present study to perform such a simulation.

Figure 2.42. Calculating the maximal split ratio assuming a spherical charge cloud:
the graphs of the maximal split ratio η1 max (left) and the multiplication factorm (right)
are a function of the diagonal distance x between the center of the charge cloud and
the corner of the pixel. x is stated in units of the charge cloud radius r. The observed
η1 max = 0.82 requires x ≈ r which results in a large multiplication factor of m > 1000
(green lines) and an unrealistic low detection threshold of 18/(2 · 1000 + 1) %. On the
other hand, m = 2.5 (which fits to the observed detection threshold of 3%) results in
η1 max ≈ 0.47 (blue lines).
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2.9. Summary
The LED study as part of this thesis contains both, a part that has a hardware related
concern and a contribution in detector related data analysis.
The hardware part included the construction work of the LED lab setup as well

as the adjustment of the ADC and the enhancement of the digital camera controller
chip (D3C). The latter required some sophisticated modifications of the VHDL-based
FPGA firmware and a thorough and extensive testing of the D3C by utilizing state
of the art electronic data logging equipment.
For the data analysis study an analysis software consisting of several programs

was developed, tested, and operated in order to quantify the spectroscopic charac-
teristics of the LED and its setup. In summary, the most important step in the
analysis was the pixel individual energy calibration which had to be performed with
great accuracy. The upper edge of the energy range of the LED is variable between
10 keV and >60 keV with an energy resolution of ∆E = 168 eV (FWHM) at 5.9 keV
and ∆E = 352 eV (FWHM) at 59.5 keV. Systematic effects were observed to be less
than 100 eV at E < 30 keV. At higher energies, more calibration lines will be needed
to quantify and correct the remaining systematic effects.
The studies concerning neighboring bad pixels and the split ratio distributions

were central parts of the performed analysis of LED data. The special analysis of
neighbors of bad pixels is important for the LED as it has many bad pixels and,
consequently even more pixels neighboring bad pixels. This analysis may become a
matter of practical interest for other (pixel based) detectors which experienced an
increase of bad pixels during their space mission lifetime.
Analyzing the split ratio distributions enables an alternative way to suppress

pile-up and to study the charge cloud shape inside the detector. The pile-up sup-
pression is capable to reduce pile-up on a variable extent which allows to adjust the
analysis to individual needs and to optimize the tradeoff between pile-up rejection and
detection efficiency. The measured pile-up suppression of 62.3% with an efficiency loss
of merely 0.71% shows the capabilities of this method.
The studies concerning the charge cloud shape are just at the beginning, but the

analysis of the maximal split ratio of quadruple events clearly shows that the idea of
a spherical charge cloud distribution has to be questioned.
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3. The HED: a CdTe-detector
The high energy detector (HED) is materialized by an 8 x 8 pixel CdTe hybrid detec-
tor module called Caliste-64 designed and produced by the CEA2∗ in Saclay, France
[Meuris et al., 2008, 2009]. Figure 3.1 shows the module and its integration in the
HED setup. An introduction to CdTe-based detectors is presented in the first four
sections. Intrinsic properties of CdTe that are crucial for the understanding of the
detector properties are discussed in Sect. 3.1. In Sect. 3.2, the phenomenon of crystal
polarization and its impact on spectroscopic measurements is introduced. A quantita-
tive analysis of the polarization effect and its temporal evolution is given in Sect. 3.3
and Sect. 3.4. The next two sections are focused on the hardware configuration of
Caliste-64 (Sect. 3.5) and the offline data processing analysis (Sect. 3.7). The result-
ing spectroscopic performance of the HED and conclusions on its operational stability
are presented in Sect. 3.8.

H
V fi

lte
r

PT-100

temperature

sensors

cooling cables connection

Figure 3.1. Left: Caliste-64, an 8 x 8 pixel CdTe detector with integrated readout
electronics. The module size is 10 x 10 x 20mm3. Image: Meuris et al. [2009].
Center: Caliste-64 installed in the HED vacuum PCB. The aluminium plate is used for
cooling and is connected via copper cables to the cold finger. The module is surrounded
by an aluminium cooling funnel and is in thermal contact to it via cooling pads. The
HV filter is implemented as an RC low-pass filter and included in the high voltage
connection cable, as close as possible to the cathode of the crystal. Pt-100 temperature
sensors measure the temperature of the aluminium plate and the aluminium funnel.
Right: the HED is installed 10mm behind (in terms of the direction of irradiation)
the LED which is not installed in this image. The LED is in direct contact to the large,
black cooling mask. The HED cooling pads are not installed in this image.

∗The Commissariat à l’énergie atomique et aux énergies alternatives (CEA2) is a French government-
funded technological research organization.
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3.1. The CdTe band structure

Figure 3.2. Band dia-
gram of p-type CdTe with
acceptor levels at EA.

CdTe is a direct semiconductor consisting of cadmium and
tellurium in a zincblende structure∗. Several energy levels
are located within the large band gap of EG ≈ 1.47 eV.
Besides substitutional defects†, vacancy defects, interstitial
defects‡ and antisite defects§ form midgap levels at different
energies. This section focuses only on deep acceptor levels
(DALs) originating from Cd vacancies, as they are key to
understand the polarization effect of CdTe. Because of the
lower vapor pressure of Cd compared to Te, Cd vacancies
originate during crystal growth and spread homogeneously
over the whole crystal. The number density¶ nT of the Cd
vacancies and the distance between their energy level ET
and the top of the valence band EV have typical values of nT = 4.56 · 1012 cm−3 and
ET − EV = 0.69 eV [Toyama et al., 2006]; see the band diagram of CdTe in Fig. 3.2.

3.1.1. The HED, a CdTe-Al Schottky device
The HED is built as a Pt-CdTe-Al Schottky device. This means that the 1mm
thick CdTe crystal is contacted on one side by a common platinum layer and on the
opposite side by pixelated aluminium contacts. In principle, metal-semiconductor
junctions can create ohmic and Schottky contacts. For the HED, the high work func-
tion of platinum (5.65 eV) results in an ohmic contact while the lower work function
of aluminium (4.28 eV) produces a Schottky contact [Michaelson, 1977].
At the Schottky contact charges are redistributed until the Fermi levels of the metal

and of the semiconductor are identical. This results in an intrinsic band bending of the
semiconductor’s conduction band‖ (with energy EC), the deep acceptor level (ET), the
acceptor level (EA) and the valence band (EV), by an amount of ∆EF, the difference
between the Fermi levels of the unconnected metal and the semiconductor, see Fig. 3.3.
The band bending creates a region without free charge carriers but with fixed space

charges. The space charge number density nion is a result of shallow and deep ionized
acceptor levels. Assuming a constant space charge density within the depletion region,
the depletion width W in the semiconductor can be calculated as [Sze, 1981, 3.2.2]

W =

√√√√ 2ε0εr
qe nion

(
Ubi − U −

kBT

qe

)
(3.1)

∗The zincblende structure consists of two atom types arranged as regular tetrahedrons in a way that
the closest neighbors of an atom are always atoms of the other type.
† In a substitutional defect, impurities are placed on the position of a Cd or Te atom.
‡ In an interstitial defect, an atom is placed outside the crystal lattice.
§ In an antisite defect, a Cd atom is at the place of a Te atom, or vice versa.
¶Deep acceptor levels are associated with charge traps. Therefore, the index ’T’ is used.
‖Band bending occurs also in the metal but the Debye length is so short that all charges tunnel
through the barrier.
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Figure 3.3. Illustration of band bending in a Schottky p-semiconductor contact. The
vertical direction represents energy levels, while the horizontal direction represents the
spatial distance rectangular to the Schottky contact layer.
Left: metal and semiconductor without interaction have different Fermi levels EF.
Center: in contact, the Fermi level of the semiconductor is pulled-up to the Fermi
level of the metal. Far away from the Schottky contact all levels in the semiconductor
are shifted by ∆EF, while they keep their energy level directly at the contact. This
results in a “normal” band bending of width δ and of an additional bending of width λ
because of new ionized states. δ + λ defines the space charge region.
Right: applying a reverse voltage to the Schottky contact enhances the band bending.
Now, all deep acceptor levels are below the Fermi level and can get ionized with time.
The additional ionized states are colored in pale blue.

with the dielectric constant for CdTe εr = 10.2 [Madelung, 1982], the elementary
charge qe, the built-in voltage Ubi ≈ ∆EF/qe, the external voltage U , and the thermal
voltage kBT/qe ≈ 1/40V at T = 300K. In semiconductor detectors, the applied
external voltage is much higher than the built-in or the thermal voltage. This leads
to the following approximation:

W [mm] ≈ 33578 ·

√√√√ −U [V]
nion[cm−3] for U � −10 V (3.2)

In the case of a reverse biased crystal, a rough estimation of nion can be obtained by
assuming that the concentration of ionized charges equals the concentration of free
charge carriers∗ nion ≈ nfree. With nion ≈ 108 cm−3 and U = 300V, the depletion

∗The free charge carrier concentration nfree for elementary semiconductors (like Si or Ge) is equal
to the doping concentration. For semiconductor compounds like CdTe the case is more difficult
because different native defects compensate each other [Biswas and Du, 2012]. The easiest way to
estimate nfree is to measure the resistivity (Funaki et al. [1999] reports ρ ≈ 109 Ωcm for a CdTe
crystal grown by traveling heater method as used for the HED crystal) and to calculate the free
charge carrier concentration with the help of the hole mobility µh = 100 cm2/(Vs) (Tab. 1.1) and
the elementary charge qe to nfree = (ρµhqe)−1 ≈ 6.3 · 107 cm−3.
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width W ≈ 58 mm becomes much larger than the detector thickness d = 1mm. In
summary, these numbers show that if only the free charge carriers contribute to the
density of ionized charges, a fully depleted CdTe crystal can be achieved easily, even
with low depletion voltages. The phenomenon of crystal polarization shows that this
is not the case.

3.2. The phenomenon of crystal polarization
Since the early 1970’s (e.g. Bell [1974], Malm and Martini [1974]) it is observed that
CdTe based radiation detectors are not stable under operational conditions. The
observed effects are the following:

• decrease of the counting rate: the detector seems to lose quantum efficiency
over time. From an observational point of view, the spectral flux becomes smaller
during the time of observation.

• decrease of the charge collection efficiency (CCE): the spectrum is shifted
to lower pulse heights (energies) during the time of observation.

The decrease of the CCE starts directly after the depletion of the crystal with a very
small spectral shift of ∼10 eV/h if the detector is cooled to a temperature of T = 0◦C
[Meuris et al., 2011]. After the polarization time tpol, the flux starts to decrease
and the spectral shift becomes so prominent that the detector is no longer usable
as a spectroscopic device. A short reset of the depletion voltage restores the initial
performance. Therefore, the phenomenon is known as bias induced polarization effect.
The term polarization arises from accumulated space charge inside the CdTe crystal
i.e. the crystal is electrically polarized. Crystal polarization is caused by the Fermi
level crossing of deep acceptor levels which originates from the following two effects:

• enhanced band bending: the depletion voltage U bends all states in the
semiconductor to lower levels. Especially the deep acceptor levels can be bent
under the Fermi level and contribute to nion, see Fig. 3.3 (right).

• increase of the Fermi level due to the depletion voltage U . This effect is
described in Matz and Weidner [1998] and can be understood as the reverse
process of lowering the Fermi level with p-doping. In a depleted semiconductor
without photoionization, free charge carriers can only be generated thermally.
This results in an equal amount of majority and minority charge carriers (with
densities p and n). The intrinsic condition p = n is approached so that the Fermi
level under biased conditions EFbias will increase with respect to its unbiased
value EF0 according to [Sze, 1981, 1.4.3, Eq. (47)]

EFbias = EF0 + kBT · ln (p0/pbias) ≈ EF0 + 90 meV. (3.3)

This calculation assumes a temperature T = 15 ◦C, an intrinsic majority charge
density p0 = 6 ·107 cm−3, and a majority charge density under biased conditions
pbias = 1.6 · 106 cm−3.
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Both effects result in deep acceptor levels that are located below the Fermi level,
i.e. that are likely to become ionized by capturing electrons and enhance nion. To
understand why these effects can cause the polarization effect Eq. (3.1) serves as a
first intuitive view.∗ The increase of the space charge number density nion reduces the
depletion width proportional to 1/√nion. So, a fully depleted detector volume can be-
come partially depleted if a large fraction of the deep acceptor levels becomes ionized.
To understand the effects of crystal polarization, the electric field inside the crystal

must be investigated in more detail. Figure 3.4 illustrates qualitatively the electric
field distribution inside a medium of thickness d with an applied depletion voltage U ;
see the following section for a quantitative calculation. In the ideal case, the electric
field is constant and signal charge separation is uniform† in the whole medium, i.e.
independent of the absorption depth z (case a) in Fig. 3.4).
The Schottky band bending and the additional band bending by ionized deep ac-

ceptors amplify the electric field close to the anode because of the space charge in
that region. The field at the cathode must be reduced correspondingly to conserve
the voltage U : ∫ d

0
E(z) dz = U = const. (3.4)

The detector becomes polarized if a part of the crystal has a vanishing electric field
and cannot longer contribute to signal generation (case c) in Fig. 3.4).
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Figure 3.4. Qualitative diagram of different electric field distributions in a 1mm thick
detector. The cathode is located at z = 0mm and the readout anode at z = 1mm.
The depletion voltage is U = 300V in all cases. The Schottky contact of Fig. 3.3 with
indicated electric field (red) is shown on the right.
a) Ideal case: constant electric field in the complete detector volume.
b) Electric field distribution according to the Schottky contact.
c) Electric field distribution of a Schottky contact in a polarized medium.

The detector becomes insensitive near the cathode (z < 0.1mm).

∗Eq. (3.1) only applies for a constant distribution of nion under equilibrium conditions. Both as-
sumptions are not valid for a polarized CdTe crystal.
†This does not imply a uniform signal generation. Despite the constant electric field, the contribution
of signal charges to the detector output signal depends on the absorption depth z because of charge
trapping that differs for electrons and holes. See Sect. 1.3 for details on this issue.
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3.3. The polarization effect: a quantitative view
As shown in the previous section, crystal polarization is caused by the ionization of
deep acceptor levels that changes the amount of space charge and hence the electric
field distribution. The following calculations assume a detector consisting of a CdTe
crystal (with the space charge number density nion) which is depleted by the voltage U .
A quantitative investigation of crystal polarization can be done in four steps.

1. Assume a space charge density ρ.
2. Calculate the electric field E.
3. Calculate the charge collection efficiency CCE .
4. Find a model for the space charge density evolution with time, see Sect. 3.4.

The space charge density ρ must be known or assumed in a reasonable way. A
uniform distribution of ionized acceptors can be assumed∗:

ρ = −qenion (3.5)

The resulting electric field E can be calculated with Poisson’s equation:

∆Φ = −~∇ ~E = − ρ

ε0εr
(3.6)

With a = qenion/(ε0εr) Matz and Weidner [1998] calculated the penetration depth of
the electric field

zE =
√

2U/a (3.7)
and the electric field E as:

E(z) = 0 | z ≤ d− zE, zE ≤ d (3.8)
= a (z − d+ zE) | z > d− zE, zE ≤ d (3.9)

= a

(
z − d

2

)
+ U

d
| zE > d (3.10)

Figure 3.5. The electric field E as-
suming uniformly ionized acceptors.

The electric field distribution within the detec-
tor medium depends on the width d of the crystal,
the applied depletion voltage U , and the space
charge density which is represented by the num-
ber of ionized acceptors nion. The crystal is fully
depleted if zE > d (Fig. 3.5, green), i.e. for large
depletion voltages and for a small number of ion-
ized acceptors. If zE < d (Fig. 3.5, red) the elec-
tric field vanishes near the cathode and the detec-
tor is insensitive in this region.
∗This holds if all acceptors within a region 0 ≤ z ≤ zE are ionized and the region is free from charge
carriers. The charge density is then created by uncompensated deep acceptors [Stallinga, 2009,
§ 1.5.2].
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Figure 3.6. Representation of the modified Hecht equation (Eq. (3.12)). The rippled
lines represent the traveling of an electron (blue) or a hole (red), starting at z0. The
(fictional) numbers at the end of each line are the probabilities ρh and ρe that the
charge can travel the distance |z − z0|. See also the left part of Fig. 3.7.

The charge collection efficiency (CCE) can be calculated with the help of the
Shockley-Ramo theorem which states that the detector signal is generated by drifting
signal charges; see Sect. 1.3 for details. The mean drift lengths for electrons and holes

Le = µeτeE and Lh = µhτhE (3.11)

depend on the mobility-lifetime product µτ and the electric field E. The CCE can
be calculated with a modified version of the Hecht equation∗:

Qdet(z0) = Q0

d


z0∫

0

exp
− z0∫

z

dz′
Lh(E(z′))


︸                          ︷︷                          ︸

ρh(z)

dz

︸                                  ︷︷                                  ︸
dh

+
d∫

z0

exp
− z∫

z0

dz′
Le(E(z′))


︸                          ︷︷                          ︸

ρe(z)

dz

︸                                 ︷︷                                 ︸
de

 (3.12)

Because of charge trapping, the measured charge Qdet is smaller than the signal charge
Q0 which is originally generated in a distance z0 from the cathode. The charge
collection efficiency is defined as CCE = Qdet/Q0. Equation (3.12) becomes Eq. (1.20)
for a constant electric field E.
Figure 3.6 explains the idea of Eq. (3.12) graphically. Charge trapping has to be

considered as a statistical process and can only be studied in the context of averaged
values. The drifting of holes (index h) and of electrons (index e) contributes to the
total signal according to their individual mean drift lengths Lh and Le and must
be considered separately. In Eq. (3.12) the innermost integrals over z′ take the z-
dependence of the mean drift lengths Lh(E) and Le(E) into account. The exponential
terms in color, the signal length distributions ρh(z) and ρe(z), are the probabilities
that a drifting charge carrier reaches the depth z. The signal lengths dh and de,
calculated by integrating these distributions over all possible drift lengths, can be
interpreted as averaged drift lengths. In this sense, the CCE is proportional to the
area under the signal length distributions ρh(z) and ρe(z), see Fig. 3.7 (left).
The signal length distributions and the charge collection efficiency can be calcu-

lated† by inserting Eq. (3.11) and Eqs. (3.7 - 3.10) in Eq. (3.12):
∗ In the original publication, Hecht [1932] shows the dependence of the CCE on the drift length.
Kubicki et al. [1994] extend the theory to non-uniform electric fields.
†This calculation can be found in Matz andWeidner [1998]. Be aware of a typing error in their Eq. (9).
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Figure 3.7. Calculated charge collection efficiency for a 1mm thick CdTe detector
with a depletion voltage of U = 300V, mobility-lifetime products of µhτh = 10−4 cm2/V,
µeτe = 10−3 cm2/V, and a trap density of nion = 0.1 · nT = 4.5 · 1011cm−3. The electric
field penetrates the crystal from the anode (z = 1 mm) up to d− zE = 0.133 mm.
Left: signal length distribution ρ as a function of the crystal depth z for four different
photon absorption depths z0. In the case z0 = 0.6 mm, the signal lengths for holes dh
and for electrons de are indicated as red and blue areas. The ratio between the colored
area dh + de and the gray area (range: 0 mm ≤ z ≤ 1 mm and 0 ≤ ρ ≤ 1) equals the
charge collection efficiency.
Right: charge collection efficiency as a function of the signal generation depth z0.
Charge deposited in the undepleted region 0 ≤ z ≤ d− ze recombines directly because
of the vanishing electric field. In the active region d − ze < z ≤ 1mm, the total CCE
is only weakly dependent on z, despite the very different contributions of electron and
hole signals.

CCE(z) = 0 | z ≤ d− zE, zE ≤ d (3.13)

= 1
d

 µeτea

µeτea− 1

zE

(
z − d+ zE

zE

)1/(µeτea)

− z + d− zE

+

µhτha

µhτha+ 1
[
z − d+ zE

] | z > d− zE, zE ≤ d (3.14)

= 1
d

 µeτea

µeτea− 1

(β + d

2

)(
β − d/2 + z

β + d/2

)1/(µeτea)

− z + d/2− β


µhτha

µhτha+ 1

β − d/2 + z − (β − d/2)
(

β − L/2
β − L/2 + z

)1/(µhτha)


| zE > d (3.15)

with a = qenion

ε0εr
, β = U

ad
and zE =

√
2ε0εrU
qenion

. (3.16)
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Figure 3.8. The charge collection efficiency CCE according to Eqs. (3.13 - 3.16) as
function of the signal generation depth z0 for different depletion voltages U (left) and
trap densities nion (right). More details can be found in the description of Fig. 3.7.

Figure 3.7 (right) shows the charge collection efficiency for a partially depleted de-
tector, which is maximal for photon absorptions close to z = d − zE. In this rep-
resentative example, the CCE varies less than 10% for different photon absorption
depths within the depleted volume. The influence of crystal polarization on the CCE
depends on the β-parameter defined in Eq. (3.16) which depends in turn on the ra-
tio U/nion. Figure 3.8 shows the CCE for different depletion voltages U and acceptor
densities nion. A large value of β is favorable for spectroscopic measurements because
of the following reasons:
• At small values of β, the crystal can be only partially depleted. Radiation

absorbed in the undepleted volume creates signal charges that recombine directly
and can not be detected. A decreasing value of β reduces the quantum efficiency
of the detector and results in a decreasing observed flux.
• The CCE in the depleted detector volume decreases for lower values of β, ir-

respective of whether the detector is fully depleted or not. As a consequence,
mono-energetic photons are detected with smaller pulse heights for decreasing
values of β.
• For small values of β, the low energetic part of the spectrum degrades more

strongly as the high energetic part. The polarization effect is more pronounced
for low energy photons, because their shorter penetration depths result in an
interaction near the entrance window (cathode) where the electric field is weak
or even vanishes.

Experimentally observed crystal polarization showing all three mentioned effects is
presented in Fig. 3.28. The β-factor can be increased by using thinner crystals which
diminishes the quantum efficiency of the detector at high energies or by increasing the
depletion voltage which increases also the dark-current noise. The third important
quantity to increase β, the crystal temperature, is discussed in the next section.
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3.4. Timing evolution of crystal polarization
According to Eq. (3.2) an original concentration of ionized charges of nion,0 ≈ 108 cm−3

(see the footnote on page 99 for details of the calculation) results in a theoretical deple-
tion width of W ≈ 58mm for U = 300V, i.e. the detector is fully depleted. Doing the
same calculation assuming that all deep acceptors are ionized nion = nT ≈ 1012 cm−3

[Toyama et al., 2006] results in a strong polarized crystal which is only partially de-
pleted with a depletion width of W = 0.58mm.
Fortunately, it takes some time to ionize all deep acceptors. The fact that the Fermi

level is above the deep acceptor level does not mean that all levels are ionized imme-
diately, but that a large fraction of it will be ionized under equilibrium conditions.
The polarization time tpol states how fast the system approaches equilibrium. After
tpol a fraction of the deep acceptor levels is ionized and the electric field is deformed in
a way that it vanishes close to the cathode. The characteristic time constant τi that
governs the ionization rate of the deep acceptors is given by [Toyama et al., 2006]

τi = 1
nV σ vh

· e
ET−EV

kBT (3.17)

with the cross section for deep acceptor ionization σ, the thermal velocity of holes
vh, and the Boltzmann constant kB. For a given temperature T , this time constant
depends on the effective density of states for the valence band nV and on the energy
difference between the deep acceptor level ET and the top of the valence band EV.
Assuming that no deep acceptors are ionized at the moment the depletion voltage is
applied (t = 0), the number density of ionized deep acceptors nion can be calculated
via

dnion

dt = nT − nion

τi
⇔ nion(t) = nT

(
1− e−t/τi

)
(3.18)

If the depletion voltage is turned off, the deep acceptor levels are positioned above
the Fermi level and deionization of the ionized deep acceptors starts. Deionization
can be described with the time constant τd [Bell, 1974]

τd = 1
nV σ vh

(3.19)

and occurs much faster than ionization because no energy barrier is involved in the
process. With the initial number density of ionized deep acceptors nion,0 the temporal
evolution of nion is

dnion

dt = −nion

τd
⇔ nion(t) = nion,0 e−t/τd (3.20)

Elhadidy et al. [2007] shows nV and vh as a function of the temperature T:

nV = 4.829 · 1015 ((m∗h/me)T )3/2 cm−3K−3/2 (3.21)

vh = 6.743 · 105
√
T/(m∗h/me) cm s−1K−1/2 (3.22)
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The effective mass of holes in CdTe is reported with m∗h = 0.35me [Khlyap and
Sydorchuk, 2001]. Using Eq. (3.21) and Eq. (3.22) with Eq. (3.17) allows to calculate
the ionization time constant τi as a function of the temperature T for different ioniza-
tion cross sections σ and acceptor depths ET−EV. The polarization time tpol, defined
as the time at which the electric field at the cathode starts to vanish, can be calculated
with Eq. (3.18) and Eqs. (3.13 - 3.16). Figure 3.9 shows the calculated polarization
time tpol as a function of the temperature T for different ionization cross sections σ
and acceptor depths ET − EV assuming U = 300V and nT = 10−12 cm−3.
In literature, values for the acceptor depth are reported with 0.60 eV ≤ ET−EV ≤

0.77 eV, see Meuris et al. [2011] and the references therein. Elhadidy et al. [2007]
reports capture cross sections for near mid-gap levels of σ ≈ (10−15−10−17) cm2. The
presented calculations allow to conclude on crystal parameters (ET − EV or σ) by
measuring the polarization time or to calculate tpol for a given parameter set.

Figure 3.9. Polarization time tpol as a function of the temperature T . The calculations
are done with Eqs. (3.13 - 3.22) if not indicated otherwise. U = 300V, d = 1mm.

Besides the charge distribution presented in Eq. (3.5) more realistic and elaborate
models can be studied with the same theoretical steps as presented. Toyama et al.
[2006] suggested a λ = 87µm thin permanently ionized region at the anode. In this
region the deep acceptors are below the Fermi level, even in the unbiased case, see
Fig. 3.3 (center). Meuris et al. [2011] calculated for this geometry the polarization
time

tpol ≈
τi

d2

(
2εrε0
qenT

U − λ2
)

if U
d2 � 103 V

mm2 (3.23)

which is also shown in Fig. 3.9. The temperature dependence in Eq. (3.23) is identical
to the previous calculations as it depends solely on the ionization time constant τi.
Equation (3.23) with Eq. (3.17) shows that the polarization time depends on material
properties of CdTe (number density nT and energy level ET of the deep acceptors),
the geometry of the detector (detector width∗ d), and the conditions of operation
(temperature T and applied voltage U). See Fig. 3.30 for measured values of tpol.
∗ In Meuris et al. [2011] it is also mentioned that contrary to Eq. (3.23) tpol ∼ 1/d3 fits better to
their experimental results.
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3.5. Hardware configuration of Caliste-64

Figure 3.10. Caliste-64 in side view
(not to scale) and top view (true to
scale).

The high energy detector (HED) is realized
by a 8 x 8 pixel hybrid detector called Caliste-
64. The CdTe crystal is contacted on the
photon entrance window with a common Pt-
cathode and on the readout side of the crystal
with pixel individual Al-anodes. The pixels are
900 x 900µm2 in size with a 100µm inter pixel
gap surrounded by a 900µm thick guard ring.
See Fig. 3.10 for a sketch of Caliste-64. Each of
the anodes is connected to a subsequent read-
out channel∗ that performs a trigger analysis,
signal shaping and amplification, as well as sig-
nal multiplexing. 16 read-out channels are combined in one of four ASICs† called
IDeF-X V1.1 that are directly underneath the CdTe crystal and form the electrical
body of the camera. 49 input/output ports are used to establish the supply voltages,
to configure parameters for detector operation (low-energy threshold, peaking time,
disabling of pixels), and for signal output. See Meuris et al. [2009] for more details
on Caliste-64.

3.5.1. Readout process
Signal triggering and sampling

The HED operates in a triggered readout mode which means that the signal of a
pixel is sensed‡ continuously and an event is detected if the pixel signal exceeds a low
energy threshold. The readout process consists of a sequence of operations which are
summarized in Fig. 3.11:

• signal preamplification: the charge sensitive preamplifier accumulates signal
charges and dark currents. To prevent saturation, the resistor RF discharges the
feedback capacitor CF continuously with a time constant τF.

• pole-zero cancellation: even though τF is much larger than the sampling
time, the output of the preamplifier is no longer step like but exponentially
decreasing which results in a baseline undershoot of the following pulse shaper
output. Adding an additional resistor Rpz to the pulse shaper’s differentiator
corrects for this undershoot [Spieler, 2005, § 4.8.2] if

RFCF = RpzCdiff . (3.24)

∗The term Pixel identifies the detector substructure of the crystal and is used for photon interactions,
while channel identifies the readout electronics and is used in the context of signal processing.
†ASIC = application-specific integrated circuit.
‡ In this context, the term sensed pixel signal means that the charge is only compared to a threshold
value but not measured accurately which is indicated by the term sampling.
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• pulse shaping: the signal pulse is observed as a function of time. A Fourier
transformation of the signal pulse shows that the signal power is also distributed
at various signal frequencies (frequency space). To enhance the signal-to-noise
ratio, the pulse shaper attenuates all frequencies that are not characteristic of
the signal. In the easiest way, this is accomplished with a CR differentiator that
attenuates all frequencies below the cutoff frequency fc, low = 1/(2πRdiffCdiff)
followed by an RC integrator which attenuates all frequencies above

fc, high = 1/(2πRintCint). (3.25)

Operations in frequency space change also the signal shape as a function of time,
hence the name pulse shaping. The time constant of the integrator

τint = RintCint (3.26)

defines the rise time of the pulse while the time constant of the differentiator
τdiff = RdiffCdiff determines the pulse duration. In the case of Caliste-64, signal
shaping is realized by a fourth order Sallen-Key-type shaper with an adjustable,
global peaking time [Meuris et al., 2008].

• peak detection and storage: after the maximum of the pulse height is de-
tected it is stored in an analog memory and multiplexed to a serial readout pin.

The detection mechanisms of the LED and the HED are fundamentally different.
The LED operates in a continuous readout mode, i.e. the signal charge of the detector
pixels are read out in continuous steps. Between the readout, the detector integrates
all charges inside its sensitive volume. Dark currents result in an offset which must be
first measured and later on subtracted from all data. See Sect. 2.7.1 for more details
on the LED offset map. For the triggered readout mode of the HED, the continuous
discharge of the preamplifier results in an offset free sampling.
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Figure 3.11. Simplified schematic diagram of a Caliste-64 readout channel (black) and
its periphery (gray). The depleted CdTe crystal is shown as detector capacitance Cdet.
The charge sensitive preamplifier (preamp.) amplifies the signal pulse. A continuous
reset is achieved via RF and its resulting baseline undershoot is compensated by Rpz.
The pulse shaper cuts the low frequent parts via the differentiator and the high frequent
parts via the integrator out of the signal. The maximum of the signal peak is detected
and stored in an analog memory. The multiplexing unit connects all 16 channels of one
ASIC to one readout pin. The trigger mechanism is not shown in the figure.
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multiplexed into an ADC. See Fig. 3.13 for a temporal sequence of the shown signals.

The readout sequence of Caliste-64

If the measured signal of one channel exceeds the ASIC specific configurable threshold,
the readout sequence between Caliste-64 and the readout electronics, a SPARTAN3
FPGA, is initiated. See Fig. 3.12 for a simplified readout scheme of the HED and
Fig. 3.13 for a measured temporal sequence of the readout process.

1) trigger: a trigger signal indicates that an event occurred. The trigger threshold
can be set ASIC individually. All four ASIC triggers are merged into a global
trigger signal via an or-function of the ASIC specific trigger signals. Only the
global trigger is connected to an output pin of Caliste-64.

2) hold: all ASICs wait a configurable, global lock time tlock, during that the signal
charge can evolve to its maximal value. After tlock, Caliste-64 is set into a lock
state where it holds its present state and is insensitive to new events.

3) location: the readout electronics checks how many and which channels have
an active trigger by sending 16 pulses (clk_addr) and checking the response of
each ASIC (adr1 - adr4 ) in parallel. The number of all triggered channels is N .

4) read-out: the signal of each triggered channel is multiplexed to an ADC. The
clk_mux, consisting of N pulses, steps through the analog memory of all four
ASICS. The select_ASIC1 - select_ASIC4 signals are used to multiplex the dif-
ferent ASIC outputs to an ADC.
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5) reset: after resetting all internal registers and buffers, Caliste-64 is ready to
detect new events. The dead time td of the camera depends on the number of
channels that have to be read out. For one channel it is td,1 ≈ 66µs while for
all channels it is td,64 ≈ 132µs, see Fig. 3.13.

Figure 3.13. Temporal sequence of two HED readout processes following an external
charge injection: the signals are labeled identical to those shown in Fig 3.12. The 16
pulses of clk_addr are not resolved in this image. In the left image, only one pixel has
triggered. In the image on the right, all 64 pixels have triggered and are read out.

3.5.2. HED cooling environment

Figure 3.14. Caliste-64 with cool-
ing plate and cooling funnel. The
gap filling material is positioned be-
tween the Caliste body and the cool-
ing funnel via Kapton tape (yellow).

In order to operate the HED, crystal tempera-
tures below 0◦C are desirable to avoid crystal po-
larization within an observation time of several
hours. Convective cooling in a cold, dry nitro-
gen atmosphere turned out to be efficient and al-
lows crystal temperatures below 0◦. A mount-
ing plate and a cooling funnel around Caliste-64
(see Fig. 3.14), both made of aluminium, are in
thermal contact with the cold finger of the CAN-
DELA setup. For vacuum operation, the radiative
cooling between Caliste-64 and the cooling fun-
nel turned out to be insufficient and an additional
conductive cooling system was introduced using
thermal pads positioned between the cooling fun-
nel and the Caliste-64 body. The material of the
thermal pads must have the following properties: a high thermal conductivity, a low
outgassing rate, a malleable consistency with gap filling characteristics, and an elec-
trically isolating property. The silicone elastomer Tpli 280 fulfills all requirements
and is positioned between the Caliste body and the cooling funnel via Kapton tape.
Pt-100 temperature sensors are positioned at the cooling funnel and the mounting
plate to check the temperature conditions during detector operation. See Fig. 3.15 for
a picture of the installed Caliste-64.
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3.5.3. HED high voltage connection

Figure 3.15. Caliste-64 with external high
voltage (HV) pin connection. The low-pass
filter, is located within the HV coaxial cable
as close as possible to the detector cathode.
The lower image shows the flat construction
of the HV connection.

The high voltage connection, necessary
for crystal depletion, is applied between
the pixel individual Al-anodes and the
common, planar Pt-cathode. The cath-
ode is not connected via an I/O-pin of
Caliste-64 but via an external copper pin
that is pressed down on a conductive
epoxy drop located at the edge of the
cathode, see Fig. 3.15. This configura-
tion enables an easy and safe demounting
of Caliste-64. To suppress noise coupling
into the detector signal via the high volt-
age connection, an RC-RC low-pass filter
is installed within the HV coaxial cable
as close as possible to the detector cath-
ode. The HV connection is designed in a
flat style to enable a close positioning of
the HED and the LED.

3.5.4. HED timing accuracy
HED events are tagged with a seconds counter and a subseconds counter. The sub-
seconds counter is based on the system clock of the HED electronics (f = 100MHz)
and therefore increased in time steps of 10 ns. Considering the HED photon detection
process reveals that the time accuracy is limited by other effects. The signal pulse
results from drifting signal charges and has a duration that can be estimated for a
constant electric field | ~E| via

t = s/(µ · | ~E|) (3.27)

with the drift distance s and the mobility µ (see Tab. 1.1). For a photon absorption
near the cathode, i.e. for a pure electron drift, or for an absorption near the anode, i.e.
for a pure hole drift, the corresponding pulse widths are te ≈ 30ns and th ≈ 330 ns,
assuming s = 1mm and | ~E| = 300V/mm. Calculating the mean absorption depth z̄
and the variation of the absorption depth ∆z allows to estimate the mean signal
duration t̄drift and the variation of the signal duration ∆tdrift. The details of this
calculation are summarized in Appendix D.6. The results, presented in Fig. 3.16,
show that the mean drift duration is almost constant t̄drift = 80 ns for photon energies
E ≥ 80 keV and the one sigma variation is less than 60 ns for all energies.
The event time tag is defined by the time of the event trigger. The trigger analysis

is based on the output signal of the pulse shaper which has a typical peaking time of
10µs. The delay between the photon absorption and the trigger time of the channel is
defined as time-walk ∆tw(z0, E, Eth, tp) which depends on the absorption depth of the
photon z0, the event energy E, the detection threshold Eth, and the peaking time of
the shaper tp, see Fig. 3.17. The mean time-walk ∆tw(E,Eth, tp) is averaged over all
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Figure 3.16. Calculated signal formation for the HED (see Appendix D.6). The X-
ray mass attenuation coefficients for CdTe are approximated with the ones for tin and
based on Hubbell and Seltzer [2007]. The K-edge of tin is located at 29.2 keV while for
cadmium it is 26.7 keV and for tellurium it is 31.8 keV. The thickness of the detector
substrate d = 1mm and an electric field | ~E| = 300V/mm are assumed.
Left: for high energies (E > 60 keV) the mean free path of a photon becomes consider-
ably longer than the detector depth d and absorption becomes equally probable for all
absorption depths, which results in a mean absorption depth z̄ = d/2 = 0.5mm. The
one sigma variation of the absorption depth ∆z is ±0.34mm for E →∞.
Right: the mean drift duration is almost constant t̄drift = 80ns for photon energies
E ≥ 80 keV and the one sigma variation is less than 60 ns for all energies.
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Figure 3.17. The effect of time-walk for three different signals: the signal S1 (orange),
with the energy E1, is absorbed close to the cathode which results in a large fraction
of fast electron drifts. The signal S2 (green) has the same energy E1 but is absorbed
near the anode (large contribution of hole drifts). The energy of the signal S3 (blue)
is E2 < E1. The maximal output of the preamplifier Upa is proportional to the signal
energy and its rise time is defined by the drift durations ta, tb, and tc of the signal
charges to the detector electrodes. The rise times ta, tb, and tc are reprocessed by
the pulse shaper and produce the time-walks t′a, t′b, and t′c. The noise of the trigger
threshold ∆Eth and of the signal ∆PHA (only shown for S3) are indicated in gray.
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possible absorption depths. It can be measured or calculated—as function of E, Eth,
and tp—and all event times can be corrected for it. The fluctuations of the time-walk
(i.e. the differences ∆tw−∆tw) depend on fluctuations of the drift duration ∆tdrift, on
the signal noise ∆PHA, and on the noise of the trigger threshold ∆Eth, see Fig. 3.17.
These fluctuations define the time inaccuracy of the measurement.
For Caliste-64 Meuris et al. [2009] measured with tp = 9.6µs a minimal mean

time-walk of 2µs (E = 150 keV, Eth = 2 keV) and a maximal mean time-walk of 7µs
(E = 10 keV, Eth = 7 keV). These measurements are based on external charge injec-
tion and do not consider fluctuations of the drift time ∆tdrift. The time inaccuracy
due to electronic noise (∆Eth and ∆PHA) is measured to be less than 150 ns for
E > 10 keV if the mean time-walk is subtracted correctly. The mean drift time t̄drift
and the fluctuation of the drift time ∆tdrift presented in Fig. 3.16 must be reprocessed
by the pulse shaper to conclude on their exact contribution to the time-walk.

3.6. HED operation
Prior to the cooling of the setup, the vacuum vessel must be evacuated or flooded with
dry nitrogen. To reach stable thermal conditions, it takes roughly one hour using a
nitrogen atmosphere and more than 2 hours in vacuum. The power-up sequence of
the HED consists of only three steps: turn on the digital supply voltage, turn on the
high voltage for depletion, and configure Caliste-64 via a set of instructions which are
listed in a batch command file with the following meanings:

• enable/disable channels: each of the 16 readout channels for each ASIC can
be disabled. The trigger signal of a disabled channel is rejected and the signal
data are not stored in the analog memory. In this way, pixels or channels can
be tested individually and hot pixels can be switched off.
• injection or normal operation mode: an external signal pulse can inject

charges into all readout channels via a common capacitive coupling. In this
mode the readout channels are decoupled from the anodes to measure only the
injected amount of charge. Charge injection enables to investigate the electrical
characteristics of the readout channels. To address a single channel, all other
channels have to be disabled.

• set trigger threshold: the trigger threshold can be chosen as an equivalent
energy in the range 1 keV ≤ Eth ≤ 7 keV in steps of 6.2 eV. These thresholds are
rough estimates of the equivalent signal energy as each channel has a slightly
different energy bias and signal amplification. The trigger threshold can be set
for each ASIC and is identical for all channels of the ASIC.

• configure the pulse shaper: the peaking time of the pulse shaper can be
chosen between 1.2µs, 2.4µs, 3.6µs, 4.8µs, 6.0µs, 7.2µs, and 9.6µs which
is (according to Eqs. (3.25) and (3.26)) equivalent to cutoff frequencies in the
range 16.6 kHz ≤ fc, high ≤ 133 kHz. The peaking time is collectively set for all
channels of all four ASICS.
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• set reset time: the reset delay between the end of the hold signal and the
beginning of the reset signal can be chosen between 8-30µs in steps of 10 ns.
The duration of the reset pulse is identical to the reset delay (see Fig. 3.13).

3.7. Offline data analysis
During a measurement, the HED event data are stored in a collection of binary files,
each of 2MB size. After concatenating all files, the data can be analyzed with three
small programs that were all developed in the framework of this thesis. Figure 3.18
shows the processing chain of a typical HED data analysis.

1. HED_PEL_ADU: the binary data of the detector are converted into a pixel event
list in the fits table format. Each event consists of the following parameters:
• the pixel number 0 ≤ pix ≤ 63 and the x and y-positions of the event:

0 ≤ pixx ≤ 7 and 0 ≤ pixy ≤ 7. See Fig. 4.1 for the definition of the pixel
positions in the x and the y-directions within the setup.
• the pulse height value PHA of the event in units of ADU.
• the event time consisting of a counter number for seconds and for subsec-

onds. The time stamp of the first event is subtracted from all events so
that the measurement starts at t = 0. Overflows of the seconds counter
are recognized and corrected.

2. HED_CAP determines the pixel individual pulse height to energy transformation.
See the following section for more details on the energy calibration.

3. HED_CorGain applies the energy calibration to the data. Results of energy cali-
brated HED measurements are presented in Sect. 3.8.

Figure 3.18. A typical HED data analysis starts with the concatenation of all mea-
sured files to one file (data.tm). HED_PEL_ADU converts this binary file into a pixel event
list in the fits table format (data.fits). Based on a correlation algorithm, HED_CAP
calculates the optimal parameters for the energy calibration and stores the pixel in-
dividual results in data_gain.fits. HED_CorGain applies the pulse-height-to-energy
transformation according to these parameters.
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Figure 3.19. Creation of synthetic pulse-height spectra:
Top: the emission line spectrum (red), normalized to the intensity of the most domi-
nant emission line, is convolved with the expected energy resolution and the quantum
efficiency of the detector to create the synthetic energy spectrum (green). Both, the
energy resolution and the quantum efficiency are a function of the energy.
Bottom: using different parametrizations for the energy-to-pulse-height relation re-
sults in different synthetic pulse height spectra. For a linear energy-to-pulse-height
relation (like shown) the pulse-height offset OPHA shifts the spectra to other pulse
heights (left and center) while the gain g stretches or squeezes the spectra (left and
right).

3.7.1. Energy calibration
As for the LED, a full energy calibration that assigns each pulse-height bin to a specific
energy (or vice versa) is not accessible due to the limited presence of calibration lines.
The energy calibration method CSI∗ which is used for LED data (see Sect. 2.7.3) can in
principle also be used for an approximated HED energy calibration. In this section,
an additional method for the energy calibration which can handle less significant
calibration spectra, is presented. After describing the theoretical basis of this energy
calibration via correlation (ECC)† technique, it is used to calibrate HED data using a
linear and a non-linear pulse-height-to-energy relation. The differences between CSI
and the linear and non-linear ECC are finally presented in Sect. 3.8.1.

Theoretical description of ECC

The ECC method is based on the idea to construct multiple, synthetic pulse-height
spectra and to compare these spectra with the measured spectrum. The construction
method that results in the best match has the parameter set to be used for energy
calibration. ECC uses a parametrized energy-to-pulse-height relation to construct the
synthetic pulse-height spectra in the following way:

∗CSI = calibration via spline interpolation.
†The idea of the method is adopted from Irfu, CEA2, Saclay.
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1. The emission lines of the calibration sources have to be known in terms of
energy and intensity. The intensities are normalized relative to the intensity of
the strongest calibration line. See Fig. 3.19 (top left).

2. A synthetic energy spectrum, can be constructed by convolving each line emis-
sion with the expected resolution and quantum efficiency of the detector at this
energy. See Fig. 3.19 (top center).

3. The energy-to-pulse-height relation PHA(E |P )∗ with the parameter set P is
used to transform the synthetic energy spectrum into a synthetic pulse height
spectrum Ssyn, see Fig. 3.19 (bottom).

The last step is repeated for different parametrizations and each obtained synthetic
pulse-height spectrum Ssyn is compared with the measured pulse-height spectrum Sobs
via a correlation factor

cor =
PHAmax∑
PHA=0

Ssyn(PHA) · Sobs(PHA). (3.28)

Here, Sobs is also normalized with respect to its maximal line strength. The sum-
mation in Eq. (3.28) runs over all discrete pulse height values which are defined by
the resolution of the ADC. To check the quality of the parametrization, the optimal
correlation factor can be estimated via

coropt =
PHAmax∑
PHA=0

(Sobs(PHA))2 (3.29)

and compared with the correlation factor obtained by Eq. (3.28).
The parameter set P that results in a correlation factor with the smallest differ-

ence to coropt is chosen as the best parametrization and can be used for the energy
calibration which is done with the inverse energy-to-pulse-height relation

E(PHA |P ) = PHA(E |P )−1. (3.30)

In practical applications the observed correlation factors cor are smaller than coropt
because the synthetic spectrum is simplified and consists only of the most prominent
emission lines but ignores other spectral features like a background continuum. Only
if the energy resolution is estimated worse or if the quantum efficiency is estimated
larger than the true values, cor can exceed coropt. In such a case the synthetic model
should be reconsidered.
The advantage of the ECC method is that it is not restricted to line emissions.

Other spectral features like continuum radiation or the pulse width can be used to
construct the synthetic spectrum. The correlation factor of Eq. (3.28) includes more
spectral information than the CSI method and ECC can therefore operate with spectra
that have a lower counting statistics.
∗Here, (E |P ) means that the energy E is the variable with the parameter set P .
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Figure 3.20. Linear ECC shown for the HED pixel number 1 irradiated with Am-241.
Left: measured pulse-height spectrum (orange) in comparison to the synthetic spec-
trum with the highest correlation factor (blue).
Center: color coded correlation map as a function of the pulse-height offset OPHA and
the gain g. Three islands with large correlation factors are visible.
Right: the correlation map near the maximal correlation. The optimal parameters are
OPHA = 167ADU and g = 59.0 eV/ADU with a maximal correlation of cor = 6.216.

Linear pulse-height-to-energy relation

A linear pulse-height-to-energy relation is the simplest, non-trivial application of the
ECC method and is explained in the following. For a linear pulse-height-to-energy
relation the parameter set P consists of only two parameters, the gain g and the
pulse-height offset∗ OPHA. It is

E(PHA |P ) = g · (PHA−OPHA) (3.31)

and
PHA(E |P ) = 1

g
E +OPHA. (3.32)

With Eq. (3.32) synthetic spectra can be constructed for different parameters g and
OPHA. The pulse-height offset OPHA shifts the synthetic spectra to lower or higher
pulse heights while the gain g stretches or squeezes the spectra (see Fig. 3.19). Fig-
ure 3.20 (center) shows the color coded correlation factors of a specific pixel (pixel
number 1) as a function of g and OPHA. This correlation map points out that large cor-
relation factors are obtained for different combinations of the parameters g and OPHA
which is caused by the comb-like calibration lines of Am-241. The maximal correlation
cor = 6.216 is obtained for OPHA = 167 ADU and g = 59.0 eV/ADU. The optimal
correlation for the measured spectrum is coropt = 7.160.

∗To distinguish clearly between the offset value obtained as a mean value of dark frame measurements
and the offset of an energy calibration, the latter is labeled with the index ’PHA’.
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Figure 3.21. Linear ECC in case of an Am-241 calibration with 386 554 events. An
offset shift of 100ADU corresponds to an energy shift of at least 5.5 keV which shows
the necessity for a pixel individual energy calibration.
Top: HED pixel maps for the pixel specific offset, gain, and correlation values.
Bottom: distributions for the offset, the gain, and the correlation factor of the 64
Caliste-64 pixels.
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Figure 3.22. With a linear ECC,
pixel (2/4) shows an uncorrectable mis-
match between the observed and the
synthetic spectrum. The non-linear
ECC (green) is introduced in the next
section.

HED_CAP_lin computes pixel individual
pulse-height spectra and calculates for each
pixel the optimal parameters OPHA and g for
the energy calibration. Pixel individual offset,
gain, and correlation values are presented in
Fig 3.21. The offset and gain variations show
that a pixel individual energy calibration is nec-
essary to achieve spectroscopic measurements
with an energy resolution better than a few keV.
Figure 3.22 shows the observed and the best

synthetic spectrum obtained for pixel (2/4).
Both, the offset and the gain are adjusted to
match the most dominant line emissions. The
mismatch between both spectra is most promi-
nent at 700ADU and is in the order of 1.4 keV.
The mismatch is not the result of an erroneous
determination of the offset OPHA or gain g and
cannot be corrected with a linear ECC. An ad-
ditional distortion factor is required to match
both spectra. The phenomenon of non-linear pulse-height-to-energy relations is ob-
served in several pixels and is always linked with a reduced energy resolution of the
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59.5 keV emission line.

Non-linear pulse-height-to-energy relation

The ECC method can be extended to pulse-height-to-energy transformations that are
based on more than two parameters. For the HED a non-linear pulse-height-to-energy
relation according to

E = g · (PHA−OPHA)d (3.33)
which is equivalent to

PHA = (E/g)1/d +OPHA (3.34)
was studied. Here, the energy E of an event is calculated as a function of the pulse
height PHA with a gain g and a pulse-height offset OPHA. The distortion factor d
enables to deviate from a linear energy calibration (d = 1) to one with an increasing
slope (d > 1) and to one with a decreasing slope (d < 1).

HED_CAP_nl determines the pixel individual energy-to-pulse-height transformations
according to Eq. (3.34) and calculates the parameters OPHA, g, and d that result in
the largest correlation factor cor according to Eq. (3.28). Pixel individual offset, gain,
and distortion values are presented in Fig 3.23.
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Figure 3.23. Non-linear ECC in case of an Am-241 calibration with 483 729 events.
Top: HED pixel maps for the pixel specific offset, gain, and distortion values.
Bottom: distributions for the offset, the gain, and the distortion factor. The gain g is
not directly comparable to the gain presented for the linear ECC because its units are
eV/(ADUd). Four pixels have a distortion factor d < 1.

120



Energy calibration

In order to apply the pulse-height-to-energy transformation to the recorded data, the
program HED_CorGain is used in two versions, one for a linear correction according to
Eq. (3.31) and one for a non-linear correction according to Eq. (3.33). The program
uses the pixel individual optimal parameters OPHA, g, (and d) which are listed in
data_gain.fits and stores the energy calibrated events as a new pixel event list into
data_gain_cor.fits. See Fig. 3.18 for the data processing chain.

3.8. Results
The following analysis is based on a 100 minute irradiation of the HED with an Am-241
source (activity A = 2.8MBq) which results in a total number of 1 033 456 triggered∗
events. The measurement was made in a dry nitrogen atmosphere (P = 1 atm), with
a depletion voltage of U = 300V, a pulse-shaper peaking time of τint = 9.6µs, a
trigger threshold of E = 3 keV, and a setting temperature of the heat exchanger of
Ts = −45◦C. The temperature of the cooling funnel was measured at Tcf = −1◦C.
The LED was deinstalled for this measurement.
After converting the binary data into a pixel event list, the event rate, the integrated

hit map, and the pulse-height spectra of the measurement can be constructed with
fitsview (see Fig. 3.24).
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Figure 3.24. A 100 minute Am-241 measurement with a total of 1 033 456 events.
Left: the event rate as function of the time results in an averaged event rate of ap-
proximately 175 events per second. The fluctuations are in accordance with Poisson
statistics.
Center: hit map of the total observation. The HED is irradiated homogeneously.
Right: pulse-height spectrum of all HED pixels. The Np-Lα line (13.9 keV) is posi-
tioned at PHA ≈ 450ADU, the 59.5 keV Am emission is at PHA ≈ 1100ADU. The
spectral details are averaged out because of pixel individual variations between the
pulse heights and the corresponding energies.

∗The pattern recognition is not yet performed and split events are counted multiple times.
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3.8.1. Comparing different methods for the energy calibration
The mentioned HED measurement is analyzed with different energy calibration meth-
ods. The analysis is focused on the spectroscopic resolution, on systematic errors of
the energy, and on the low energy detection threshold which is detected as a steep
decrease of the background flux. See Tab. 3.1 and Fig. 3.25 for the summarized results.

HED_CAP_lin is used to apply a linear ECC and calculate the pixel specific offset
OPHA and gain g parameters similar to those presented in Fig. 3.21. Transforming
the pulse heights to energies (HED_CorGain_lin) results in the final pixel event list.
Figure 3.25 (top) shows the resulting energy spectra for single, double, triple, and
quadruple events. The misalignment between the single and double events indicates
a systematic error in the energy calibration which is largest for small energies. The
Np-Lα is observed at 13.8 keV with single events but at 11.5 keV with double events.
The occurrence of negative energies (256 events) and the observed energy threshold
of Eobs

th = 635 eV (the trigger threshold set is to Eth = 3 keV) indicates a systematic
error of more than 2.3 keV for small pulse-heights.
A non-linear ECC performed with HED_CAP_nl and HED_CorGain_nl reduces the

systematic errors; see Fig. 3.25 (center) for the corresponding energy spectrum. The
double event spectrum matches the single event spectrum with a maximal deviation of
∆E = 0.53 keV. Faint details like the Sn-Kβ fluorescence emission can now be resolved.
52 events have a negative pulse height after the subtraction of OPHA. Because of the
exponential distortion factor d in Eq. (3.33), these events cannot be assigned with an
energy and are therefore missing in the spectra.
A CSI based energy calibration is performed for comparison. HED_Peak finds the

pixel specific pulse heights of the calibration lines (Np-Lα, Np-Lβ, Np-Lγ, Am26,
Am59 Cdesc, Am59) and HED_CorGain_peak calculates the pulse-height-to-energy trans-
formation. The resulting spectrum (see Fig. 3.25 (bottom)) is similar to the one ob-
tained with a non-linear ECC. The misalignment between single and double event
spectra is reduced to maximal ∆E = 0.45 keV and a faint Cu-Kα fluorescence emis-
sion is now indicated around 8 keV.

Table 3.1. Summary of the spectroscopic properties of the HED listed as: the number
of events with a negative energy NNE , the observed energy threshold Eobs

th , and the en-
ergy resolution (FWHM) at 13.9 keV (∆E1) and 59.5 keV (∆E2). The difference between
the true line energy E0 and the detected line energy E is calculated via ∆ = E − E0 for
Np-Lα (∆14), Np-Lβ (∆18), Np-Lγ (∆21), Am26 (∆26), Cd-Kα escape of Am59 (∆36),
and Am59 (∆59). For all measurements the conditions are: TCdTe = 10◦C, U = 300V,
tp = 9.6µs, and Eth = 3 keV.

calibration NNE Eobs
th ∆14 ∆18 ∆21 ∆26 ∆36 ∆59 ∆E1 ∆E2

[eV] [eV] [eV] [eV] [eV] [eV] [eV] [eV] [eV]

lin. ECC 256 635 -138 186 652 759 1344 -84 959 1024
nl. ECC 52 3600 66 -73 17 -4 124 -75 935 1023

CSI 102 3054 -40 67 -7 72 69 -9 933 1026
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Figure 3.25. HED Am-241 spectra (bin size = 100 eV) of a 100 minute observation ob-
tained with a linear ECC (top), a non-linear ECC (center), and a cubic spline interpola-
tion (bottom). 1026 events are rejected because of an irregular pattern. The conditions
of the measurement are: TCdTe = 10◦C, U = 300V, tp = 9.6µs, and Eth = 3 keV.
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3.8.2. Spectral properties of the HED pixels
The following discussion of the spectroscopic resolution of specific HED pixels refers to
a non-linear ECC, but the results are similar for the linear ECC and the cubic spline
interpolation technique. Figure 3.26 presents a pixel specific Gaussian line fitting of
the 59.5 keV americium line emission. The mismatch between the fit and the true line
position is for all pixels within +100 eV and −300 eV.
The spectrum of the pixel (8/8) is presented in Fig. 3.27 and shows some outlying

properties. The epoxy drop and the copper pin, that are used to apply the depletion
voltage to the crystal cathode, are positioned above this pixel (see Fig. 4.1) and form
a thick, insensitive absorption layer. Photons can get Compton scattered in this layer
and the scattered photon can be detected by the pixel (8/8) with a reduced energy.
The statistical spread of the scattering process results in a reduced spectral resolution
of the pixel (∆E = 1430 eV FWHM at 59.5 keV in contrast to the best pixel resolution
of ∆E = 941 eV FWHM at 59.5 keV), see Fig. 3.27.
If the scattering effect is large enough to shift the position of the line to lower

energies, the energy calibration becomes incorrect and all photons that passed the
dead layer without scattering are recorded with an excess energy. This explains the
high energetic tail of pixel (8/8) and the overestimated line position of the fit at
E0 = 59.621 keV.
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Figure 3.26. Pixel individual spectral resolution at 59.5 keV. The presented data
are based on a non-linear ECC. The 59.5 keV Am-241 line is fitted by a Gaussian
distribution with three free parameters: the central energy E0, the width ∆E, and the
peak height N . See Fig. 3.27 for pixel individual spectra of the pixels (7/2) and (8/8).
Left: the central energies of the fit E0 and the true emission line have a maximal
mismatch of +100 eV and −300 eV. For pixel (8/8) it is E0 = 59.621 keV.
Center: the energy resolution, stated as full width at half peak maximum, is degraded
at the corner pixel (8/8) of the detector where the high voltage contact is located.
Right: the peak height of the fit in units of counts. The reduced counts in pixel (8/8)
result from absorptions in the high voltage contact pin.
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Figure 3.27. HED pixel spectra (bin size = 250 eV): the spectral shape of pixel (8/8)
can be explained with Compton scattering in an inactive layer positioned above the
pixel, which is formed by the high voltage contact. Pixel (7/2) is measured with the
best pixel specific energy resolution of ∆E = 941 eV and is presented for comparison.
Compare the counts at E < 10 keV and at E ≈ 40 keV.

3.8.3. Temporal stability of the HED
In the following, the bias induced polarization effect of CdTe and its impact on the
stability of the HED operation is studied with a spectroscopic approach. To guar-
antee stable thermal conditions, the HED is operated in a nitrogen atmosphere at
atmospheric pressure. The temperature is measured with two Pt-100 sensors located
directly at the cooling funnel of the HED and at a distance of about 4 cm. The
precision of the temperature measurement is estimated to be better than 1◦C. A
temperature difference between the measured temperature of the cooling funnel Tcf
and the temperature of the CdTe crystal TCdTe is assumed to be ∆T = +11K. The
temperature difference results from the power consumption of the Caliste-64 ASICs
(3mW per channel, 200mW in total [Meuris et al., 2009]) and the thermal coupling of
the ASICs to the cooling funnel and to the CdTe crystal. The details of the analysis
that allows to estimate the temperature difference ∆T are presented at the end of
this section.
The data recording starts a few seconds after the depletion voltage is set and is

restricted to the data of pixel (7/2). This approach does not allow to study pixel
individual variations∗ of the polarization effects, but is adequate to study the impact
of the temperature and the depletion voltage on crystal polarization. Figure 3.28
shows the evolution of an Am-241 spectrum within the first 8 ks of the observation.
The temperature is measured at Tcf = 5◦C (TCdTe = 16◦C) and the depletion voltage is
set to U = 200V. The increasing crystal polarization reduces the detection efficiency
and the charge collection efficiency by deforming the electric field inside the crystal.
Parts in the crystal with a vanishing electric field become insensitive to radiation and,
as a consequence, the measured flux is reduced. Other parts of the crystal, that are

∗Analyzing 22 of the 64 pixels of Caliste-64, Meuris et al. [2011] report pixel individual differences in
the peak drift with a maximal factor of two and differences in the polarization time of about 10%.
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Figure 3.28. Crystal polarization in CdTe observed at TCdTe = 16◦C and U = 200V.
Left: zoomed view on the temporal evolution of the 59.5 keV emission line. The reduced
detection efficiency and the reduced charge collection efficiency result in a decreasing
peak that is drifting to lower energies with increasing observation time.
Right: Am-241 spectra observed in the first (black) and the last (brown) 1000 seconds
of the observation show that crystal polarization is most prominent at low energies as
the averaged photon absorption is closer to the detector entrance window (cathode).

located closer to the anode, are sensitive to radiation but have a low electric field
and therefore a low charge collection efficiency. The latter effect shifts the detected
emission lines to lower energies.
In order to study the polarization effect more quantitatively, the peak positions

of the 59.5 keV emission line is measured as a function of time. The exposed posi-
tion of the line allows to detect the peak position by limiting the analysis to pulse
heights within 1000 ADU ≤ PHA ≤ 1200ADU and calculate a moving average of 400
seconds width of all events within this pulse-height range. Figure 3.29 shows that
the decrease of the peak position, i.e. the decrease of the charge collection efficiency,
starts directly after the depletion of the detector (t = 0). The initial peak drift
(dE/dt)i = −2238 eV/h changes to an intensive peak drift of (dE/dt)p = −9185 eV/h
once the polarization time is reached. These high values result from the high tem-

Figure 3.29. A quantitative measurement (TCdTe = 26 ◦C, U = 200V) of crystal
polarization. After detector depletion, the peak position of the 59.5 keV line drifts by
(dE/dt)i = 2238 eV/h. For t > tpol, the drift increases to (dE/dt)p = 9185 eV/h.
At lower crystal temperatures the peak drift is much less: (dE/dt)i < 1 eV/h and
tpol ≈ 33h are reported at TCdTe = −8◦C and U = 300V [Meuris et al., 2011]. The
measured flux shows a similar temporal evolution as the peak drift.
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Figure 3.30. Polarization time tpol and initial peak drift (dE/dt)i as a function of
the temperature. Tcf is the measured temperature at the cooling funnel and TCdTe is
the estimated temperature of the CdTe crystal. The polarization time and the initial
peak drift are both strongly dependent on the temperature. Increasing the depletion
voltages U increases the polarization time considerably but the peak drift only slightly.

perature of the CdTe crystal (TCdTe = 26◦C). A linear fit of the peak drifts (dE/dt)i
and (dE/dt)p followed by a calculation of the time of their intersection point allows
to determine the polarization time precisely, see Fig. 3.29 (left). The flux is obtained
by summing all events within 50 seconds of observation and calculating a moving
average. The fluctuations of the measured flux are too large to conclude on details of
its temporal evolution, but a similar behavior to the peak drift evolution is indicated
(see Fig. 3.29 (right)).
According to Eq. (3.23) crystal polarization depends on the crystal temperature and

on the applied depletion voltage. The polarization time tpol and the initial energy drift
(dE/dt)i at 59.5 keV are measured in the same way as described above for different
temperatures and depletion voltages. Figure 3.30 summarizes the results. Matching
these results with the polarization times reported in Meuris et al. [2011] results in the
estimation of the temperature difference ∆TN2 = +11K between the cooling funnel
and the CdTe crystal.
The operation of the HED is possible for crystal temperatures close to room tem-

perature and below. The spectral properties of the HED benefit from decreasing
temperatures in two ways: the polarization time increases and the peak drift during
the observation decreases. The first effect allows to operate the detector on longer
time scales and the latter effect increases the spectral resolution of the observation.
Furthermore, the depletion voltage can be increased at low temperatures because of
the diminished leakage current. The higher depletion voltage increases the peak drift
only slightly but—according to Eq. (3.23)—the polarization time in a linear way .
Using a nitrogen atmosphere limits the set temperature of the heat exchanger to a

minimum of Ts = −20◦C which results in a cooling funnel temperature of Tcf = 5◦C
and a crystal temperature of TCdTe = 16◦C. At lower temperatures the heat exchange
with the surface of the vacuum vessel increases strongly and vapor condensation at
the outer layer of the vessel becomes an issue. For vacuum operation the minimal
set temperature is Ts = −80◦C which results in Tcf = −45◦C. The temperature dif-
ference is measured in the same way as for the operation in nitrogen. It increases to
∆Tvac = 29K because of the loss of the convective cooling flow via the nitrogen gas.
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3.9. Summary
The embedded design of a 1mm thick CdTe crystal with the very low noise IDeF-X
ASICs results in a detector capable to perform spectroscopy and imaging in an energy
range 2 keV ≤ E ≤ 100 keV and makes the HED an ideal addition to the LED.
The integration of the HED into CANDELA included a spectrum of tasks addressing

the mechanical and electrical configuration. The cooling environment of the HED was
optimized by rebuilding the cooling funnel and preparing a thermal contact between
the cooling funnel and Caliste-64 via thermal pads. The high voltage contact of the
planar HED cathode was reconstructed to allow a close position of LED and HED
with a minimal distance of 5mm.
The polarization effect of CdTe is a critical factor for the operation of the HED

and was therefore studied in detail. The theoretical treatment allows to conclude on
the influence of all relevant parameters and to estimate the duration of stability for
different operation conditions. Via studies of the temporal evolution of spectroscopic
measurements, not only the influence of crystal polarization on the operation stability
and on the spectral resolution can be quantified, but also the crystal temperature—
which cannot be measured directly with the used setup—can be recalibrated. The
cooling capability of the HED is the limiting factor for stable HED operation on long
time scales. Using a nitrogen atmosphere, stable operations are measured for time
scales larger than 3.7 hours. With vacuum conditions, operation stability is limited
to 2.5 hours with the present setup.
The triggered readout concept of the HED necessitates a different way of analyzing

the measured data. As part of this thesis a data analysis software specific for HED ob-
servations was written, tested, and used to investigate the spectroscopic performance
of the HED. In this process an alternative method for energy calibration was tested
and further developed to account for non-linear pulse-height-to-energy relations. Ap-
plying a linear ECC results in systematic errors which can be larger than 1 keV. The
non-linear ECC or the CSI technique have a comparable spectroscopic performance.
The advantage of the non-linear ECC is founded in its capability to use all kinds of
calibration spectra and that it is not limited to emission lines. Furthermore, because
it is not concentrating on the line peaks, but on the whole line shape, it can operate
with lower counting statistics than needed for the CSI technique.
The spectroscopic studies of the HED result in measured systematic errors smaller

than 100 eV and a resolution of ∆E = 1023 eV (FWHM at 59.5 keV) for TCdTe = 10◦C.
Meuris et al. [2009] report ∆E = 842 eV (FWHM at 59.5 keV) for TCdTe = −10◦C. The
differences are mainly caused by the peak drift which is ∼ 60 eV/h at TCdTe = 10◦C
and below 1 eV/h at TCdTe = −10◦C, [Meuris et al., 2011, Fig. 11]. Despite the limiting
cooling capabilities of CANDELA, the HED shows excellent spectroscopic results and
a large quantum efficiency in the hard X-ray range which extends the spectro-imaging
capabilities of the LED.
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4. LED and HED in a stacked setup
The individual detector specifics of the LED and the HED were presented in Chap-
ters 2 and 3. In the present chapter, the mutual influences of both detectors—mainly
the absorption effect of the LED on the HED and fluorescence emission of the HED—
are investigated in Sect. 4.2. Section 4.3 introduces the analytical steps which are
necessary to study both detector units in one framework. The combined event anal-
ysis opens up new possibilities to use the stacked detector setup which are presented
in Sect. 4.4.

4.1. The stacked setup
Figure 4.1 shows the positioning of the LED and the HED. The HED is positioned
10mm behind the LED; both detector substrates are plane parallel and (almost)
centered on each other. The HED is connected from the back∗ of the CANDELA
setup and the LED is connected from the sides.

0/0

7/7

HEDLED

0/0

63/63

63/0

0/63

7/0

0/7

x

y

x

y

Figure 4.1. Front view on the setup with installed HED (left) and LED (center).
Reflections on the highly polished detector surfaces may be misleading on these images.
Right: the HED with a drawn, superimposed, semi-transparent LED image shows the
alignment of the stacked detector setup. This is the perspective from which a ∼15 keV
photon may "see" the setup. The orientation of the x- and y-directions of both detectors
are not identical: the origin of the pixel numbering is on the top left corner for the LED
but on the bottom right corner for the HED.

∗The location of the radioactive sources are defined as the front of the CANDELA setup.
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4.2. Mutual influence
The mutual influences that are discussed in this section can affect the imaging and
spectral performance of the LED and the HED. Negative effects between the two
detectors can be of thermal, electrical, and radiative origin and appear in the form of
heating, signal crosstalk, flux absorption, and fluorescence emission. Positive effects
that result from the stacked detector configuration are presented in Sect. 4.4.
A conductive thermal coupling between the LED (PLED ≈ 0.8W) and the HED

(PHED ≈ 0.2W) is not possible because both detectors are only coupled by the com-
mon cold finger which is a large thermal reservoir.
In a nitrogen atmosphere convective heating between both detectors can increase

the operating temperatures of both subsystems. A temperature influence between
both detectors was studied via spectroscopy. The LED and the HED spectra are not
influenced by the operation of the other detector. This is explainable by the good
thermal coupling to the cold nitrogen gas. This analysis also shows that electrical
crosstalk, i.e. a signal interference of one detector to the other detector is not existing.
Under vacuum conditions a radiative heat transfer is the only possible remaining

thermal interaction between both detector subsystems. Using a set temperature of
Ts = −60◦C and the maximal CAMEX gain gcmx = 100 %, an indirect temperature
measurement is performed by comparing the offset and the noise of the LED (see
Sect. 2.7.1) before and after the power up of the HED. The resulting temporal evo-
lution of the pixel averaged offset and noise values are shown in Fig. 4.2. The LED
offset increases by ∼1.0% and the LED noise by ∼2.4% if the HED is switched on.
The thermal equilibrium is reached after approximately two hours. The offset change
can be compensated with an updated offset measurement; the increase of the noise
results in an equal increase of the energy uncertainty ∆EFWHM, i.e. in a small decrease
of the energy resolution.
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Figure 4.2. Evolution of the LED offset and noise after the HED is powered up. The
offset and the noise of the LED increase because of radiative heating caused by the
HED. The pixel averaged offset (left) increases by ∼45ADU which can be corrected
with an update of the offset map. The mean pixel noise (center) increases by roughly
1ADU (∼1.3 eV). The difference between the offset maps observed at t = −4min and
at t = 134min (right) shows that the offset increases homogeneously over the LED pixel
matrix (except for the known bad pixels).
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Figure 4.3. LED hit map observed
in the energies Cd-Kα ± 200 eV and
Te-Kα ± 200 eV in 10.8 ks.

The presence of the HED influences the
LED spectrum via cadmium and tel-
lurium fluorescence lines, see Fig. 2.35.
The L-fluorescence lines (Cd-Lα = 3.1 keV,
Te-Lα = 3.8 keV) are indicated in Fig. 2.37;
the more energetic K-fluorescence lines
(Cd-Kα = 23.2 keV, Te-Kα = 27.5 keV) can
be observed with the CAMEX gains gcmx =
33 % and gcmx = 21 %. Figure 4.3 shows an
LED hit map that is restricted to events with
energies near (±200 eV) Cd-Kα and Te-Kα.
The central position of the HED is indicated
by an increased counting statistics. The fig-
ure shows that fluorescence emission is ori-
ented predominantly orthogonal to the sur-
face of the CdTe crystal which can be ex-
plained with an increased self absorption at flatter emission angles. Using the two
highest CAMEX gains, the LED spectrum is not influenced by cadmium or tellurium
K-fluorescence lines because they are both out of the observing energy range of the
detector (E < 19 keV).
The HED spectrum is practically not influenced by silicon fluorescence lines be-

cause of three reasons: first, the energy of the lines (Si-Kα = 1740 eV) are typically
below the trigger threshold∗ of the HED. Second, the silicon fluorescence yield is low
(ySi ≈ 0.05, see Fig. 1.11) which suppresses the generation of Si-fluorescence. Third,
the LED absorbs radiation and re-emits fluorescence lines predominantly at its photon
entrance side which is the opposite direction of the HED.
The photon absorption in the LED reduces the HED photon flux at low energies.

Figure 4.4 shows the HED spectrum of Am-241 observed with and without installed
LED. The spectra are almost identical at energies E > 25 keV but differ at lower
energies. The measurement with the installed LED, is additionally irradiated with
Fe-55 which cannot pass through the LED. The observed flux reduction is caused by
the quantum efficiency of the LED which drops sharply for E > 10 keV. See Fig. 4.4
(right) for a Geant4 simulation of the quantum efficiency of the LED and the HED in
the stacked configuration [Pürckhauer, 2015]. Notable is the fact that the low energy
background at E < 10 keV is reduced by a factor of about 40% if the LED is installed.
This gives a hint on the composition of the low energy background; besides the events
which are produced within the detector as a result of noise, a considerable (∼40 %)
part of the background must originate from K- and L-fluorescence photons that are
generated by the irradiation of various elements within the CANDELA setup.

∗The choice of the trigger threshold Eth depends on the noise level at the anodes of the Caliste-64
channels and is usually chosen as Eth = 3 keV within the CANDELA setup. The minimal selectable
threshold is Eth = 1 keV.
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Figure 4.4. Left: HED spectrum observed with installed LED (orange) and without
LED (purple). Only single events are used for the spectra. The conditions of the
measurements are: TCdTe = 10◦C, nitrogen atmosphere (P = 1 atm), a depletion voltage
of U = 300V, a peaking time of tp = 9.6µs, and a trigger threshold of Eth = 3 keV. Both
spectra are calibrated with a non-linear ECC (see Sect. 3.7.1). The slightly better energy
resolution with installed—but switched off—LED can be explained with a reduced
temperature of the HED caused by the shielding of thermal radiation by the LED.
Right: Geant4 simulation of the quantum efficiency of the LED and the HED in the
stacked detector configuration used in the CANDELA setup [Pürckhauer, 2015].

In summary, the (negative) mutual influences between the LED and the HED are
marginal. Electrical crosstalk is not observed; heating effects of both detectors are
measurable, but can be minimized with a proper operation of the detector system:
the HED supply voltage must be switched on during the thermalization process of
the LED, while the HED depletion voltage should be switched on only shortly before
the measurement starts to prevent premature crystal polarization.
Spectral influences of both detectors are prominent: the HED spectrum is cut

off below ∼10 keV and considerably reduced between 10 keV and 20 keV. The LED
observes K- and L-fluorescence emission of cadmium and tellurium. All spectral effects
become less important considering the designated operation modes for both detectors:
the LED is intended to operate in a high gain mode (gCMX = 100 % or gCMX = 61 %)
and is therefore not influenced by Cd or Te K-fluorescence; the HED focuses on
energies above 10 keV and is therefore not effected by silicon fluorescence.

4.3. Data analysis
In order to analyze LED and HED data in the same framework, the LED and HED
pixel event lists (PELs) are combined into a common event list (CEL). In the CEL,
the events are no longer positioned using pixel coordinates, but within a common
coordinate system in units of millimeters. PELs2CEL is a software, written for this
thesis, that builds a common event list using an LED and a HED pixel event list. The
LED and HED PELs must be preprocessed as described in Sect. 2.7.3 and 3.7. The
resulting CEL consists of the following entries:
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Figure 4.5. Structure diagram of the combined analysis of LED and HED data. The
preprocessing of data_PEL_eV.fits and data_gain_cor.fits is sketched in Fig. 2.23
and Fig. 3.18. The PELs2CEL software combines these two pixel event lists and trans-
forms the pixel coordinates into a common coordinate system. Another software,
TimeCoin, filters the common event list for time coincident events.

• the x-, y-, and z-positions relative to a common coordinate system.

• the energy of the event.

• a common time coordinate.

• the split type of the event, defined according to Fig. 2.24.

The event energy is part of the LED and HED preprocessed PELs. The split types of
the HED must be transformed to match the new directions of the common coordinate
system. A sub-pixel resolution can be obtained for split events, if the center of mass
of the split parts is calculated. In the current status of the setup this is not imple-
mented but planned for future work. The transformation of the events into a common
temporal and spatial coordinate system is discussed in detail in the following sections.

4.3.1. The common coordinate system
To correlate the two images observed by the LED and the HED, a common coordinate
system is used. Besides imaging, the precise knowledge about the mutual positioning
of both detector units is necessary for the analysis of LED-HED interactions, e.g.
scattering effects. The center of the LED is chosen as origin of the common coordinate
system (CCS) and the direction of the pixel rows and columns of the LED are chosen
as the x- and y-directions of the CCS; see Fig. 4.6 for a sketch of the geometry.
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Figure 4.6. Coordi-
nate systems of LED
and HED.

In order to verify the positioning of both detectors, a struc-
tured shield, as shown in Fig. 4.7, is used to project an X-ray
image on both detectors. The analysis of the resulting LED
and HED hit maps shows the mutual positioning of both de-
tectors in a rough way and is limited by the dimensions of
the LED and HED pixels, 0.5mm and 1.0mm, respectively.
To enhance the accuracy of the detector alignment, two op-

tical images, one with the installed LED and the other one
with the (solely) installed HED are used, similar as in Fig. 4.6.
To minimize errors due to image distortions, the distance be-
tween the optical camera and the detectors is chosen as large
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Figure 4.7. Left: brass shield with the IAAT logo in the dimensions 30 x 31mm. The
shield was installed horizontally flipped to match the LED x- and y-directions. The
sizes of the LED and HED images are indicated.
Center: the LED hit map observed in 450 s with Fe-55 and Am-241. The shade like
structure (red) of the ring (orange) results from the displacement between the Fe-55
and the Am-241 source. Column number 10 is set bad.
Right: the HED hit map observed in 1.4 ks with Fe-55. Be aware of the rotated
coordinates.

as possible (∼2m) and the detectors are placed in the center of the images. For
the alignment of the images and the position measurements, standard image manip-
ulating software∗ is used. The dimension of the HED (10 x 10mm2) and of the LED
(32 x 32mm2) are used to transform the pixels of the optical camera (photo pixels)
into lengths. The x- and the y-directions are calibrated individually to compensate for
direction specific distortions or non-squared photo pixels which turned out to be not
the case (the calibration factors are 14.910 x-photo-pixels/mm in contrast to 14.888
y-photo-pixels/mm). The uncertainty in the x- and y-directions is conservatively es-
timated to 2 photo pixels each, which results in ∆x = ∆y ≈ 0.13mm. The analysis of
the optical images shows that the center of the HED is positioned at x = −1.42mm
and y = −0.01mm and the direction of the pixel rows and pixel columns of the HED
are slightly misaligned to the x- and y-directions of the CCS by 0.74◦.

4.3.2. Timing
An accurate timing of LED and HED events is necessary to identify photons that
interact in the LED as well as in the HED. The time delay caused by atomic transitions
(µs to ns) or due to the limited speed of light (33 ps for a light traveling distance of
10mm) are much shorter than the time accuracy of the CANDELA setup (2.44ms).
Therefore, scattering and fluorescence events are considered coincident in time. To
identify time coincidence, the LED event time and the HED event time must be
known relative to each other, but not absolute to another reference system.
∗GIMP is used to align the images via (small) displacements and rotations. Inkscape is used to
measure distances in the images.
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Due to their heritage of different experiments, the LED and the HED subsystems are
in the current configuration working with two individual chronometers that are both
based on system clock counters. The LED and the HED system clocks are 100MHz
each, originating from two different oscillator circuits. This configuration has three
difficulties.

1. LED and HED data have an offset in their timing. This time offset t0 results
from the delay between the power up of both detector systems.

2. Small, constant differences in the frequency of the individual oscillators result
in a systematic error∗ csys for the relative timing of both detector systems.

3. Variations in the frequency of the individual oscillators result in additional
uncertainties of the time difference between both systems.

The timing offset and the systematic error can be recalibrated using a time variable
source and observing the flux variations within the LED and the HED. In the simplest
case, a manual opening and closing of the source shield can be used as flux variation.
In the presented timing calibration the LED time tLED is considered to be fix and only
the HED time is recalibrated. The time offset can be corrected with a constant time
shift t0 and the systematic error is corrected with a correction factor csys according to

t∗HED = tHED · (1 + csys) + t0. (4.1)

Figure 4.8 shows the measured LED and HED flux as a function of the observation
time. During the total observation time of 10.8 ks, the source shield was closed ap-
proximately each 15 minutes for a duration of 20 s. The opening and closing of the
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Figure 4.8. LED (red) and HED (blue) flux measurements in order to calibrate the
timing of both subsystems. During 10.8 ks of observation, the Am-241 source is opened
and closed several times (left). The zoomed image (center) of the measured counting
rates for the LED and the HED shows a time offset of ∼7 s at the beginning of the
measurement. The systematic time drift (csys ≈ −6.8 · 10−6) can be estimated by
the evolution of this offset with increasing observation time. After correcting for both
effects, the remaining relative timing error is in the order of several 10ms (right).

∗Here, the term systematic error does not mean that the error is constant but that it is determined.
A time shift of 1ms per hour is a systematic error.
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Am-241 source is accomplished via a rotation of the source shield. Because of a pro-
jection effect during the rotation, the edges of the LED can be irradiated without
irradiating the (smaller) HED. To correct for this effect, only the central 1 x 1 cm2

part of the LED is further considered. The falling and rising edges of the LED and
the HED flux are measured and t∗HED can be fitted to tLED according to Eq. (4.1) with
the results: t0 ≈ 7.004 s and csys = −6.8 · 10−6. The timing inaccuracy is estimated
via the residuals tLED - t∗HED and is in the order of several 10ms (see Fig.4.8).

Timing calibration with fluorescence events

t [ks]
-1.5

-1.0

-0.5

 0

 0.5

 1.0

 1.5

 0  1  2  3  4  5  6  7  8  9

t L
E

D
  -

 t
* HE

D
 [m

s]

Figure 4.9. Timing calibration with
coincident fluorescence events: the HED
time is recalibrated according to Eq. (4.1)
and the remaining residuals between the
(fixed) LED time tLED and the calibrated
HED time t∗HED is a measure of the timing
inaccuracy which is less than ±1.5ms.

The timing accuracy can be improved dra-
matically by using fluorescence events for the
timing calibration. A fluorescence photon
that is emitted from the HED and detected
in the LED represents two time coincident
events that can be identified by their energy
depositions. As Cd-Kα is the most promi-
nent fluorescence emission of the HED it is
used for the following calibration.
The LED pixel event list is filtered for Cd-

Kα fluorescence events and the HED PEL is
filtered for events of the Cd-Kα escape peak
of the 59.5 keV americium emission line: dur-
ing the measurement, 34 731 escape events
were emitted by the HED and 8412 fluores-
cence events were detected by the LED. The
difference results because of escape photons
that do not hit the LED or that are not de-
tected by the LED because of their large en-
ergy (23.2 keV).
For the calibration, the LED time is as-

sumed to be fix and the HED time is fitted to match the LED time. Figure 4.9 shows
that the resulting residuals between the LED time and the recalibrated HED time
are less than ∆texp = ±1.5 ms. The theoretical limit of the time accuracy can be
estimated with the frame rate of the LED which is 410 frames/s = 2.44ms/frame.
Because of the very good timing capability of the HED, the HED time can be inter-
preted as an (almost) true event time. The delayed readout of the LED results in a
negative time accuracy of ∆tth = −2.44ms. The recalibration, i.e. the fitting routine,
shifts the HED time to minimize the magnitude of the absolute error and results in a
theoretical time accuracy of ∆tth = ±1.22 ms.
In summary, the timing of LED and HED events can be done roughly via the analy-

sis of artificially induced flux variations. This first timing calibration helps to identify
time coincident fluorescence and escape events which enables to perform a more ac-
curate timing calibration with a measured accuracy of ∆texp = ±1.5 ms which is close
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to the theoretical limit of the system in its current configuration (∆tth = ±1.22 ms).
For the future, an electronics based synchronization of the LED and the HED time
counter via the already existing SpaceWire communication [Pinsard and Cara, 2008]
is scheduled and will help to simplify the data analysis and to enhance the timing
accuracy even further.

4.4. New possibilities to analyze stacked detectors
Besides the coverage of a broad energy range with one single telescope, a stacked
detector setup enables new ways of data analysis and of observation.

Fluorescence events

At first sight, the detection of fluorescence emission is a disadvantage that comes
with a stacked detector setup. But, a fluorescence event detected in detector A is
correlated with the occurrence of an escape event in detector B. Such event pairs
can be recognized via coincident time stamps and via the characteristic energy of the
fluorescence emission. Combining both events has several advantages:

• reconstruction of the original energy: even if the reconstructed events suffer from
enhanced noise due to the event sharing and will therefore be rejected for analysis
methods that require the best spectral resolution possible, the reconstructed
events help to measure the observed flux more accurately.

• subtracting fluorescence emission: the fluorescence event can be canceled out
of the spectrum of detector A and faint spectroscopic structures can become
visible.

• canceling the escape peak of the spectrum of detector B. Again, this allows to
detect faint spectroscopic effects at the corresponding energy more precisely.

• the fluorescence event and the escape event are time coincident events that can
be used to calibrate the relative timing between LED and HED (see Sect. 4.3.2).

As the fluorescence yield for CdTe is considerably higher than for silicon (see Fig. 1.11)
the most likely scenario is the occurrence of an escape event in the HED followed by
the detection of the fluorescence emission in the LED. The area that is covered by
the LED and the quantum efficiency of the LED at the energy of the fluorescence
emission (η ≈ 25 % at Cd-Kα) are both relevant factors to calculate the probability
for the fluorescence detection. The stated quantum efficiency is a lower limit because
of the close distance between HED and LED (d = 10mm) and the large area of the
LED (32 x 32mm2), the fluorescence emission is likely to pass through the LED non-
orthogonal, which enhances the possible interaction length of the photon. A ratio
between LED fluorescence events and HED escape events of 7097/27866 ≈ 25.4 % is
measured for Cd-Kα fluorescence.
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Compton reprocessing

Compton scattering can modify the LED and the HED spectra and can be differen-
tiated into two processes: Compton forward scattering (CFS) describes the Compton
scattering of an incident photon in the LED with a resulting scattering angle θCFS so
that the scattered photon hits the HED. Compton backward scattering (CBS) refers to
a Compton interaction in the HED with a scattering angle θCBS so that the scattered
photon hits the LED. Assuming incident photons that are directed perpendicular to
the detector surfaces, the possible scattering angles for the CANDELA setup geom-
etry are 0◦ ≤ θCFS ≤ 64.5◦ and 115.5◦ ≤ θCBS ≤ 180◦. The energy of the scattered
photon E ′ and of the Compton electron Ee can be calculated according to

E ′ = E0

1 + E0
511 keV

(
1− cos (θ)

) (4.2)

Ee = E0 − E ′. (4.3)

Figure 4.10 shows the graphs of Eq. (4.2) and Eq. (4.3) as a function of the incident
photon energy E0 for all possible scattering angles θ in the case of CFS and CBS. The
dominant emission line of Am-241, E0 = 59.5 keV, results in

55.8 keV ≤ E ′CFS ≤ 59.5 keV, and 48.3 keV ≤ E ′CBS ≤ 51.0 keV, (4.4)
0.0 keV ≤ Ee,CFS ≤ 3.7 keV, and 8.5 keV ≤ Ee,CBS ≤ 11.2 keV. (4.5)

The colors indicate the detection in the LED (red) and in the HED (blue). In the case
of CFS, the Compton reprocessing results in an enhanced low energy background for
the LED and an additional low energy tail for each detected line in the HED spectrum.
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Figure 4.10. Compton forward scattering (CFS, left) and Compton backward scat-
tering (CBS, right) calculated for the geometry of the CANDELA setup according to
Eq. (4.2) and Eq. (4.3). The energy of the Compton electron Ee and of the scattered
photon E′ are deposited in the LED and the HED or vice versa, depending on the
scattering being forwards or backwards directed.
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The detector configuration of the CANDELA setup is suitable to detect Compton
forward scattering in a wide energy range: for the LED, the low energy threshold
and the high energy limit was measured to Eth = 144 eV and Emax > 60 keV (see
Tab. 2.4) which results in a range of incident photon energies 11 keV ≤ E0 ≤ 263 keV
that can be detected with the CANDELA setup via CFS, see Fig. 4.10 (left). To
detect Compton back scattering events is difficult because the trigger threshold of the
HED Eth > 3 keV, the energy range of the LED, and the quantum efficiency of the
LED are not suited for such measurements, see Fig. 4.10 (right).
The detection of CFS events allows to reduce the background in the LED and the

HED spectra. Furthermore, advanced analysis methods allow to build a Compton
camera and a Compton polarimeter.

• Compton camera: the geometry of the Compton scattering can be used to
trace the scattered photon back and to estimate its direction of arrival.

• Compton polarimeter: the dependency of the Compton scattering cross sec-
tion on the polarization vector of the incident photon can be used to measure
the degree and the angle of the incident radiation.

A detailed description of these two applications is given in the second part of this
thesis.

4.5. Summary
In the stacked detector configuration, mutual influences between the LED and the
HED affects the individual detector performances. A small increase of the average
offset (+1%) and noise level (+2.4%) of the LED results from the mutual heating
between both detectors. The LED spectrum is influenced by cadmium and tellurium
fluorescence lines and the HED spectrum is cut off at energies below 10 keV because
of the shielding effect of the LED. Compton forward scattering (CFS) in the LED
effects the HED, but not vice versa, because Compton backward scattering in the HED
occurs at energies that are mainly out of the detection range of the LED. Spectral
changes caused by CFS are not observed with the HED which shines a light on the
low statistical abundance of CFS. In the second part of this thesis the probability for
CFS is calculated to P ≈ 6.1h for E0 ≈ 60 keV, see Fig. 5.14.
The identification of time coincident events allows to compensate the negative mu-

tual influences and can even be used to correct for effects that are not caused by the
stacked configuration: the identification of fluorescence events in the LED allows to
identify escape events in the HED; the rejection of such events suppresses fluorescence
and escape peaks in the observed LED and HED spectra. Furthermore, Compton re-
processing makes it possible to build a Compton imaging camera and a Compton
polarimeter.
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Part II.

X-ray polarimetry
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5. Applications for CANDELA
5.1. Overview
Besides the spatial distribution (imaging), the energetic distribution (spectroscopy),
and the temporal distribution (timing) of electromagnetic radiation, the polarization
is another quantity which is a characteristic of electromagnetic radiation. Electromag-
netic polarization can be described with the concept of elliptical polarization, which
implies linear and circular polarization as special cases. In the following, the term ’po-
larization’ is used to refer to linear polarization. Polarization measurements provide
access to two quantities, the degree of polarization P , which describes the relative
amount of polarized photons to all observed photons, and the angle of polarization Ψ ,
which is the orientation of the electric field of the electromagnetic wave.
Polarization is characteristic to electromagnetic waves and is therefore present in the

complete electromagnetic spectrum, ranging from radio waves to gamma radiation.
Radio antennas are directly susceptible to polarization via their orientation and a
simple polarization measurement can be obtained with two orthogonal antennas. In
contrast, in the near infrared, optical and near ultraviolet regions, the polarization is
not directly measured with the detectors, but with the help of special filters in front
of the sensors. These filters modulate light depending on its angle of polarization,
which results in an intensity variation that can be measured. The analysis of two
distinct measurements obtained with orthogonal filter positions allows to conclude on
the degree and the angle of polarization.
In the X-ray and gamma-ray regions, polarimetry is more subtle. The wavelengths

are too short to be influenced by filters.∗ Instead, the fundamental interactions be-
tween light and matter are used to measure the polarization of the radiation. A com-
prehensive overview of the fundamental physics of the two most dominant interactions
in the X-ray range—the photoelectric absorption and the Compton scattering—is
given in Sect. 5.5. The expected efficiency of the CANDELA setup to detect Comp-
ton forward scattered events is calculated in Sect. 5.6 and its application as Compton
camera and as Compton polarimeter are introduced in Sects. 5.7 and 5.8.
Even though imaging, spectroscopy and timing analysis need a large number of

photons to obtain meaningful results, the orientation, the energy, and the arrival time
of a single photon is defined clearly and can be measured individually. In contrast,
the degree of polarization and the angle of polarization are quantities that are either
not defined or not measurable for single photons which reveals that electromagnetic
polarization can only be understood on a statistical level. The statistics that govern
polarimetric measurements are therefore investigated in detail in Chapter 6.
∗Polarimeters based on Bragg reflection use the compact, regular structure of crystals for X-ray
polarimetry in the soft energy range of a few keV.
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5.2. History of X-ray polarimetry
Astronomical observations using X-ray polarimeters started in 1968 using a Thomson-
scattering X-ray polarimeter onboard an Aerobee-150 sounding rocket pointing on
Sco X-1 [Angel et al., 1969]. In the observation time of only 70 seconds no polarization
was observed. The first positive detection of polarized X-rays from an astrophysical
source succeeded in 1971 with an Aerobee-350 sounding rocket experiment realized by
the team of the Columbia University headed by Bob Novick [Novick et al., 1972, Weis-
skopf et al., 1972]. Using Thomson scattering and Bragg polarimeters,∗ they detected
a polarization of the Crab Nebula with a degree of polarization P = (15.4± 5.2) %
and an angle of polarization Ψ = 156◦ ± 10◦ with a confidence level of 99.7%. This
observation confirmed the synchrotron emission mechanism of the source. A few
years later, Weisskopf et al. [1976] observed again the Crab Nebula using graphite
crystal X-ray polarimeters onboard the OSO-8† satellite and confirmed the previous
results: P = (15.7 ± 1.5) %, Ψ = 161.1◦ ± 2.8◦ at 2.6 keV and P = (18.3± 4.2) %,
Ψ = 155.5◦ ± 6.6◦ at 5.2 keV.
Up to now, the Crab Nebula is the only astrophysical object (except the sun) with

a statistically significant detection of polarized X-ray emission. Silver et al. [1979]
found upper limits P ≤ 13.5 % and P ≤ 60 % for the accreting X-ray pulsars Cen X-3
and Her X-1, using also the OSO-8 satellite.
In the recent years, more and more groups have become interested in X-ray po-

larimetry. Even though no telescope specialized for polarimetric measurements in the
X-ray range is operating at the moment, existing telescopes are used with special
analysis methods to search for polarization signatures in the observed X-ray data, see
for example Lotti et al. [2012] (NuSTAR), Mizuno [2012] (ASTRO-H), Moran et al.
[2013] (INTEGRAL), Chattopadhyay et al. [2014] (Astrosat).

5.3. Scientific motivation
Although the spatial, the spectroscopic, and the temporal resolution of observatories
in the X-ray range made great improvements during the last decades, the models
to explain the properties of astrophysical objects are often not unambiguous and
several different models compete with each other. X-ray polarimetry can help to
distinguish between these models if the models predict different outcomes for the
degree of polarization and the angle of polarization. See Meszaros et al. [1988] and
Krawczynski et al. [2011] for a detailed investigation on the expected impact of X-ray
polarimetry for the analysis of compact objects.
The application of polarimetric analysis methods shall be illustrated with a promi-

nent example: the observation of NGC 1068 [Antonucci and Miller, 1985] which made
an important contribution to the unification of AGN. As described in Sect. 1.1.1,

∗ In their analysis, they combined the results of both detectors and assumed that the polarization of
the source is independent of the energy band.
†OSO: orbiting solar observatory.
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Figure 5.1. NGC 1068: a Seyfert II galaxy with a broad line region (BLR) that can be
observed using a polarimetric analysis. The direction of the electric field of the emitted
radiation is drawn with dots (orthogonal to the paper plane) and bars (parallel to the
bars, in the paper plane) in orange.
Top: a toroidal structured thick medium (torus) obscures the nucleus and the BLR of
the AGN. Initially unpolarized BLR emission is scattered at circum-nuclear material
(CNM) in the direction of the observer. Only the scattering along the jet axis can escape
the toroidal structure and results in an observed polarization which is perpendicular to
the jet axis.
Bottom: with a cloud-like obscuring structure the scattered radiation can originate
from all directions and the net-polarization is averaged out if the cloud cannot be
spatially resolved. From an observer’s view, the central scattered radiation (central
green arrow in the image) is above and below the cloud in case of the face-on image
and left and right of the cloud in case of the edge-on image.
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Seyfert I galaxies are observed with narrow and broad line features, while Seyfert II
galaxies show only narrow line features. Today it is believed that Seyfert I and II
galaxies are both AGN observed under different viewing angles and that a thick torus
absorbs emission from the broad line region if the AGN is observed edge-on. This
AGN model is strongly supported by a polarimetric analysis∗ of the observation of
NGC 1068. Antonucci and Miller [1985] restricted the analysis to polarized radia-
tion in the optical band and observed thereby broad lines (a type I feature) in the
Seyfert II galaxy NGC 1068. This proves that a (hidden) broad line region is also
present in Seyfert II galaxies. The observation can be explained with scattering: the
radiation of the broad line region are scattered into the line of sight of the observer
by circum-nuclear material which has a larger extent than the obscuring torus, see
Fig. 5.1 (top). In NGC 1068 this structure is believed to consist of free electrons in
an ionized gas [Bianchi et al., 2012]. This weak signal became only observable after
all the unpolarized light was cut out during the analysis.
Furthermore, the geometrical structure of the obscuring torus can be estimated

with the observation. Figure 5.1 (bottom) shows a Seyfert II model that uses an
obscuring cloud-like structure between the AGN and the observer to account for the
hidden broad line region. In this model, the reflections at the circum-nuclear material
should come from all directions around the cloud and the polarization of the observed
radiation is averaged out. A toroidal structure is a simple model that predicts the
observed polarization which is orthogonal to the direction of the AGN jet axis.
Even though this observation uses optical radiation, it demonstrates two principle

possibilities for polarimetric analysis. The restriction of the analysis to polarized
radiation allows to select only a small fraction of all photons that originates from a
specific region or that have undergone a specific interaction. Thereby, faint polarized
radiation that is concealed within the unpolarized radiation becomes visible. Second,
the additional parameters P and Ψ allow to distinguish different astrophysical models.
The models can be focused on the geometry of the observed object (as in the example
of NGC 1068), or on the generation/reprocessing mechanisms of radiation. The latter
are further investigated in the following section.

5.4. The generation of polarized radiation
Polarized radiation can be generated by various effects. The radiation processes that
emit polarized radiation are:

• synchrotron radiation: the linear polarization of synchrotron emission in a
uniform magnetic field was first studied by Westfold [1959]. Russell and Shah-
baz [2014] summarize the recent studies on the polarization properties for more
elaborate configurations. The basic production mechanism of synchrotron radi-
ation results in radiation that is linearly polarized in the plane of the motion

∗The polarization is observed in the optical, but the processes are similar for X-rays and the example
also shows the possibilities for X-ray polarimetry.
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of the charge particle. The degree of polarization depends on the energy of the
radiation and increases from 2/3 at radio frequencies asymptotically to unity
for higher energies [Westfold, 1959].

• bremsstrahlung: electrons that are polarized, i.e. that have an aligned orien-
tation of the electron spins, emit linearly polarized bremsstrahlung if they are
accelerated [Tashenov et al., 2013].

Besides the direct generation of polarized radiation it is also possible to reprocess
radiation and to change thereby its polarization characteristics:
• scattering: if unpolarized radiation is scattered, the scattered radiation is par-

tially polarized in an orthogonal direction to the scattering plane which is defined
by the incident and the scattered radiation. The resulting degree of polarization
depends on the scattering angle and is zero for forward and backward scattering
and 100% for orthogonal scattering angles. See also Fig. 5.1.

• inverse Compton: the polarization of inverse Compton scattering depends
on the orientation of the electrons, on the momentum of the target photons,
and on the polarization of the target photons. Krawczynski [2012] presents
analytical and numerical calculations of the linear polarization properties of
inverse Compton scattered radiation. He concludes that
– inverse Compton scattering by non-thermal electron plasmas does not cre-

ate polarization. An initially unpolarized beam stays unpolarized and an
initially polarized beam reduces its degree of polarization after scattering.

– the degree of polarization of the inverse Compton radiation depends on the
degree but not the direction of the polarization of the target photons.

In contrast to the presented radiation processes, no polarization is assumed for black-
body radiation or for bremsstrahlung with unpolarized electrons. Furthermore, the
possibility for the production of polarized radiation does not guarantee that a net-
polarization can be observed. If the radiation emitting region has a symmetric shape,
all polarization will be averaged out, see Fig. 5.1 (bottom). A symmetry breaking
source structure is needed in addition to the mentioned production mechanisms.

5.5. The interactions of photons with matter
The interaction between light and matter depends on the energy of the radiation
and the properties of the matter. In the X-ray region, photoelectric absorption and
Compton scattering are the predominant types of interaction, whereas pair production
becomes the dominant interaction in the gamma ray region. The probability P of a
photon interaction within an interaction length d can be calculated with Beer’s law to

P = 1− e−µ·d. (5.1)
The attenuation coefficient µ for silicon and cadmium telluride is shown in Fig. 5.2
for different photon interactions.
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Figure 5.2. Attenuation coefficients for electromagnetic radiation from 1 keV to
100MeV in silicon (left) and cadmium telluride (right). Photoelectric absorption is
dominant up to about 100 keV, whereas Compton scattering (incoherent scattering) be-
comes dominant between 100 keV and 10MeV. Coherent scattering only contributes in
the transition region from photoelectric absorption to Compton scattering significantly
to the total cross section. This transition region is shifted to higher energies for heav-
ier elements, whereas the transition to pair production is shifted to lower energies for
heavier elements. All data are taken from the XCOM Photon Cross Sections Database,
see Gerward et al. [2001] and Berger et al. [2010].

5.5.1. Photoelectric effect
Photoelectric absorption refers to the interaction of an X-ray photon with a strongly
bound electron∗. If the photon energy is larger than the ionization energy of the
electron, it can be absorbed and the atom becomes ionized. In the non-relativistic
case with Born’s approximation, the differential cross section dσ

dΩ for photoelectric
absorption by a K-electron is [Heitler, 1954, § 21]:

dσPE

dΩ = r2
e
Z5

1374

(
mec2

k0

)3.5 4
√

2 sin2(θ) cos2(φ)
(1− v

c cos (θ))4 (5.2)

θ
e

atom

Φ

Figure 5.3. Ter-
minology for the
photoelectric effect.

Here, re represents the classical electron radius, Z the atomic
number of the interacting material, k0 the energy of the incident
photon, me the mass and v the velocity of the photoelectron, θ
the scattering angle between the photon and the photoelectron
and φ the azimuthal scattering angle between the electric field of
the photon and the direction of the photoelectron, see Fig. 5.3.
In order to calculate the cross section for a photoelectric inter-

action with all electrons of an atom a factor of 2 must be intro-
duced for the second K-electron. As experimental fact, all other
electrons contribute with an additional factor of 5/4 [Heitler,

∗A free electron cannot absorb a photon. The strong binding to the nucleus is needed for momentum
transfer.
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1954]. Multiplying with these factors and integrating Eq. (5.2) over all scattering
directions θ and φ results in the total cross section per atom

σPE(k) = 5
√

2 · σTh ·
Z5

1374 ·
(

mec2

k0

)3.5

(5.3)

with the Thomson cross section
σTh = 8π

3 r2
e. (5.4)

Deviations from Born’s approximation

Because of Born’s approximation, Eq. (5.2) is only valid for photon energies k0 much
larger than the ionization energy I and a correction factor f(ξ) has to be multiplied
for the analysis near an absorption edge [Stobbe, 1930].

f(ξ) = 2π
√
I

k0
· e−4ξ arccot(ξ)

1− e−2πξ , ξ =
√

I

k0 − I
(5.5)

The expression "near an absorption edge" is somewhat misleading. Figure 5.4 shows
the correction factor f(k0) for photoelectric absorption in the K- and the L1-shell of
silicon. Even at energies of 100 keV, which is about 50-times the energy of the K-edge,
the photoelectric absorption is reduced by a factor of about a third with respect to
Eq. (5.2) or (5.3).
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Figure 5.4. The correction factor f(k0) for photoelectric absorption in the K- and the
L1-shell of silicon. Even for energies much greater than the absorption edges, photoelec-
tric absorption is reduced significantly with respect to Born’s approximation (Eq. (5.2)).

Altogether, the differential cross section for photoelectric absorption can be calculated
with

dσ
dΩ = 10 r2

e
Z5

1374

(
mec2

k0

)3.5 √2 sin2(θ) cos2(φ)
(1− v

c cos (θ))4 · f(k0) (5.6)

and the total cross section with

σPE(k) = 5
√

2 · σTh ·
Z5

1374 ·
(

mec2

k0

)3.5

· f(k0). (5.7)
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Figure 5.5 (left) shows the differential cross section for a K-shell electron according to
Eq. (5.2). Forward (θ = 0◦) and backward (θ = 180◦) emission of the photo electron
is forbidden and an orthogonal emission (θ = 90◦) along the direction of the electric
field of the absorbed photon (φ = 0◦ or φ = 180◦) is preferred.
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Figure 5.5. Left: differential cross section for the non-relativistic photoelectric effect
with a K-shell electron in silicon for k0 = 10 keV according to Eq. (5.2).
Right: differential cross section for Compton scattering on free electrons for
k0 = 200 keV according to Eq. (5.11).

5.5.2. Compton Scattering
Compton scattering is the inelastic scattering of a photon with a free or nearly-free∗
charged particle, mostly an electron. Using the conservation of energy and momentum
results in a relation between the incident photon energy k0, the scattering angle θ and
the energy of the scattered photon k:

k(θ) = k0 mec2

mec2 + k0 (1− cos(θ)) (5.8)

The energy of the electron can be calculated as

Ee = k0 − k(θ) (5.9)

= k2
0(1− cos (θ))

mec2 + k0(1− cos (θ)) (5.10)

and is shown in Fig. 5.6 for different photon energies k0.
The differential cross section for the interaction between a photon and a free electron

is described by the Klein-Nishina formula and can be expressed in polar coordinates,
see Appendix A:

dσCS

dΩ = 1
2r2

e

(
k(θ)
k0

)2 (
k(θ)
k0

+ k0

k(θ) − 2 sin2(θ) cos2(φ)
)

(5.11)

∗nearly-free means that the photon energy is much higher than the ionization energy of the material.
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minology of Comp-
ton scattering.

Herein, re represents the classical electron radius, k0 the energy of
the incident photon, θ the scattering angle of the photon and φ the
azimuthal scattering angle between the electric field of the incident
photon and the direction of the scattered photon, see Fig. 5.7.
The scattering angle of the electron and the polarization of the
scattered photon are in the following not further investigated. See
Heitler [1954, § 22] for an analysis. Figure 5.5 (right) shows a
surface plot of the differential cross section for Compton scattering
on free electrons.
An integration of the differential cross section over the azimuth

angle φ results in the θ-differential cross section which is a function of θ:

σCS, θ(k0, θ) :=
2π∫
0

dσCS

dΩ dφ = dσCS

sin(θ) dθ = πr2
e

(
k(θ)
k0

)2 (
k(θ)
k0

+ k0

k(θ) − sin2(θ)
)

(5.12)

The sin(θ) in the denominator of Eq. (5.12) accounts for the geometrical reduction of
the solid angle for θ → 0◦ and θ → 180◦. The total cross section σCS can be calculated
by integrating Eq. (5.12) over θ which results in [Heitler, 1954, § 22, Eq. (45)]

σCS(k0) = 3
4σTh

{
1 + x

x3

[
2x(1 + x)

1 + 2x − ln (1 + 2x)
]

+ 1
2x ln (1 + 2x)− 1 + 3x

(1 + 2x)2

}
(5.13)

with
x = k0/(mec2). (5.14)

Figure 5.8 shows the cross section for the θ-differential cross section and the total
cross section. Compton scattering is most likely forward directed. The asymmetry
between forward and backward scattering increases with the photon energy k0. The
total cross section is only slightly dependent on the energy k0.
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Figure 5.8. Left: θ-differential cross section for Compton scattering according to
Eq. (5.12). See also Fig. 5.5 (right) for the (fully) differential cross section.
Right: total cross section for Compton scattering according to Eq. (5.13).

The incoherent scattering factor S

The Klein-Nishina formula describes the differential cross section for Compton scat-
tering on a free electron. If the photons are scattered on atoms, the formula must be
multiplied with an incoherent scattering factor S which states the amount of electrons
of an atom that contribute to the scattering. To distinguish Compton scattering on
free electrons and Compton scattering on atoms, the latter is in the following labeled
incoherent scattering. The incoherent scattering factor S depends on the momentum
transfer ∆p between photon and electron, which is

∆p = sin(θ/2)
hc · k0. (5.15)

For large momentum transfers (i.e. large scattering angles θ and large photon ener-
gies k0) all electrons contribute to the incoherent scattering: S → Z. Hubbell et al.
[1975] present tabulated, theoretical values for S(∆p), see Fig. 5.9. For silicon, a fit Ŝ
is calculated to

Ŝ(k0, θ) = 14 · 1− exp(−0.18 (k0 sin (θ/2))0.87)
1 + 7.19 · exp(−3.11 k0 sin (θ/2)) . (5.16)

The ansatz of the fit is motivated by no physical idea but as an analytical approxima-
tion to the tabulated values. The differential cross section for incoherent scattering

dσIS

dΩ = dσCS

dΩ · Ŝ(k0, θ) (5.17)

is shown in Fig. 5.10 (left). The θ-differential cross section can be calculated using
the result of Eq. (5.12)

σIS, θ(k0, θ) := dσIS

sin(θ) dθ = dσCS

sin(θ) dθ · Ŝ(k0, θ) (5.18)

and is shown in Fig. 5.10 (right). The total cross section for incoherent scattering
must be recalculated via

σIS(k0) =
∫ π

0
σIS, θ(k0, θ) · sin(θ) dθ (5.19)

which is done numerically. See Fig. 5.11 for the resulting cross section σIS.
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Figure 5.10. Left: differential cross section for incoherent scattering in silicon for
k0 = 200 keV according to Eq. (5.17). Compared to the differential cross section for
Compton scattering (Fig. 5.5 (right)), the cross section is reduced at small scattering
angles θ.
Right: θ-differential cross section for incoherent scattering according to Eq. (5.18). For
k0 = 80 keV, the cross section for Compton scattering multiplied with the number of
electrons per Si-atom (Z = 14) is printed as dashed line. At small scattering angles θ,
forward scattering can be more probable for higher energetic photons as for lower ener-
getic ones: for higher energies, the decreasing Klein-Nishina cross section is more than
compensated by the increasing number of available electrons per atom.

5.5.3. Pair production

The occurrence of pair production has an energy threshold of E > 1022 keV and is
therefore out of the X-ray range; it is shortly introduced for the sake of completeness.
Pair production describes the phenomenon that a high energy photon can produce
an electron-positron pair in the vicinity of a nucleus. The nucleus is needed for
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Figure 5.11. Graphs of the analytic expressions for the total cross sections for the
photoelectric effect (PE) and Compton scattering (CS) in the case of silicon. Born’s
approximation is according to Eq. (5.3). The differences between the non-relativistic
(n. r.) calculation (Eq. (5.7)) and the relativistic (r.) calculation [Heitler, 1954, § 21,
Eq. (17)] for the photoelectric effect are only minor for k0 < 100 keV. Incoherent scat-
tering (IS, according to Eq. (5.19)) is significantly reduced compared to Compton scat-
tering (Eq. (5.13) multiplied with 14 to account for the number of electrons per silicon
atom) for small energies k0 > 50. The zoom (right) shows that photoelectric effect and
Compton scattering are equally probable at k0 ≈ 61 keV which fits to the measured
attenuation coefficients µPE and µCS of Fig. 5.2 which are equal for k0 ≈ 57 keV.

momentum conservation. The cross section is calculated in Heitler [1954, § 26, Eq. (6)]:

dσ
dθ+ dθ− dφ dE+

= − e4Z2

2π137
ps+ps−

k3
0q

4

p2
s+(4E2

− − q2)
(E+ − pc+)2 + p2

s−(4E2
+ − q2)

(E− − pc−)2 +

2ps+ps− cos(φ)(4E+E− + q2 − 2k2
0)

(E+ − pc+)(E− − pc−) + 2k2
0(p2

s+ + p2
c−)

(E+ − pc+)(E− − pc−)

 (5.20)

Figure 5.12. Ter-
minology for pair pro-
duction.

Here, ps = p sin(θ) and pc = p cos(θ) with the momentum p
and the energy E. The + and - index represent the positive
and negative charged particle, i.e. the positron and the electron.
The momentum transfer to the nucleus is q = k0−p+−p−. The
scattering angle θ± is measured with respect to the direction of
the incident photon whereas φ is the angle between the gamma-
electron-plane and the gamma-positron-plane, see Fig. 5.12.
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5.6. The sensitivity of CANDELA for Compton
forward scattering

This section describes two possible applications for a stacked detector setup, a Comp-
ton camera and a Compton polarimeter. Because both applications are based on
Compton scattering, the general investigation of Compton scattering of Sect. 5.5.2
is further studied for the specific case of Compton forward scattering within the
CANDELA setup. This investigation can be divided into five parts:

1) Incoherent scattering in the LED

The probability PLED that a photon interacts in the LED via incoherent scattering
can be calculated with the incoherent scattering cross section σIS of Eq. (5.19) in
combination with Beer’s law (Eq. (5.1)):

PLED(k0) = 1− exp(−σIS(k0) · nSi · dLED) (5.21)

With the number density of nSi = 5.0 · 1022 Si-atoms/cm3 and the detector thick-
ness dLED = 0.045 cm, PLED can be calculated as a function of the incident photon
energy k0; see Fig. 5.14 for the graph of PLED(k0).

2) Transportation in the LED

The incident or the scattered photon can be absorbed in the LED via the photoelectric
effect. The probability Ptrack that a photon is not absorbed in the LED can be
calculated with the photoelectric cross section σPE of Eq. (5.7) in combination with
Beer’s law (Eq. (5.1)):

Ptrack(k0) = exp(−σPE(k0) · nSi · dLED) (5.22)

This calculation neglects that the added track length of the incident photon track and
of the scattered photon track are larger than the detector thickness dLED if θ > 0◦.
For large scattering angles θ, Eq. (5.22) overestimates the transparency of the LED.
See Fig. 5.14 for the graph of Ptrack(k0).

3) Interaction of the Compton electron in the LED

The spectral distribution of the Compton recoil electrons that are detected in the
LED, can be calculated with the θ-differential cross section for incoherent scatter-
ing σIS, θ(k0, θ) according to Eq. (5.18) and the inverse function of Eq. (5.10), i.e. the
scattering angle θ as function of the energy of the Compton electron:

θ(Ee) = arccos
(

1− Ee mec2

k2
0 − k0Ee

)
(5.23)

Figure 5.13 (left) shows the Compton electron spectrum calculated via σIS,Ee(k0, θ(Ee))
for k0 = 200 keV. The non-linear transformation between the electron energy Ee and
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Figure 5.13. Left: the Compton electron spectrum for k0 = 200 keV. The spectrum
is normalized to a maximal intensity of one. With the current configuration θmax = 45◦,
the Compton scattering in the direction of the HED results in Ee ≤ 20.6 keV. The ratio
between the green area and the total area (green and red) is—similar to Eq. (5.26)—the
probability that a photon is scattered into the HED.
Right: the maximal Compton electron energy Ee is shown as a function of the photon
energy k0 calculated for different maximal scattering angles θmax. The high energy
thresholds of the LED are shown for the three highest CAMEX gains. For gCMX = 21 %
only an upper limit Emax > 60 keV is known.

the scattering angle θ results in a deformed spectrum compared to the θ-differential
cross section; see the scaling of the two x-axes in the Fig. 5.13 (left).
Because of the low mean free path lengths of electrons in the LED (see Sect. 1.2.1),

the detection efficiency of a Compton electron is assumed with 100%. In order to
measure the energy of the incident photon—as a summation of the LED and the
HED event energies—the electron detection in the LED must be energy dispersive.
The maximal observable energy of the LED (Emax in Tab. 2.4) limits the detectable
energy range of the incident radiation. In this context detectable means a detection
via Compton forward scattering with a LED event energy that is lower than Emax.
The detectable energy k0 depends on the used gain factor of the CAMEX gCMX and
on the maximal scattering angle θmax. In the current configuration, with a distance
between LED and HED of d = 10mm, the maximal scattering angle is θmax ≈ 26.6◦∗
but, with smaller distances d, the maximal scattering angle can be increased. To test
the configurations

θmax = 45◦ (d = 5 mm) (5.24)

and
θmax ≈ 68.2◦ (d = 2 mm) (5.25)

is scheduled for the future. The following theoretical analysis considers all three
configurations. Figure 5.13 (right) shows the energy of the Compton electron Ee as a
function of the photon energy k0 for the mentioned values of θmax.

∗ In the following, the orthogonal to the detector surface projected center of the HED onto the LED
is assumed as interaction point for the Compton scattering.
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4) Emission direction of the scattered photon

The probability Pθ that the scattered photon hits the HED can be calculated as the
ratio

Pθ(k0, θmin, θmax) =

θmax∫
θmin

σIS, θ(k0, θ) dθ
π∫
0
σIS, θ(k0, θ) dθ

(5.26)

which is the cross section for a scattering in the direction of the HED normalized to
the total cross section; see also Fig. 5.13 (left). In the following, θmin = 0◦ is assumed,
but see Sect. 5.8.2 for a discussion of θmin > 0◦. The numerically obtained result of
Eq. (5.26) is shown in Fig. 5.14.

5) Interaction of the scattered photon in the HED

The probability PHED that a photon interacts in the HED (with the detector thickness
dHED = 1mm) via photoelectric absorption can be calculated similar to Eq. (5.21) as

PHED(k0) = 1− exp(−σPE, r(k0) · nCdTe · dHED). (5.27)

The number density nCdTe of cadmium or tellurium atoms is calculated with the
averaged molar mass mCdTe = 120 g/mol and the density ρCdTe = 5.85 g/cm3 to

nCdTe = ρCdTe/mCdTe = 2.92 · 1022 atoms/cm3. (5.28)

The cross section σPE, r is calculated as the relativistic cross section for the photo-
electric effect of a K-electron [Heitler, 1954, § 21, Eq.(17)] in combination with the
correction factor introduced in Eq. (5.5) and with an additional factor of 2 · 5/4 that
accounts for the residual electrons per atom.
The calculation assumes that the photon looses no energy during the Compton

scattering in the LED, which is only true for θ = 0◦. At larger scattering angles,
Eq. (5.27) underestimates the quantum efficiency of the HED because of the energy
loss during the Compton scattering and because of the increased apparent crystal
depth for non-orthogonal detector irradiation.

Discussion on the detector efficiency

The total probability to detect a Compton forward scattered event with the CAN-
DELA setup is defined as the detector efficiency ε and can be obtained via

ε(k0, θmin, θmax) = PLED(k0) · Ptrack(k0) · Pθ(k0, θmin, θmax) · PHED(k0). (5.29)

Figure 5.14 shows the efficiency ε with its constituents for the configuration θmin = 0◦
and θmax = 45◦ as a function of the photon energy k0. Graphs of the detector efficiency
for the actual configuration (θmax = 26◦), for the intended configuration θmax = 68◦,
and for the theoretical limit θmax = 90◦ (ignoring Compton back scattering) are also
shown. The detector efficiency ε is the probability that a Compton event occurs in
the LED and that it can be detected in the HED. The properties of ε are:
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Figure 5.14. The probability to detect a Compton forward scattered event with the
CANDELA setup is a function of the energy k0 of the incident photon. PLED, Ptrack,
Pθ (with θmax = 45◦), PHED, and ε are calculated according to the equations (5.21),
(5.22), (5.26), (5.27), and (5.29). The total probability ε to observe a Compton forward
scattered event is shown for the three configurations θmax = 26◦, θmax = 45◦, and
θmax = 68◦ and for the theoretical limit θmax = 90◦. For θmax = 68◦, the highest
efficiency ε = 6.1 h is obtained for a photon energy of k0 ≈ 60 keV.

• At low energies (E < 10 keV), the efficiency to detect Compton events is zero
because the photons interact in the LED mostly by photoelectric absorption.

• At medium energies (10 keV < E < 100 keV), the sensitivity is mainly limited
by PLED which is almost independent of the photon energy k0.

• At high energies (E > 100 keV), the spectral change of the detector efficiency is
determined by the decreasing quantum efficiency of the HED.

• Only Pθ depends on the geometry of the setup (θmin and θmax). The efficiency
improves most if small maximal scattering angles are increased and saturates
for θmax → 90◦; compare the large increase of ε from θmax = 26◦ to θmax = 45◦
with the small increase obtained by the change θmax = 68◦ → θmax = 90◦.

• The energy of the radiation, that results in the maximal detector efficiency,
decreases slightly if θmax is increased.

• For θmax = 68◦, the maximal efficiency ε = 6.1 h is obtained at k0 ≈ 60 keV.
The presented calculation does not consider the increased track lengths in the LED
and the HED for scattering angles θ > 0◦. This effect lowers Ptrack at small energies
and increases PHED at large energies k0. Furthermore, the neglected energy loss of the
scattered photon increases PHED additionally. As a consequence of these effects, the
energy k0 with the highest efficiency ε will be shifted to higher energies compared to
the presented values.
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5.7. CANDELA as a Compton camera
Since the first concepts of Compton imaging [Schönfelder et al., 1973] the idea of
imaging hard X-rays or soft gamma-rays by analyzing Compton events, is investigated
by several groups with COMPTEL aboard the Compton Gamma-Ray Observatory
[Schöenfelder et al., 1993] beeing the most prominent example in astronomy. The
CANDELA setup with its stacked detector configuration can be used as a Compton
camera as well. This section describes the phenomenological principle of a Compton
camera and refers to Maier et al. [2014,b] for a more detailed and analytical treatment.
The working principle of a Compton camera is, in the case of the CANDELA setup,

Compton forward scattering as described in Sect. 5.6. Figure 5.15 illustrates the basic
idea of the camera. In contrast to a Compton telescope, the Compton camera assumes
a local source, i.e. a source that emits divergent radiation. The source photons are
Compton scattered in the LED and the scattered photons are detected in the HED.
Considering the photon path backwards allows to conclude on the position of the
source. The energy deposition in the LED and in the HED, ELED and EHED, result
in the energy k0 of the incident photon via

k0 = ELED + EHED. (5.30)

The fact that the detected energy in the LED represents the energy of the Compton
electron (ELED = Ee) allows to calculate the scattering angle θ according to Eq. (5.23).
The LED and HED interaction points define an interaction direction (z’ in Fig. 5.15);
because the azimuth angle φ of the Compton scattering is unknown, a single Compton
scattered event allows only to conclude on a cone of possible source directions around
the z’-axis. The projection of this Compton cone on an auxiliary plane S, which lies
in a distance D parallel to the surface of the LED, results in an ellipse of possible
source positions. The Compton ellipses of several Compton scattered events intersect
in the source position if the distance D matches the true distance between LED and
source.

z'

photon origin

LED interaction

HED interaction

θ

source plane S

LED

HED

θ

Compton ellipse

Compton cone D

Figure 5.15. Illustration of a Compton camera. A photon, Compton scattered in the
LED into the HED, can be projected back to a cone of possible origins. The cones of
several photons with the same origin intersect in one point, the photon origin.
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D < D0 D = D0 D > D0

Figure 5.16. Illustration of Compton cones that are projected onto a source plane S
which is positioned in a distance D to the LED. The resulting Compton ellipses cannot
intersect in a common point if the true distance of the source D0 is larger than D (left)
or smaller than D (right). Only if the source plane is chosen in the correct distance to
the LED all Compton ellipses can intersect in one point (center).

If D is chosen too small, the Compton ellipses do not intersect and if D is chosen
too large they intersect on multiple points, see Fig. 5.16. The source distance D
can be obtained by constructing the Compton ellipses for different values of D and
selecting the distance D that results in an n-fold intersection point, whereby n equals
the number of the observed Compton events. Inaccuracies enter into the described
reconstruction process due to errors in the position measurement of the LED events
and the HED events; this results in an erroneous pointing direction of the Compton
cones. Additionally, errors in the scattering angle θ are caused by the limited energy
resolution of the LED and the HED which causes an incorrect opening angle of the
Compton cone. Nevertheless, the source distance can be estimated as the distance
that results in a maximum of intersection points of Compton ellipses. In this way,
the Compton camera enables a reconstruction of all three spatial dimensions which
is an astonishing performance for a device without additional focusing or absorbing
structures.

5.8. CANDELA as a polarimeter
Beside the use as a Compton camera, the stacked detector setup can also be operated
as an X-ray Compton polarimeter. The expected performance of CANDELA to work
as a Compton polarimeter is investigated in this section. See Chapter 6 for a detailed
introduction into the statistics of such a polarimetric measurement.
The detection principle of a Compton polarimeter is based on the azimuthal asym-

metry of the Compton scattering process∗. The azimuthal distribution of the differ-
ential cross section for incoherent scattering is illustrated in a polar plot in Fig. 5.17
(left). Therein, the azimuth angle φ is measured between the plane containing the

∗This asymmetry is equal for Compton scattering and for incoherent scattering. Therefore, the term
Compton scattering is often used, even if the physical process is incoherent scattering.
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Figure 5.17. Left: Polar plot of the differential cross section for incoherent scattering
in silicon for k0 = 200 keV according to Eq. (5.11). The scattering angle θ is color coded
and ranges from nearly forward scattering (θ = 2◦) to an almost orthogonal scattering
(θ = 87.5◦). The azimuthal angle φ is the variable of this plot and ranges from 0◦ to
360◦ (printed in gray). The radial distance between the function lines and the center of
the image represents the magnitude of the differential cross section which ranges from
0 to ∼1 b/atom.
Right: the modulation factor µ as a function of the scattering angle θ according to
Eq. (5.31). For high photon energies k0, the maximum of the modulation function is
slightly shifted to smaller values than 90◦. For k0 = 200 keV, the maximal modulation
µmax ≈ 90.4 % is obtained at θ ≈ 87.5◦.

electric field of the incident photon and the plane containing the incident photon
trajectory and the scattered photon trajectory. The plot shows that for small scatter-
ing angles θ the differential cross section is low (because of the incoherent scattering
factor S) and almost symmetric in φ; each azimuthal angle is (almost) equally prob-
able. For large scattering angles, the scattered photon is predominantly emitted in
the direction perpendicular to the electric field of the incident photon (φ = 90◦) and
reduced in the direction of the electric field (φ = 0◦). This dependency of the az-
imuthal scattering angle φ on the direction of the electric field of the incident photons
enables to conclude on the orientation of the electric field of the incident photons, i.e.
to measure their polarization.

5.8.1. The modulation factor
The modulation factor µ is defined as the ratio

µ(k0, θ) =
dσIS
dΩ (k0, θ, φ = 90◦)− dσIS

dΩ (k0, θ, φ = 0◦)
dσIS
dΩ (k0, θ, φ = 90◦) + dσIS

dΩ (k0, θ, φ = 0◦)
= sin2(θ)

k
k0

+ k0
k
− sin2(θ)

. (5.31)

The incoherent scattering factors S in Eq. (5.31) cancel, i.e. the modulation factors
for Compton scattering and for incoherent scattering are identical. The modulation
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factor describes the maximal extent of the azimuthal asymmetry. Therefore, the most
probable scattering direction (φ = 90◦) and the most unlikely direction (φ = 0◦) for
Compton scattering are used for Eq. (5.31). The graphs of Eq. (5.31) show that the
modulation factor has a maximum close to θ = 90◦ and that the modulation factor is
decreasing for increasing photon energies k0, see Figure 5.17 (right).

5.8.2. Optimizing the sensitivity of the polarimeter
Besides the detection efficiency (Sect. 5.6, Fig. 5.14), the modulation factor is another
important quantity that describes the performance of a polarimeter. In the case
of Compton forward scattering, the modulation factor increases with the scattering
angle θ. An ideal Compton polarimeter uses therefore a maximal scattering angle of
θmax ≈ 90◦. It is important to note that the scattering angles of polarimeters are not
fixed to a single value but consist of a range of scattering angles θmin ≤ θ ≤ θmax, see
Fig. 5.18 (left). This averages the modulation and the effective modulation factor µ
can be calculated as

µ(k0) = 1
θmax − θmin

·
θmax∫
θmin

µ(k0, θ) dθ. (5.32)

The choice of θmin is not trivial, because an increase of θmin increases the effective
modulation factor but decreases the efficiency to detect Compton scattered events.
The detector efficiency is calculated in Eq. (5.29) as a product of several terms.

Using the approximations discussed in Sect. 5.6 (neglecting the increased path lengths
in the detectors and the energy loss during the scattering) only Pθ—the probability

Figure 5.18. Left: the effective modulation factor µ is averaged for the possible scat-
tering angles θmin ≤ θ ≤ θmax according to Eq. (5.32).
Right: the detector efficiency ε (Eq. (5.29)) is proportional to Pθ which can be calcu-
lated according to Eq. (5.26) as the ratio of the gray indicated area to the total area of
the θ-differential cross section σIS, θ.
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that a scattered photon hits the HED—is a function of the scattering angle θ. This
means that the θ-dependency of the detector efficiency ε is solely determined by Pθ.
Figure 5.18 (right) shows the θ-differential cross section for incoherent scattering for
k0 = 200 keV. In order to achieve a maximal efficiency, the gray indicated area must
be as large as possible. Scattering angles near θ = 90◦ result in a minimal efficiency,
but in a maximal modulation factor and a maximal efficiency (θ ≈ 15◦) results in low
modulation factors.
The best compromise between a high effective modulation factor µ and a large

detector efficiency ε can be obtained by minimizing the minimum detectable polariza-
tion (MDP)∗. Muleri and Campana [2012] showed that the MDP is minimized if the
quality factor

q = µ ·
√
ε (5.33)

is maximized which is achieved with a minimal scattering angle

θopt
min(deg) ≈ 0.57 · θmax(deg). (5.34)

θmin and θmax can be defined by the geometry of the setup or due to optimizations
like Eq. (5.34). For the case of the CANDELA setup, θmax is defined by the geometry
of the stacked detector setup and can be increased with a reduced distance between
the LED and the HED. θmin = 0◦, but in order to optimize the detector sensitivity,
only those events with a scattering angle

θ > θopt
min (5.35)

should be considered for the data analysis.
Table 5.1 shows the expected performance of the CANDELA setup for polarimetric

measurements with a photon energy of k0 = 200 keV. The geometrical configuration
of the setup has a large impact on its polarimetric performance. In the current con-
figuration the maximal modulation factor, obtained at θ = θmax, is less than 11.13%
and the effective modulation, obtained for θopt

min ≤ θ ≤ θmax, is less than 7%. With

Table 5.1. Expected performance of CANDELA as a Compton polarimeter: the max-
imal modulation factor µmax, the effective modulation factor µ, the probability Pθ, the
impact of the configuration to the sensitivity µ

√
Pθ, and the sensitivity gain compared

to the current configuration are shown. All values are calculated for k0 = 200 keV.

configuration θmax θopt
min µmax [%] µ [%] Pθ [%] µ

√
Pθ [%] sensitivity gain

current 26.6◦ 15.2◦ 11.13 6.98 14.11 2.62 1.0
A 45.0◦ 25.7◦ 33.07 20.61 22.88 9.86 3.8
B 68.2◦ 38.9◦ 72.66 47.61 29.79 25.99 9.9
optimum 90.0◦ 51.3◦ 90.08 73.16 33.92 42.61 16.3

∗The minimum detectable polarization is a quantity that defines the sensitivity of a polarimeter; the
lower the MDP the better the sensitivity, see Sect. 6.2 for the exact definition of the MDP.
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the intended configuration "B", the setup achieves a maximal modulation of 72.66%
and an effective modulation of 47.61%. Compared to the current configuration, this
represents a sensitivity gain of almost a factor 10.

5.9. Summary
X-ray polarimetry is based on the fundamental interactions of light with matter and
uses the photoelectric effect or Compton scattering. To perform a polarimetric mea-
surement with a stacked detector system is a difficult but promising task; it is difficult
because the detector setup is not intended to work as a polarimeter and the configura-
tion of the setup is not designed for that application. But, because of the same reason
it is also promising because an already existing detector system can be operated as a
polarimeter.
The analysis of the detection efficiency for Compton scattered events shows that

a Compton camera or a Compton polarimeter is usable in a wide energy range from
several 10 keV up to a few 100 keV. The efficiency is mainly limited by the cross section
for incoherent (Compton) scattering which is nearly independent of the energy k0 and
the atomic number Z. In the CANDELA setup the maximal detection efficiency for
Compton scattered events is 6.1h, obtained at a photon energy of k0 ≈ 60 keV.
Besides the efficiency for Compton scattering, the ratio between Compton scattering

and photoelectric absorption should be as high as possible for the scattering material.
The probability for Compton scattering in silicon at 200 keV is 36-times higher com-
pared to the probability for the photoelectric effect. This reduces the absorption of
the incident or the scattered photon in the silicon crystal and minimizes photoelec-
tric induced background in the LED. The reduced background helps to identify time
coincident events between the LED and the HED. The combination of two different
detector materials allows to use the low-Z silicon crystal as a target for Compton
scattering and the high-Z cadmium telluride crystal as an effective absorber for the
high energetic scattered radiation via photoelectric absorption.
The operation of CANDELA as a Compton camera may serve as a first application

of the stacked setup in the current configuration. For the polarimetric analysis, the
calculations show that the sensitivity to polarimetric measurements can be increased
by a factor of 10 if the distance between the LED and the HED is reduced from 10mm
to 2mm. The design of the CANDELA setup allows to change this distance with a
small effort.
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6. Statistics in polarimetric
measurements

The working principle of all X-ray polarimeters is the angular (in azimuthal angle φ)
dependence of the basic interactions between radiation and matter, introduced in
Sect. 5.5. The emission direction of the secondary particles—the electrons for pho-
toelectric absorption, the scattered photons for Compton scattering or the electron-
positron emissions for pair creation—allows to reconstruct the degree and the angle
of polarization of the primary photons.
In the following chapter, analysis methods for linearly polarized radiation are per-

formed with a frequentist and with a Bayesian approach. Additional Monte Carlo
simulations serve as validation of the theories and as an intuitive way of understand-
ing the applied statistics. A synopsis of Sect. 6.2 and 6.3 can be found in Maier et al.
[2014,a].

6.1. Basic parameters and terminology
Numerous variables and parameters will be introduced in the following sections. Ta-
ble 6.1 serves as an overview of the used terminology.

Table 6.1. The applied terminology for a variable X is the following: x0 labels the
true value of X, x̂ is the estimated value, and x is the observed value.

Name symbol range explanation definition
degree of polarization P [0, 1] fraction of photons with

equal angle of polarization
Eq. (6.3)

modulation amplitude a [0, 1] observed signal asymmetry Eq. (6.2)
signal-to-noise ratio p R+

0 measurement statistics Eq. (6.10)
min. detectable pol. Pmd R+ detection sensitivity Eq. (6.19)
angle of polarization Ψ (−π/2, π/2] direction of the pol. vector
scattering angle φ [0, 2π) azimuthal scattering angle
probability density ρp,Ψ R+

0 bivariate density in p & Ψ Eq. (6.12)
rice distribution ρp R+

0 univariate density in p Eq. (6.14)
probability density ρΨ R+

0 univariate density in Ψ Eq. (6.34)
distribution width σc R+ statistical fluctuation Eq. (6.9)
distribution width σn R+ confidence intervals Sect. 6.2.3
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Figure 6.1. Schematic count distribution in a polarimeter based on the photoelectric
effect. The horizontal direction is chosen as direction of reference with φ = 0◦. The
angle of polarization is Ψ = 90◦ as indicated with the orange arrow.
Left: each point represents an event. The distribution is binned with ∆φ = 15◦.
Right: the summed events per bin ∆C/∆φ can be fitted with the azimuthal density
function of Eq. (6.1). The modulation amplitude a is obtained as best fit parameter
and shown for a = 100% (green) and a = 50% (blue). The definition of the modulation
amplitude (Eq. (6.2)) is illustrated for a = 50%.

6.1.1. The ∆C(φ)
∆φ -distribution

In the case of photoelectric or Compton interaction the cos2(φ)-dependency of the dif-
ferential cross section—see Eq. (5.2) and Eq. (5.11)—results∗ in a positive π-periodic
signal† of counts ∆C per ∆φ-interval. In the case of photoelectric interaction, the
maximal count rate is in the direction of the electric field of the primary photons,
while it is orthogonal to this direction for Compton scattering, see Fig. 5.5. An in-
finitesimally small φ-binning leads to the continuous azimuthal density function dC(φ)

dφ .
In the case of photoelectric interaction, dC(φ)

dφ can be parametrized [Elsner et al., 2012]
as

dC(φ)
dφ = C

2π
(
1 + a cos (2 (φ− Ψ))

)
(6.1)

with the total number of counts C, the modulation amplitude a and the polar-
ization angle Ψ . All angles are related to an arbitrary but fixed reference direction
(φ = 0◦) of the instrument. Knowing the orientation of the polarimeter allows to trans-
form the polarization angle to any reference frame. A corresponding dC(φ)

dφ -distribution
for Compton scattering can be modeled with a sine instead of a cosine function or by
adding additional π/2 to Ψ . To achieve a joint theoretical description for photoelec-
tric and Compton polarimeters Eq. (6.1) is taken as common basis and Ψ is shifted
by +π/2 in the case of Compton scattering. The modulation amplitude is defined as

∗As a result of the trigonometric identity: cos2(x) = 1+cos(2x)
2 .

† In literature, this is often called ’a 2φ signature’.
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a := Cmax − Cmin

Cmax + Cmin
0 < a ≤ 1 (6.2)

with the maximal number of counts Cmax and the minimal number of counts Cmin per
φ-interval. Instead of calculating the modulation amplitude with Eq. (6.2) it can also
be obtained as best fit parameter of the measured φ-dependent counts with Eq. (6.1),
see Fig. 6.1.
The modulation amplitude for 100% linearly polarized light is called modula-

tion factor µ. It represents the maximal φ-modulation that can be produced by
a polarimeter and is therefore a key parameter to describe the performance of the
instrument. Besides the possibility of measuring the modulation factor µ, it can also
be calculated, see Sect. 5.8. The degree of the observed polarization P can now
be obtained as

P = a

µ
. (6.3)

Polarimetric analysis for X-ray radiation is done by fitting the azimuthal density func-
tion of Eq. (6.1) to experimental data points in the ∆C(φ)

∆φ -plot. The fitting-parameters
are the modulation amplitude a and the polarization angle Ψ . Knowing the modula-
tion factor µ and the orientation of the polarimeter allows to determine the degree of
polarization P and the angle of polarization Ψ . Polarization measurements require a
sufficiently large set of detected events. It is impossible to detect the polarization of
a single photon with the techniques presented in this thesis.∗

6.1.2. The Stokes parameters
The Stokes parameters I, Q, U , and V were originally defined by George G. Stokes
in 1852 and rediscovered by Chandrasekhar [1950]. Besides the degree of polarization
P and the angle of polarization Ψ , the normalized Stokes parameters q = Q/I and
u = U/I are an alternative way to describe linearly polarized radiation. They are
defined as normalized intensity differences in four specific directions, which are labeled
as 0◦, 45◦, 90◦, and 135◦:

q = I0◦ − I90◦

I0◦ + I90◦
(6.4)

u = I45◦ − I135◦

I0◦ + I90◦
. (6.5)

The intensities Ix are directly measurable as the radiation power behind an x-oriented
ideal polarizer. The degree of polarization P and the angle of polarization Ψ can be
calculated on the basis of the normalized Stokes parameters q and u as

P =
√

(q2 + u2) (6.6)
Ψ = 1/2 · arctan (u/q). (6.7)

For a detailed study of repeated measurements of normalized Stokes parameters and
the manifold ways how to combine these measurements, see Clarke et al. [1983].
∗For all I know, it is impossible to detect the polarization of a single photon at all.
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6.1.3. The bivariate probability density function ρp,Ψ

The degree and the angle of polarization are both affected by statistical fluctuations.
Statistical considerations on linearly polarized radiation can be performed on the
basis of Gaussian distributed Stokes parameters, see Quinn [2012] and on the basis of
a noise affected modulation signal (Eq. (6.1)).
For the latter case, the work by Elsner et al. [2012] is especially interesting because

it shows not only that the resulting∗ probability density function†

ρa,Ψ(a, Ψ | a0, Ψ0) da dΨ a0�1≈ a

πσ2
c

exp
(
−(a− a0)2 + aa0(2 sin(Ψ − Ψ0))2

2σ2
c

)
da dΨ

(6.8)
is consistent with the well-accepted standard expression—see Quinn [2012]—but it
also gives an expression for the count-related distribution width σc which is defined
by the number of source and background counts CS and CB as

σc =
√

2(CS + CB)/CS. (6.9)

The bivariate probability density (Eq. (6.8)) represents the probability of measuring
a modulation amplitude within [a, a+ da] and an angle of polarization within [Ψ, Ψ +
dΨ ], while the true values are a0 and Ψ0. See Fig. 6.2 for a graphical representation of
Eq. (6.8). The figure clearly shows that the modulation amplitude is positive definite.
Unpolarized light will always result in a positive modulation amplitude. With an
increasing degree of polarization, the probability density function transforms into a
double Gaussian distribution, centered around the true values a0 and Ψ0. In the limit
a0 � 1, the uncertainties in determining the modulation amplitude a are almost
independent of the modulation amplitude itself. By contrast, the orientation of the
polarization becomes sharper with increasing a0. For very high degrees of polarization,
two aspects must be additionally considered:

• the approximation a0 � 1 does not hold and Eq. (22) in Elsner et al. [2012] must
be integrated numerically‡ over φ and then be normalized by a two-dimensional
numerical integration over a and Ψ . Figure 6.2 (E+F) shows that for moderate
polarizations this results only in a small change of the probability density func-
tion. For very high degrees of polarization, the corrected distribution becomes
sharper in the modulation amplitude a and is unaltered in the Ψ -distribution.

• The symmetric shape in a still results in the unphysical chance to measure a
modulation amplitude a > 1. The reason for this behavior is the assumption

∗The work by Elsner et al. [2012] is based on a combination of Eq. (6.1) with a known background
signal which can be polarized or not. It uses the assumption of not too large modulation amplitudes
(a2

0 � 1) which is no big limitation because the measured degree of polarization is usually low.
† f(X |A) describes f as a function of the variable set X given the parameter set A.
‡The smooth functions allow to use a fast numerical algorithm based on the double exponential
transformation by Mori and Sugihara [2001].
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Figure 6.2. The probability density function ρa,Ψ(a, Ψ | a0, Ψ0) of Eq. (6.8).
A: for unpolarized light a0 = 0, ρa,Ψ equals the Rayleigh distribution which is a function
of the modulation amplitude a but not of Ψ . The expectation value 〈a〉 is greater than
zero (〈a〉 ≈ 6 %), so that unpolarized light always appears as partially polarized light.
B: 5% partially polarized light shows an expected modulation amplitude of 〈a〉 ≈ 10 %.
The distribution of the observed angle of polarization Ψ is centered around Ψ0.
C: highly polarized light (a0 = 50 %) can be approximated with a double Gaussian
shape around the center of the true values: 〈a〉 ≈ a0 and 〈Ψ〉 = Ψ0. The counts
CS and CB affect a and Ψ in the same way and widen the distribution according to
Eq. (6.9). D: the approximation a� 1 does not hold for fully polarized light (a0 = 1).
The distribution shows an unphysical chance to to measure a modulation amplitude
a > 1. E & F: the same plots as in C and D but without the approximation a � 1.
For a0 = 0.5, the peak height is increased by only 12% and the distribution is nearly
unaltered in shape. For a0 = 1, the peak height changes by a factor of 2.19 and the
distribution becomes much sharper in a and remains nearly unaltered in Ψ .
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that the noise can be described with a Gaussian distribution. Figure 6.3 shows
that the symmetric shape of a Gaussian distribution results in negative dC/dφ-
values for low counts per φ-interval. This only occurs in the case µ → 1 and
a0 → 1, which is a very unlikely combination in X-ray polarimetry.

Despite this, Eq. (6.8) with the approximation a0 � 1 and a Gaussian noise distribu-
tion is the basis for the next sections. This is reasonable, because the limits µ → 1
and a0 → 1 do not correspond to the most common polarimeters and sources. In this
case the statistics in Sect. 6.2.1 and 6.2.4 should be recalculated numerically.

Figure 6.3. A true modulation a0 (green dashed line) in combination with Gaussian
noise (reddish area around a0) results in a measured modulation a (red solid line)
Left: a true modulation a0 � 1 results in lower or higher (shown) measured values of a.
Right: a0 ≈ 1 can result in a negative count increment dC and therefore a > 1.

The signal-to-noise ratio p

Equation (6.8) depends on the observed modulation a and the variance σc in a way
that each∗ a

σc
can be substituted with the signal-to-noise ratio p†. With Eq. (6.3)

follows:

p0 = a0

σc
= P0 · µ ·

1
σc

(6.10)

p = a

σc
= P · µ · 1

σc
. (6.11)

Here and in the following the correct term ’signal-to-noise ratio of the modulation
amplitude’ will be simply called the ’polarization p’. This abbreviation is widely used
in literature. The polarization p combines all important variables that are relevant
for the following analysis: the source polarization P , the modulation factor of the
polarimeter µ and the statistics of the measurement σc. The expression 1/σc is plotted
in Fig. 6.4. Substituting Eq. (6.8) by p results in

ρp,Ψ(p, Ψ | p0, Ψ0) dp dΨ = p

π
exp

(
−1

2
(
(p− p0)2 + pp0(2 sin(Ψ − Ψ0))2

))
dp dΨ.

(6.12)

∗Note that da also has to be substituted.
† In this context, the signal-to-noise ratio is not defined as ratio of signal power to noise power, but
as ratio of mean value to standard deviation.

170



Figure 6.4. Color map of the 1/σ distribution according to Eq. (6.9). Example: a
degree of polarization P = 20 % observed with a polarimeter with a modulation factor
of µ = 50 % results in p = 0.1 · 1/σc, so that—in this case—the color bar ranges from
p = 0 (blue) to p = 8 (red).

6.2. Frequentist analysis
The basis of frequentist statistics are probabilities of random events. Deductive rea-
soning leads to systems where unknown consequences can be studied for a known
cause. In the example of polarimetric measurements, this means that the true degree
and angle of polarization of radiation that enters a polarimeter are known and the
different possible manifestations within the observed data are investigated.

6.2.1. The univariate probability distribution ρp
Integrating Eq. (6.12) over Ψ results in the well known Rice distribution, [Rice, 1945,
(3.10 -11)], see Fig. 6.5:

ρp(p | p0) =
π/2∫
−π/2

ρp,Ψ(p, Ψ | p0, Ψ0) dΨ (6.13)

ρp(p | p0) = p · exp
(
−p

2 + p2
0

2

)
· I1, 0(pp0) (6.14)

with the modified Bessel function of first kind and order zero I1, 0
∗. For unpolarized

light, the Rice distribution transforms into the Rayleigh distribution, see also Fig. 6.5:

ρp(p | 0) = p · exp
(
−p

2

2

)
(6.15)

∗The modified Bessel function I1, 0 is the solution of the differential equation x2y′′ + xy′ + x2y = 0
for purely imaginary arguments x = i · arg. Note that arg = (pp0) is the argument of the modified
Bessel function I1, 0.
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Figure 6.5. Left: The Rice distribution Eq. (6.14) for different modulation amplitudes
a0 and background counts CB. The source counts are set to CS = 1000 in all cases.
Right: The same plots as on the left, but now as a function of p. For a0 = 0 or p0 = 0
respectively, the distribution equals the Rayleigh distribution. For large polarizations,
the Rice distribution is not a good approximation for ρa or ρp. This is directly obvious
for ρa because the modulation amplitude must always be less than one.

Again, the Rayleigh distribution shows that unpolarized light has an expectation value
〈p〉 > 0:

〈p〉 =
∞∫
0

p · ρp(p | 0) dp ≈ 1.25 (6.16)

Weisskopf et al. [2010] defined a parameter to determine the sensitivity of a polarimet-
ric measurement, the minimum detectable polarization Pmd. In a measurement
with unpolarized light p1 % defines a polarization limit so that the chance to measure
any polarization p ≥ p1 % is 1%, see Fig. 6.5. This signal-to-noise ratio converted to a
degree of polarization by Eq. (6.3) equals Pmd:

p1%∫
0

ρp(p | 0) dp != 0.99 (6.17)

p1 % =
√

2 ln (100) ≈ 3.03 (6.18)

Pmd := p1 % σc

µ
≈

4.29
√

(CS + CB)
µCS

(6.19)

Even if Pmd is a degree of polarization, it can reach values greater than 100% according
to Eq. (6.19). For example, µ = 0.1, CB = 0, and CS = 100 gives Pmd ≈ 4.29. In
such a case the meaning of Pmd is the following: an impossible polarization of 429%
would be needed to fulfill the requirements defined by Eq. (6.17). In other words,
independent of the degree of polarization, a 3-sigma measurement is impossible under
such conditions.
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6.2.2. Point estimations of the degree of polarization p
The easiest way to estimate the degree of polarization is to take the observed value
as estimation for the true polarization:

p̂0, triv = p (6.20)

The last section already showed that the Rice distribution is asymmetric, especially
for low polarizations. This asymmetry makes it more probable to measure a polar-
ization that exceeds the true polarization. This effect of biasing was first presented
by Serkowski [1958]. So, in analyzing a polarimetric measurement, a correction of
the polarization bias must be performed. Simmons and Stewart [1985] presented
four different methods to estimate the degree of polarization p̂ for a given observed
polarization p. In Maier et al. [2014,a], we suggested additionally p̂0, ebal:
• Maximum estimator p̂0,max : the estimated polarization equals that true

polarization p0 whose distribution has a maximum at the observed polarization
p, see also Wardle and Kronberg [1974]:

p̂0,max(p) = p0

∣∣∣∣∣ dρp(p | p0)
dp

!= 0 (6.21)

• Median estimator p̂0,med : the estimated polarization equals that true polar-
ization p0 whose distribution’s median∗ equals the observed polarization:

p̂0,med(p) = p0

∣∣∣∣∣∣
p∫

0

ρp(p′ | p0) dp′ != 0.5 (6.22)

• Mean estimator p̂0,mean : the estimated polarization equals that true polar-
ization p0 whose distribution has a mean value equal to the observed polariza-
tion, see also Serkowski [1958]:

p̂0,mean(p) = p0

∣∣∣∣∣∣
∞∫
0

p′ · ρp(p′ | p0) dp′ != p (6.23)

• Maximum likelihood estimator p̂0,ml : the estimated polarization is the one
that maximizes ρp(p0 | p), see also Fig. 6.14 and the explanation there:

p̂0,ml(p) = p0

∣∣∣∣∣ dρp(p0 | p)
dp0

!= 0 (6.24)

• ebal estimator† p̂0, ebal : approximate behavior of p̂0,ml for large values of p
[Vaillancourt, 2006] in combination with a cut-off at p ≤ 1 [Maier et al., 2014,a]:

p̂0, ebal(p) = 0 p ≤ 1 (6.25)

=
√
p2 − 1 p > 1 (6.26)

∗The median of a continuous function is calculated as 2-quantile.
† estimator based on approximated max. likelihood.
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All these estimation algorithms have different critical polarizations pcrit: for all p < pcrit
the estimated polarization becomes zero. The functional dependency between ob-
served polarization and estimated polarization is printed in Fig. 6.6. From this figure
it is not obvious which estimator works best. The bias, defined as difference of the
mean estimated polarization 〈p̂0〉 to the true polarization p0, is a sensible quantity to
evaluate the quality of the different estimators.

bias(p0) =
∞∫
0

p̂0(p) · ρp(p | p0) dp − p0 (6.27)

Figure 6.7 shows that the maximum likelihood estimator is the best estimator for
small polarizations and the maximum estimator is best for large polarizations. The
mean- and median estimators show only in a very small region of 0.83 > p0 > 1.33
their best performance. While the bias determines how close the estimated value and
the true value are on average, the variance defines how strong the estimator spreads
around the true value. The variance can be computed with the help of the mean
squared error (MSE). For an estimator ê it is:

Var(ê) = MSE(ê)− bias2(ê) (6.28)

Considering the small bias values, the MSE and variance are very similar in this case.

MSE(p0) =
∞∫
0

(
p̂0(p)− p0

)2
· ρp(p | p0) dp (6.29)

Figure 6.7 shows that bias and MSE have a similar behavior for all estimators, except
for the trivial one. For low polarizations p0, the maximum likelihood estimator works
best. For high polarizations p0 the maximum estimator is the best. The trivial
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Figure 6.6. Estimated polarizations p̂0 as function of the observed polarization p.
These plots were generated by numerically solving the Eqs. (6.21) - (6.24). Least square
fits for the different estimators are listed in C.1.
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Figure 6.7. Bias and mean squared error (MSE) for the aforementioned estimators.
The regions of best performance are indicated as color bars on the p0-axis. See App.C.2
for listed values.

estimator shows the smallest MSE for polarizations p0 > 1. This effect is related to the
fact that the trivial estimator has no critical polarization pcrit. Factoring the large bias
of p̂0, triv into the selection of an appropriate estimator and the fact that in all practical
work p0 is unknown, leads to the simple rule to take p̂0,ml for small polarizations and
p̂0,max for large polarizations. This approach is kind of circular reasoning because one
has to know the region of the polarization to get a good estimator for the polarization.
See Sect. 6.3.2 for an alternative way to choose the best estimator on the basis of the
observed polarizations p.

6.2.3. Interval estimations on p0

An estimated value is a point estimation. It is the most appropriate value someone
can give on the basis of the observation. An interval estimation tries to quantify the
reliability of an estimated value. The definition of a confidence interval is the following
[Dorey, 2010]:

"The confidence interval gives us an interval that we believe, with a given
level of confidence, contains the true value of the parameter being esti-
mated in the target population."∗

In the case of the probability density function ρp, the confidence interval ∆p = [p, p]
corresponding to the confidence level C can be defined as

p∫
p

ρp(p | p0) dp = C. (6.30)

∗This is often misunderstood in the way that the confidence interval contains the true value with a
probability equal to the confidence level. This is not the case; the true value is in the confidence
interval (interval match), or it is not (interval mismatch). The confidence level is the chance for a
interval match.
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The interval limits p and p are not determined unambiguously by this definition. There
is an infinite amount of values for p and p that fulfill Eq. (6.30). Mood and Graybill
[1974] modeled this effect with an additional parameter λ ∈ [0, α), see Fig. 6.8:

p∫
0

ρp(p | p0) dp = λ

∞∫
p

ρp(p | p0) dp = α− λ (6.31)

ρ
(p
)

p
α/2 C = 1- α α/2

λ=α
λ=α/2
λ=0 λ=0 λ=α/2 λ→α

pp

Figure 6.8. Schematic illustration of different confidence intervals with the same
confidence level C. The greenish area is defined by the confidence limits p and p and
is equal to C. All intervals that fulfill Eq. (6.30) can be labeled with the parameter λ.
The grayish areas to the left of p and to the right of p are defined by Eq. (6.31) and are
shown for the case λ = α/2. The position of the confidence interval is shifted to the
left (right) for λ→ 0 (λ→ α). The smallest interval [p, p] can be found for λ < α/2.

α is defined by α = 1−C and determines the region, where the true value is expected
to be excluded. In the case of a symmetric distribution ρ(p), λ = α/2 would result in a
symmetric confidence interval around the expectation value. Smaller values of λ shift
the confidence interval to the left, whereas larger values shift it to the right. With the
additional requirement that the confidence interval shall be as narrow as possible the
definition of confidence intervals is unambiguous. For symmetric distributions this is
always the case for λ = α/2. For asymmetric distributions, like the Rice distribution,
the smallest confidence interval is the one with ρ(p) = ρ(p).
As the Rice distribution ρp is non-Gaussian, confidence intervals in terms of σ are

not defined. In analogy to the properties of the Gaussian σG, we define:

A σn confidence interval has the confidence level corresponding to n · σG.

For n = {1, 2, 3}, the confidence levels are C1 ≈ 68.3 %, C2 ≈ 95.5 %, and C3 ≈ 99.7 %.
Attention should be paid, that now, σn , n · σ1 as in the Gaussian case. There is no
meaning of one-, two- and three-σ values. Instead the terms σ1, σ2 and σ3 are used.
Simmons and Stewart [1985] computed confidence intervals for C = 0.67, C = 0.95

and C = 0.99. Before going into details, their idea shall be explained in a nutshell.
Their method assumes that the true degree of polarization p0 is known and calculates
for all values of p0 the corresponding lower and upper limits p and p. Finally, a p− p0
projection is used to get confidence limits p0 and p0 as a function of p.
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Finding optimal λ

The λ value that results in the smallest confidence interval, λopt, depends on the
confidence level C and the degree of polarization p0. The calculation of λopt is based
on the idea that ρp(popt) = ρp(popt). The calculated values of λopt were fitted by
an appropriate function λfit(p0) for subsequent calculations. A sigmoid function was
chosen because of the S-shape of the calculated λopt

λfit(p0) = 1
4 ·
(

(2− a) + a tanh
(
b (p0 − c)

2

))
. (6.32)

The parameters a, b and c were computed with the method of least square fit. All
results are shown in Fig. 6.9 and in App.C.3.
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Figure 6.9. Numerically computed values for λopt for three different confidence levels
C1 = 68.3 % (α1 = 0.3173), C2 = 95.5 % (α2 = 0.0455) and C3 = 99.7 % (α3 = 0.0027)
in multiples of their α values. The corresponding least square fits are listed in App.C.3.

p - p0 projection

Equation (6.30) in combination with the additional requirement of smallest possible
confidence intervals results in lower and upper limits in p for a given p0 value. Now,

Figure 6.10. Illustration of the p - p0 projection for p = 3 with C = 0.68.
Left: for p0 = 1.8 the calculated lower and upper limits are p = 1.18 and p = 3.
Right: for p0 = 3.8 the calculated lower and upper limits are p = 3 and p = 4.96.
Following the p - p0 projection, the σ1 confidence interval for p = 3 is [1.8, 3.8].
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instead of an interval ∆p obtained for a given p0, an interval ∆p0 = [p0, p0] for a given
p is needed. This projection is done in two steps:

1. For all p0 values corresponding p and p can be calculated with Eq. (6.30).

2. For a specific p value, only two p0-p-p triplets are of interest: the one triplet with
its upper limit p equal to p defines the lower limit of p0 (i.e. p0); and the other
triplet with its lower limit p equal to p defines the upper limit of p0 (i.e. p0).
See Fig. 6.10 for the example p = 3.

The following example may illustrate the situation for σ1 confidence intervals (see
Fig. 6.11 in pale colors): for p = 3, ∆p0 ≈ [1.8, 3.8] is well defined. For p = 1.25,
the p0-projection results only in an upper limit p0 ≈ 1.9. Nevertheless, the interval
∆p0 ≈ [0, 1.9] is a correct confidence interval for this measurement.
For p . 0.4 (the intersection point of the upper limit curve with the p-axis) there is

no way to construct a non-vanishing σ1 confidence interval in p0. To avoid the case of
non-existing confidence limits, Simmons and Stewart [1985] departed from the term of
narrowest confidence intervals in p for small values of p0. They proposed a tangential
progression of the upper limit p0 to zero for p → 0 and calculated corresponding
new values of p0, so that the definition of Eq. (6.30) still holds. This way, confidence
intervals can be set for all p > 0. Figure 6.11 shows σ1, σ2, and σ3 confidence intervals
with and without the tangential progression.
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Figure 6.11. Confidence intervals for σ1, σ2 and σ3 as a function of the observed
polarization p. The tangent constructions of Simmons and Stewart [1985] are indicated
in pale colors. Example: for p = 3.0 the corresponding σ1-confidence limit is approx-
imately [1.8, 3.8]. The best estimate can be found with the estimators introduced in
Sect. 6.2.2: p̂0(3) ≈ 2.84. The corresponding least square fits are listed in App.C.4.
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6.2.4. The univariate probability distribution ρΨ

By integrating Eq. (6.8) Naghizadeh-Khouei and Clarke [1993] calculated the proba-
bility density function of Ψ :

ρΨ(Ψ | p0, Ψ0) =
∞∫
0

ρp,Ψ(p, Ψ | p0, Ψ0) dp (6.33)

ρΨ(Ψ | p0, Ψ0) = 1√
π

(
1√
π

+ ηeη2(1 + erf(η)
))

e−
p2
0
2 (6.34)

with η = p0√
2 cos

(
2(Ψ − Ψ0)

)
and the Gaussian error function erf∗. See Fig. 6.12

for a graphical representation of Eq. (6.34). In contrast to ρp, the ρΨ-distribution is
unbiased and symmetric around the true value Ψ0. Furthermore, ρΨ does not only
depend on the parameter Ψ0, but also on the polarization p0.
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Figure 6.12. The probability density function ρΨ (Eq. (6.34)) for different signal-to-
noise ratios p0. The true direction of polarization is set to Ψ0 = 0◦. It can be clearly
seen that the distribution is symmetric around Ψ0. For high values of p0—which is
equal to a high degree of polarization—the distribution becomes Gaussian shaped. For
unpolarized light (p0 = 0) each angle of polarization Ψ is equally probable. For p0 = 1
the confidence intervals for C1 = 68.3 % and C2 = 95.5 % are indicated with σ1 ≈ 29◦
and σ2 ≈ 71◦.

6.2.5. Point estimations on Ψ0

The unbiased ρΨ distribution gives directly:

Ψ̂0(Ψ) = Ψ (6.35)

∗ erf(x) = 2√
π

x∫
0

e−t2 dt.
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6.2.6. Interval estimations on Ψ
With the help of Eq. (6.34) the half width ∆Ψ/2 at any confidence level C can be
computed via:

Ψ0+∆Ψ/2∫
Ψ0−∆Ψ/2

ρΨ(Ψ | p0, Ψ0) dΨ = C (6.36)

The σ1 confidence interval [Ψ0 − σ1, Ψ0 + σ1] is then defined as:

Ψ0+σ1∫
Ψ0−σ1

ρΨ(Ψ | p0, Ψ0) dΨ !≈ 0.683 (6.37)

In the same way, the σ2 and σ3 values can be calculated for a confidence level of
approximately 95.5% and 99.7%. Naghizadeh-Khouei and Clarke [1993] calculated
σ1, σ2 and σ3 values for low polarizations p0, see Fig. 6.13.

0°

10°

20°

30°

40°

50°

60°

70°

80°

0 1 2 3 4 5 p0

calc. C1

σ1, fit (p0)
calc. C2

σ2, fit (p0)
calc. C3

σ3, fit (p0)

ΔΨ/2

Figure 6.13. σ1, σ2 and σ3 confidence intervals for the polarization angle. The points
are results from numerical integration of Eq. (6.36). The corresponding least square fits
are listed in App.C.7.

6.3. Bayesian analysis
In contrast to the frequentist approach, Bayesian statistics extends the concept of
probabilities to statements that become not only true and false, but more or less
plausible. This reasoning allows one to deduce the plausibility of the cause on the
basis of observed consequences. This is the usual case for all physical measurements:
true values are estimated on the basis of observed data. In the case of polarimetric
measurements, the true degree and angle of polarization are unknown parameters that
shall be determined with the help of observed data.
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6.3.1. The univariate probability distribution ρp0

The probability distribution for the true polarization p0 can be computed directly
with Bayes’ theorem. Before doing that, an intuitive way of deriving ρp0(p0 | p) shows
the way this theorem works. The properties of a probability density function ρ are:

1. By definition, the probability Q to find an observable x within the interval
[x1, x2] is:

Q =
∫ x2

x1
ρ(x) dx (6.38)

This means that ρ(x0) dx equals the probability of observing a value within
[x0, x0 + dx]. Because ρ(x0) is not changing in the infinitesimally small interval
dx, it follows that the values of ρ(x) are proportional to the probability of finding
a value x.

2. The probability to observe any value must be 100%:∫ ∞
−∞

ρ(x) dx = 1 (6.39)

Taking the known function ρp(p | p0) in Eq. (6.14) and changing variable and parameter
yields the function ρ∗p0(p0 | p) that is formally the same as Eq. (6.14). This expression
already fulfills the property that its values are in relation to the probability of finding
a true polarization p0 for an observation within [p, p+ dp].

ρ∗p0(p0 | p) = p · exp
(
−p

2 + p2
0

2

)
· I1, 0(pp0) (6.40)

Figure 6.14. The distribution of Eq. (6.40) for different observed polarizations p.
The maximum likelihood estimator p̂0,ml of Sect. 6.2.2 links the p0-peak position to the
corresponding p values. For all p ≤ 1.4—the critical polarization for p̂0,ml—the most
likely true polarization is p0 = 0.

181



Figure 6.15. Graph of the normalization factor N according to Eq. (6.41) and nor-
malized ρp0(p0 | p) distribution according to Eq. (6.42).

Figure 6.14 shows the corresponding plots for different observed polarizations. The
probability density function ρp0(p0 | p) can now be constructed by normalizing ρ∗p0(p0 | p)
with respect to p0, see Fig. 6.15:

N =
∞∫
0

ρ∗p(p0 | p) dp0 (6.41)

ρp0(p0 | p) = 1
N
ρ∗p0(p0 | p) (6.42)

Bayes’ theorem

Bayes’ theorem is working on conditional probabilities. P (B |A) is the probability
that case B happens, given that case A has already happened. If P (A) is the probabil-
ity that A happens, regardless of the manifestation of B, and P (B) is the probability
that B happens, regardless of A, Bayes’ theorem states:

P (A |B) = P (A) · P (B |A)
P (B) (6.43)

For continuous variables, the probability changes to the probability density. Applying
Eq. (6.43) to polarization measurements results in:

ρp0(p0 | p) = ρ(p0) · ρp(p | p0)
ρ(p) (6.44)

ρp0(p0 | p) = ρ(p0) · ρp(p | p0)∫∞
0 ρ(p0) · ρp(p | p0) dp0

(6.45)
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Figure 6.16. Bayesian bias and MSE as function of p. The maximum, median, mean,
and maximum likelihood estimator are constructed as in Simmons and Stewart [1985]
and recalculated as function of p according to Eq. (6.47) and Eq. (6.48). The ebal-
estimator is defined in Eq. (6.26). The regions of best performance are indicated as
color bars on the p-axis. See App.C.8 for listed values.

The last equation expresses the probability density ρ(p) as ρ(p0) · ρ(p | p0) integrated
over all possible values of p0. Assuming a non-informative polar prior density∗ ρ(p0) =
const. gives directly Eq. (6.42). Quinn [2012] studied the impact of non-informative
prior densities in general, and the difference of Jeffrey’s prior, which is uniform in the
Stokes parameters q0 and u0 to the uniform polar prior, which is uniform in p0. With
reference to this work, it shall only be mentioned that Jeffrey’s prior overstates large
values of p0, so that the polar prior seems to be the best choice if no information of
the source polarization is known.

6.3.2. Point estimations on p0

The probability density ρp0 can be used to transform any quantity that is a function
of p0 to an estimation value as a function of p. To get f(p), the function f(p0) must
be weighted for each p0 with the probability that this p0 results in the observed p. In
general this is:

f(p) =
∫ ∞

0
f(p0) · ρp0(p0 | p) dp0 (6.46)

Using the already calculated bias(p0) (Eq. (6.27)) and MSE(p0) (Eq. (6.29)) leads to

bias(p) =
∫ ∞

0
bias(p0) · ρp0(p0 | p) dp0 (6.47)

MSE(p) =
∫ ∞

0
MSE(p0) · ρp0(p0 | p) dp0 (6.48)

∗Technically speaking, this statement is not fully correct because there is no uniform distribution
living on the non-negative half-line R+ that can be normalized. This mathematical problem can be
overcome by considering a maximal possible true degree of polarization p0,max, so that ρ = p−1

0,max.
Finally: p0,max →∞.
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Figure 6.17. Optimal λ values for σ1, σ2 and σ3 confidence levels. The critical
polarizations are p1 crit ≈ 1.7, p2 crit ≈ 2.5 and p3 crit ≈ 3.4. The corresponding least
square fits are listed in App.C.5.

Figure 6.16 shows bias and MSE as a function of p. This result matches observational
needs; the estimator for the true degree of polarization can be estimated on the basis
of the observed value p.

6.3.3. Interval estimations on p0

While the frequentist approach integrates the probability density function ρp(p | p0)
in p and projects the results to p0 the Bayesian approach can evaluate the probability
density function directly in p0. Analogous to confidence intervals in frequentist statis-
tics, credibility intervals in Bayesian statistics make a statement on the reliability of
an estimated value. Different from confidence intervals, credibility intervals give the
probability that the true value is within a specific interval. For all possible values of
p0 that can cause (�) the observed p, the credibility interval includes those p0 that
cause p in a fraction C of all cases:

∀ p0 : Prob
(
p0 ∈

[
p0, p0

]
� p

)
= C , fixed p. (6.49)

Integrating the density distribution ρp0 over p0 leads directly to credibility intervals
Vaillancourt [2006]:

p0∫
p0

ρp0(p0 | p) dp0 = C

∣∣∣∣∣ [
p0, p0

]
minimal. (6.50)

Again, the asymmetric shape of ρp0(p0 | p) leads to a nontrivial choice of the interval
limits p0 and p0, see Sect. 6.2.3. With the same argumentation as there, λ values
corresponding to a preferably narrow confidence interval were calculated, see Fig. 6.17.
The resulting credibility limits are shown in Fig. 6.18 for σ1, σ2, and σ3 credibility
intervals. Parametric fitting results can be found in App.C.6.
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Figure 6.18. Credibility intervals as a function of the observed polarization and the
applied credibility level. The estimation values for the maximum and the maximum
likelihood method are plotted additionally. The results from Simmons and Stewart
[1985] are plotted in pale colors. Example: for p = 3.0 the corresponding σ2-credibility
interval is approximately [0.61, 4.86]. The best estimate can be found with the estima-
tors introduced in Sect. 6.2.2: p̂0 ≈ 2.84. The corresponding least square fits are listed
in C.6.

6.3.4. Point estimations on Ψ0

Since there is no biasing effect in the angle of polarization, it is sufficient to use the
trivial estimator

Ψ̂0(Ψ) = Ψ. (6.51)

6.3.5. Interval estimations on Ψ0

In Maier et al. [2014,a] we proposed a new method to calculate interval estimations
on Ψ0. Before presenting this method, a short overview shall list the difficulties we
recognized in constructing interval estimations ∆Ψ as a function of p and clarify why
it is incorrect to proceed in the following way:

• Using the best estimator p̂0 as a parameter for Eq. (6.36) leads to incorrect re-
sults because the uncertainty of p0 does not propagate into the uncertainty of Ψ .

• Calculating ∆Ψ with the lower limit p0 that was computed in Sect. 6.3.3 overesti-
mates the uncertainty in Ψ because the interval ∆p0 is constructed to be minimal
in p0 but not in Ψ (the upper limit p0 underestimates ∆Ψ , cf. Fig. 6.13).
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Figure 6.19. Numerically calculated credibility intervals (bold lines) with Monte Carlo
(MC) simulated results (crosses) in comparison to the confidence intervals calculated in
Sect. 6.2.6 (pale colors). Be aware that the confidence intervals are a function of p0. The
difference is not only a bias, which should be maximal at low degrees of polarization, but
originates also from the different statements that confidence and credibility intervals
make. Least square fitting results are listed in App.C.9

• Transforming p0 to p according to Eq. (6.46)

∆Ψ(p) =
∞∫
0

∆Ψ(p0) · ρp0(p0 | p) dp0 (6.52)

averages ∆Ψ . The result is reasonable, but does not match the definition of
credibility intervals in Eq. (6.49).

The correct idea is to recalculate ∆p0 credibility intervals with the bivariate probabil-
ity distribution ρ(p, Ψ | p0, Ψ0) of Eq. (6.12). After integrating over p0 and normalizing
the bivariate distribution for fixed p’s with respect to Ψ , the credibility interval ∆Ψ
can be computed (⇔) directly (without loss of generality Ψ0 = 0):

ρ∗(p, Ψ) =
∞∫
0

ρ(p, Ψ | p0, 0) dp0, (6.53)

ρ(p, Ψ) = ρ∗(p, Ψ)
N(p) , N(p) =

π/2∫
−π/2

ρ∗(p, Ψ) dΨ, (6.54)

∆Ψ(p)⇔
∆Ψ/2∫
−∆Ψ/2

ρ(p, Ψ) dΨ = C (6.55)

The numerically computed results are shown in Fig. 6.19.
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6.4. Monte Carlo simulation
A Monte Carlo simulation works on repeated random sampling. The presented credi-
bility intervals for the degree and angle of polarization shall be verified and explained
more intuitively in the following with a Monte Carlo simulation.

6.4.1. Simulating credibility intervals ∆p0(p)
The simulation can be broken up into three steps:

1. Consider a true polarization p0. The p0-value must be limited so that the
simulation is terminated. The choice of the limit p0,max influences the maximal
observed polarization pmax that can be simulated. The difference between pmax
and p0,max must be large enough so that all neglected p0 > p0,max only have a
negligible contribution to all p < pmax. With the chosen values p0,max = 12 and
pmax = 6, the error due to the limitation of p0 is less than 7 · 10−10:∫ 6

0
ρp(p | 12) dp ≈ 6.9 · 10−10 (6.56)

All p0-values are distributed equally over the interval [0, p0,max] with a constant
step size of ∆p0 = 0.01.

2. Simulate a measured p. Based on the probability density function ρp(p | p0)
(Eq. (6.14)) p values corresponding to a specific p0 can be simulated. This is done
in two steps. The random generator by Park and Miller generates a uniform
distribution u(x) = 1 with 0 < x < 1 [Press et al., 1992, § 7.1]. The inversion
method, see for example Devroye [1986, § 2.1], is used to generate a random
variable which has a Rice distribution:

p = CDF−1
ρp (x) (6.57)

Equation (6.57) has a nice graphical interpretation. It is the projection from
the ordinate to the abscissa of the Rice cumulative distribution function∗ CDFρp ,
see Fig. 6.20. The p-values are binned into appropriate blocks [p−∆p, p+ ∆p]
because of their continuous distribution. The simulation uses ∆p = 0.02.

3. Finding the credibility interval. Repeating steps 1 and 2 numerous times
yields a large set of (p0 / p) pairs. Now, for a specific value of p, the distribution
of p0 values that correspond to this p can be used to construct a credibility
interval, at confidence level C, in p0: after counting the number of all pairs
which have a polarization within [p − ∆p, p + ∆p], the credibility interval is
chosen as the smallest possible interval that contains C ·N pairs.

Fig. 6.21 explains the described method graphically in the example p ≈ 2.

∗The CDF (x) is defined as the probability of measuring a value v ≤ x.
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Figure 6.20. Inversion method applied to a Rice CDF with p0 = 3. After choosing
a uniformly distributed value 0 < x < 1, the corresponding polarization follows as
p = CDF−1(x). In the example, the random number x = 0.8 yields p = 4.

6.4.2. Simulating credibility intervals ∆Ψ0(p)
The considerations on p0 and the usage of the inversion method to generate non-
uniform distributions are identical to the previous section. Beside this, simulating
interval estimations on the polarization angle (Ψ0 = 0 is assumed) is done in two
steps. First, appropriate random data must be simulated:

1. Choose a true signal-to-noise ratio p0 ∈ [0, 10].

2. Simulate a value p following ρp(p | p0), cf. Eq. (6.14).

3. Simulate a value Ψ following ρ(p,Ψ | p0, 0), Eq. (6.8).

Repeating these steps numerous times yields a large number of (p0/p/Ψ)-triplets. In
the second step, analyzing these triplets will result in the desired credibility intervals:

1. Select all triplets with a p-value within a specific p-bin [p, p+0.01], independent
of their p0 and Ψ -values.

2. Count the selected triplets → Np0,Ψ.

3. Sort the triplet list with respect to Ψ .

4. Starting counting at Ψ = 0, the credibility interval∗ ∆Ψ/2 can be obtained as
the Ψ value of the data triplet at list number C/2 ·Np0,Ψ .

In this way, the uncertainty in Ψ can be estimated on the basis of the observed signal to
noise ratio p. Repeating these steps for a set of different p-values and confidence levels
C results in the graphs of Fig. 6.19. Again, the method used is explained graphically
in Fig. 6.21.

∗The Ψ -symmetry in Eq. (6.8) allows to restrict all calculations on the half credibility interval.
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Figure 6.21. Schematic to explain the simulation of credibility intervals. For reasons
of clarity only the pairs with p0 ∈ {0, 1.8, 5} and those with p = 2 are shown.
Left: credibility interval simulations for the degree of polarization are based on (p0/p)-
pairs. The third dimension (n) equals the (p0/p)-pair density. For p = 2, the corre-
sponding σ1 credibility interval (gray shaded area) consists of 68% of all pairs (p0/2).
Right: credibility interval simulations for the angle of polarization are based on
(p0/p/Ψ)-triplets. As Ψ0 = 0, it follows ∆Ψ = Ψ . The values of Ψ are indicated
by the dot size. For p = 2, the corresponding σ1 credibility interval (gray shaded area)
consists of 68% of all triplets (p0/2/Ψ) with arbitrary p0 but smallest possible Ψ .

6.5. Analysis in the limit of high polarizations

In the case of high polarizations—which means p > 6—the probability density func-
tion of Eq. (6.12) can be assumed to be Gaussian shaped in the variable Ψ and a.
Point and interval estimations on both variables can be calculated in the following
way: the trivial estimator Ψ̂0 = Ψ is sufficient for the angle of polarization. The
biasing effect for the degree of polarization shifts the value for the best estimated
polarization approximately to

p̂0 =
√
p2 − 1. (6.58)

For high polarizations, the univariate uncertainties for p or a [Elsner et al., 2012] and
Ψ [Serkowski, 1962] become:

σa = σc =

√
2(CS + CB)

CS
σp = σa

σc
= 1 (6.59)

σΨ = σc

2 a0
=

√
2(CS + CB)

2a0CS
σΨ = 1

2p0
≈ 28.65◦

p0
(6.60)

With Eqs. (6.59) and (6.60) confidence intervals can be computed in the standard
way: confidence intervals of ±σ, ±2σ and ±3σ around the estimated value represent
confidence levels of 68.3%, 95.5% and 99.7%. Unfortunately, in many realistic cases
the polarization will be of such low degree that the deviations from the Gaussian
shape have to be taken into account.
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6.6. Binning the φ-distribution
The statistical properties of a sinusoidal modulated event distribution (see Sects. 6.2.1 -
6.2.4) serve as theoretical basis that defines the limits in accuracy that can be expected
considering the continuous φ-distribution of Eq. (6.1). However, real life experiments
are not based on such a continuous event distribution, but on a data based histogram
that only resembles Eq. (6.1). Besides the different methods how to bin data into a
histogram, the chosen number of bins M have a noticeable effect in the point and
interval estimations of the degree and angle of polarization. This effect can become
prominent for small numbers N of detected events.
X-ray polarimetry of astronomical sources is currently characterized by small num-

bers of events in combination with a typically small degree of polarization. Therefore,
a detailed study of the effects of data binning is essential. This section describes differ-
ent methods for data binning. Based on a Monte-Carlo simulation, the performance
of equal width and equal frequency binning are tested for polarimetric analysis. For
both methods, a rule how to choose the optimal number of bins and a comparison to
the predictions of the continuous distribution (Eq. (6.1)) are given.

6.6.1. Data binning
The idea of data binning is to quantize data in a way that the major effects that
are imprinted in the data distribution are still observable, but the small statistical
fluctuations will be canceled out. In the case of analyzing polarimetric measurements,
i.e. φ-distributed events, the two major errors resulting from event binning are:

• Uncertainty in the number of counts: a counting based statistic of N
counts is Poisson distributed with a standard deviation of σ =

√
N and a

signal-to-noise relation of SNR = N/
√
N =

√
N . The relative uncertainty in

the number of counts increases with a fine binning as the counts decrease. This
effect influences mainly the estimated modulation amplitude a, i.e. the degree
of polarization.

• Uncertainty in φ: collecting φ-distributed events into bins of width ∆φ results
in an inaccuracy of φ that is—in a first assumption—in the order of ∆φ. The
uncertainty in φ influences mainly the phase of the modulation curve, i.e. the
angle of polarization Ψ . This effect decreases with a fine binning as ∆φ gets
smaller.

Looking at these two error sources gives reasons for the two major methods for binning,
each concentrating on one of the error sources:

• equal width binning (EWB): The most intuitive method of data binning is
to divide the interval of interest I (in our case I = 2π) into a number M of
bins of equal width i = I/M . The histogram is constructed by the number of
events nk within each bin k. This technique minimizes the uncertainty in φ at
the expense that some bins possibly have a very low counting statistic.
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• equal frequency binning (EFB): Here, the width of each binning interval ik
is chosen in a way that each bin k contains the same amount of events n = N/M .
The density of events ñk = n/ik is then calculated for each bin and forms the
histogram. This technique has a good counting statistic, but some bins can
become very large.

In general, it is not possible to state that the one binning method is better than
the other. The performance of both methods depends on the underlying probability
density distribution, the number of measured events N , and the chosen number of
bins M .
General statements for optimal binning are rules of thumb like that “5-20 bins

are usually adequate” [Knuth, 2006] or M ∼ 3√
N [Scott, 1979]. More elaborate

statements for an optimal binning are often restricted to Gaussian distributions and
a clear rule for polarimetric analysis is missing.

6.6.2. Monte Carlo Simulation
The aim of the following simulation is to test which of the binning methods (constant
width or frequency) works best for polarimetric analysis and what is the optimal num-
ber M of binning intervals. In principle, both answers can depend on the underlying
data structure, i.e. the number of events N and the modulation amplitude a. The
idea of the simulation can be summarized in three steps:

1. Simulate an event distribution based on Eq. (6.1) for given N , a, and Ψ . Acting
as if the true values a0 and Ψ0 are unknown the guessed event distribution is
then processed like usual observed data.

2. Bin the distribution with EWB or EFB for a fixed number of bins M .

3. Fit the resulting histogram with Eq. (6.1). This leads to the estimated values â
and Ψ̂ .

Repeating these steps several times results in a distribution of â and Ψ̂ which can
be expressed with the mean expected values 〈â〉 and 〈Ψ̂〉 with variances ∆â and
∆Ψ̂ . Comparing these values with the true values a0 and Ψ0 and the theoretical
expected variations ∆a0 and ∆Ψ0 gives a criterion for the goodness of the binning-
fitting combination∗. Finally all steps can be repeated for different† N , M , a0, and
for both binning methods.

∗The goodness of fit was not considered with a “classical” reduced χ2 approach because the aim of
the polarimetric analysis is not to get a well fitting modulation curve, but a good estimation of the
modulation amplitude a (or the degree of polarization p) and the angle of polarization Ψ .
†A variation in Ψ0 was not considered because it only shifts the phase of the modulation curve.
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Guessing a sinusoidal modulated event distribution

Like in Sect. 6.4, the sinusoidal event distribution is made with the cumulative distri-
bution function:

CDF (φ) =
φ∫

0

PDF (φ′) dφ′ (6.61)

=
φ∫

0

1
2π

(
1 + a cos (2 (φ′ − Ψ))

)
dφ′ (6.62)

= 1
2π

(
φ+ a

[
1/2 sin (2 (φ′ − Ψ))

]φ
0

)
(6.63)

= 1
2π

(
φ+ a

2
(

sin(2(φ− Ψ)) + sin(2Ψ)
))

(6.64)

With the random number generator ran2 [Press et al., 1992] a uniform distribution
0 ≤ x ≤ 1 is generated and the corresponding φ-value calculated with φ = CDF−1(x).
For Ψ = 0, the CDF for a Compton polarimeter (Ψ → Ψ + π/2) is reduced to:

CDF (φ) = 1
2π

(
φ− a

2
(

sin(2φ)
))

(6.65)

Figure 6.22 shows different CDF’s with a sample of corresponding event distributions
for N = 200 events.
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Figure 6.22. Left: cumulative distribution function of the event distribution of a
Compton polarimeter for different modulation amplitudes a0 and polarization angles Ψ0.
Right: Monte Carlo simulated event distribution for N = 200 events based on the
equally colored distribution functions on the left.
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Binning and fitting the event distribution

While the implementation for equal width binning is unambiguous in its working
mechanism, the implementation of equal frequency binning is not obvious:

• The selection of the start- and endpoint of the binning intervals was considered
in two ways. In a first implementation, the position of the counts defined the
interval edges. Another idea is to take the center between two events as possible
ends. The latter approach shows clearly better results for small event numbers
N . Figure 6.23 explains why this makes a difference for locally enhanced event
densities which are generated by chance: large gaps are split up to neighboring
bins instead of contributing to only one bin.

6 1 2 13 4 5 26 3 4 5 6 1 2

]]]] ]]A B

]]]] ]]
C D

Figure 6.23. Overestimation of enhanced event densities: a random distribution
of events (red dots) is binned with an equal number of M = 6 counts per bin.
Taking the event positions as possible interval limits (bluish intervals, especially
A and B) can result in more extreme bin densities (underestimation in A and
overestimation in B) than choosing the center between two events as possible
interval limits (greenish intervals, especially C and D).

• Because of the large intervals that can result with EFB it was considered not
to take the center of an interval, but the event barycenter as position value of
the corresponding bin. But, it turned out, that this degrades the efficiency of
binning, so that the bin center was chosen as position value for EWB and EFB.
The reason for this is possibly the same as before; an overestimation of enhanced
event densities.

Equal width and equal frequency binning turns the observed events into a histogram
that can be fitted to an appropriate modulation function f with a least-squares fitting
routine [Markwardt, 2009]. The shape of f is related to Eq. (6.1):

f(φ) = k
(
1 + c(M) · a cos(2(φ− Ψ))

)
(6.66)

Only the modulation amplitude a and the polarization angle Ψ are free fitting parame-
ters. The constant of proportionality k, i.e. the mean of the distribution, is considered
fixed. It is k = N/M for EWB and k = N/(2π) for EFB. The factor c(M) corrects for
the underestimation of the modulation amplitude a due to the roughness of binning.
In this section, the emphasis is to explain the cause that enforces this correction while
the calculation of c(M) can be found in App.D.1.
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The idea is to correct the binning related blurring of the amplitude. Figure 6.24
shows an example how binning of a peak-like distribution will reduce the observed
amplitude. Surprisingly, the correction factor does not depend on the phase between
bin and distribution; it is the same, even for non-central peak binning. For EWB,
c(M) can be expressed as:

c(M) = M

2π sin
(

2π/M
)

(6.67)

In the case of EFB, the variable bin width necessitates to calculate c(M) individually
for each bin.

abina0

abin = c(M)  a0
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Figure 6.24. Binning reduced amplitude reduction. A sinusoidal distribution with
true amplitude a0 is reduced in amplitude due to binning so that the bluish and orange
areas are equal. The right graph shows the reduction for equal width binning with
5 ≤M ≤ 50. See App.D.1 for more details.

The theoretical limits 0 ≤ a ≤ 1 and −π/2 < Ψ ≤ π/2 are not a good choice as
parameter limits for the fitting routine. Because of the identity

a cos(2(φ− Ψ)) = −a cos(2(φ− Ψ ± π/2)) (6.68)

the fitting routine tries to choose in some cases negative a-values as best fitting pa-
rameters. The limitation 0 ≤ a ≤ 1 does only result in the locally best estimator
a = 0. Therefore, the parameter limitations were extended to negative a-values and
enlarged in Ψ by ±π/2:

− 1 ≤ a ≤ 1 and − π < Ψ ≤ π (6.69)

After fitting, negative a-values are mirrored to positive ones and Ψ is shifted according
to Eq. (6.68) so that finally 0 ≤ a ≤ 1 and −π/2 < Ψ ≤ π/2 holds. Figure 6.25 (EWB)
and Fig. 6.26 (EFB) show binning and fitting results for the same samples that are
shown in Fig. 6.22.
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Figure 6.25. Equal width binning with 20 bins for different samples with N = 200
events. The color code is identical to the one in Fig. 6.22. The fitting results a and Ψ
and the true values a0 and Ψ0 are shown in the corresponding legend. The restriction
a ≤ 1 explains the direct match for a0 = 1.0 (left).
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Figure 6.26. Equal frequency binning with 20 bins for different samples with N = 200
events. The color code is identical to the one in Fig. 6.22. The fitting results a and Ψ
and the true values a0 and Ψ0 are shown in the corresponding legend. The restriction
a ≤ 1 explains the direct match for a0 = 1.0 (left).

Figure 6.27. Distribution of observed a and Ψ for 20 000 samples with a0 = 0.1,
Ψ0 = 0◦, N = 200, and M = 20 for EWB. Both histograms are generated with a final
binning of 60 bins in a or Ψ , respectively. The bias in the modulation amplitude (left)
and the unbiased, symmetrical but non-Gaussian distribution of the polarization angle
(right) are noticeable. The mean values 〈a〉 and 〈Ψ〉 and the corresponding standard
deviations σa and σΨ are the important values for the following steps of the simulation.
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Finding the optimal number of bins M

The presented procedure of simulating, binning, and fitting results in observed pa-
rameters a and Ψ . Repeating this procedure several times gives a distribution of the
observables, see Fig. 6.27 for 20 000 repetitions. To decide on the efficiency of the
number of chosen bins M , the mean values 〈a〉 and 〈Ψ〉 and the corresponding stan-
dard deviations σa and σΨ have to be calculated for each value of M . See Fig. 6.28
and 6.30 for a0 = 0.05 and N = 1000 in the case of EWB or EFB, respectively. The
optimal number of bins Mopt is the one that minimizes σa and σΨ and that results
in a bias of the modulation amplitude which is comparable with the one expected by
the proposed estimators of Sect. 6.2.2.

Results

The simulation procedure of the last section is repeated for different sample sizes N
and initial modulations a0. Figures 6.29 and 6.31 show the estimated polarization and
the number of bins Mopt for best binning performance. In the case of polarimetric
analysis, equal frequency binning outperforms equal width binning in the following
ways:

• The choice ofMopt is for EFB in general not so critical. The binning performance
becomes only slightly worse for M > Mopt.

• The distribution widths σa and σΨ are slightly better for EFB than for EWB.

• For EFB, the bias in estimating p is distributed in a sharp way resembling the
behavior of the mean-estimator (see Fig. 6.31). In contrast, the bias for EWB is
distributed over a broad range and it is on average stronger than expected by
all theoretical estimators (see Fig. 6.29).

Least square fits forMopt are obtained for EWB and EFB in the range of the simulation
parameters: 0 ≤ a0 ≤ 0.5 and 50 ≤ N ≤ 2000. In the case of EWB, the square root
like dependence Mopt ∼ N0.5 for small values of a0 and the more constant behavior at
larger values of a0 leads to:

EWB: Mopt(a0, N) = 0.43 ·N0.5−0.41a0 + 4.78(1− a0) (6.70)

In the case of EFB, a linear dependencyMopt ∼ N is sufficient for a0 < 0.3. For larger
values of a0 this linear approximation overestimates Mopt, which is fine as EFB has
still very good performance if M is slightly larger than Mopt, see Fig. 6.30. A linear
least square fit leads to:

EFB: Mopt(N) = 0.0153 ·N + 24 (6.71)
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Figure 6.28. Simulated results for the modulation amplitude a and the polarization
angle Ψ as function of the number of bins M in the case of equal width binning. The
simulation parameters are: N = 1000 events, a0 = 0.05 (p0 ≈ 1.12), and Ψ0 = 0◦. The
simulated results are shown as crosses, which are averaged with a smoothing routine
(solid line) for illustrative reasons. The optimal number of bins is Mopt = 18.

Figure 6.29. Performance of equal width binning.
Left: comparing the true and observed polarization shows, that the bias is, for a
small number of events (N ≤ 200), more prominent than expected by the estimators,
which are presented in Sect. 6.2.2. For p > 3 the simulation results and the estimators
approach each other with a difference of less than ∆p0 = 0.15 (not shown in this graph).
Right: the optimal number of bins Mopt depends on a0 and N but not on p. A least
square fit results in Mopt(a0, N) ≈ 0.43N0.5−0.41a0 + 4.78(1− a0).
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Figure 6.30. Simulated results for the modulation amplitude a and the polarization
angle Ψ as function of the number of bins M in the case of equal frequency binning.
The simulation parameters are: N = 1000 events, a0 = 0.05 (p0 ≈ 1.12), and Ψ0 = 0◦.
For more information, see Fig. 6.28. The optimal number of bins is Mopt ≈ 38.

Figure 6.31. Performance of equal frequency binning
Left: the simulation results are in good agreement with the mean estimator. All
simulations are color coded with the number of events N . The signal-to-noise ratio
p = a

√
N/2 determines the bias independent of its constitution of a or N .

Right: as seen in Fig. 6.30 the performance of EFB is nearly constant over a wide range
of M . Mopt is nearly independent of a0 and a linear function of N . A least square fit
results in: Mopt ≈ 0.0153N + 24.
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6.7. Summary
The working principle of a photoelectric or a Compton polarimeter is based on an
azimuthal dependent cross section which results in an azimuthal dependent event
density. The aim of the analysis of this event density is to estimate the true degree of
polarization P0 and the true angle of polarization Ψ0. The biased and unsymmetrical
distribution of P0 and the unbiased, symmetrical, but non-Gaussian distribution of
Ψ0 requires a careful statistical treatment.
Frequentist and Bayesian statistics address two different points of view. A direct

comparison of both methods is not reasonable because both methods result in different
statements. To find the appropriate method for a given problem, one has to answer
the question of whether the true values or the observables are known or unknown.
Because of the symmetric distribution of the observed angles of polarization Ψ

around the true value Ψ0, point estimations on Ψ0 are trivial (Ψ̂0 = Ψ) for both
approaches. With a frequentist approach, point and interval estimations on the true
(signal-to-noise ratio of the) degree of polarization p0 can be made on the basis of the
observed degree of polarization p. But, for the angle of polarization, the frequentist
approach allows only to conclude on interval estimations on Ψ0 as a function of the
true degree of polarization p0, but not as function of the observed value p.
Bayesian statistics matches observational needs best. For observed signal-to-noise

ratios p the estimator of best performance can be chosen directly. Point and interval
estimations on p0 and Ψ0 as a function of p can be obtained with the tabulated values
in App.C.2 - App.C.9 for p < 6. For large polarizations (p > 6), confidence and
credibility intervals approach each other. Point and interval estimations on p0 and Ψ0
can be calculated by the approximations of Sect. 6.5.
Simulating the binning and fitting behavior shows that they can have a severe im-

pact on the results of the analysis. Only equal frequency binning in combination
with the event centered interval selection and the correction of the binning reduced
amplitude, shows good agreement with the theoretical considerations of continuously
distributed event densities. Applying other binning or fitting routines than the demon-
strated, requires a thorough reconsideration of the statistical impacts.
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7. Summary and outlook
The presented work shows the construction, the operation and the performance of
a stacked detector system consisting of a silicon based active pixel matrix which
serves as a low energy detector (LED) in combination with a cadmium telluride based
Schottky diode detector which serves as a high energy detector (HED). Both detectors
are pixelated semiconductor detectors with a pixel specific preamplification. The
construction of the LED subsystem is to a large fraction an in-house development of
the IAAT (Institute for Astronomy and Astrophysics Tübingen). Besides the detector
control electronics, the signal digitization, the signal preprocessing, and the data
transfer are newly developed and tested, which is done to a large fraction in the
framework of this thesis.
The necessity of a pixel specific, non-linear energy calibration is observed for both

detectors using the emission spectra of Fe-55 and Am-241. Besides an energy calibra-
tion that is based on cubic spline interpolation of the pulse-height-to-energy relation,
an energy calibration via correlation was studied. Both methods show similar re-
sults applied to a calibration measurement with a high counting statistics but the
correlation method is promising if the calibration spectrum has a low counting statis-
tics. Because the calibration method uses not just the line position but the whole
line shape, it is based on more information and can therefore handle lower counting
statistics. Furthermore, it can be applied to the calibration of continuous emissions.
Besides the similar pixel specific energy calibration needed for both detector systems,
each detector has some characteristics that must be considered for its operation.
The LED uses a continuous readout of the detector matrix each 2.44ms in combi-

nation with an event preprocessing electronics that reduces the high data rate that
results because of the fast readout. The continuous operation allows to apply periodic
signal discharges (signal clearing) resulting in a (relatively) constant offset level for
each pixel. The pixel specific variation of the offset, the pixel noise is used to calculate
pixel specific thresholds for the event recognition. This approach allows to optimize
the tradeoff between rejecting noise and detecting all events or splits of events.
An exceptionally large amount of bad pixels makes it necessary to study the ef-

fects of bad pixels and possible analysis methods that reduce these effects. The
detector settings (the offset map, the energy threshold map, and the bad pixel map)
must be obtained via dark and flat-field measurements and must be uploaded to the
preprocessing electronics for each operation of the LED. The spectral resolution of
the LED is studied for different gains gCMX of the signal amplifier and measured to
∆E = 168 eV (FWHM, at 5.9 keV; gCMX = 100 %) and ∆E = 342 eV (FWHM, at
59.5 keV; gCMX = 21 %). A systematic error in the energy calibration that could not
be cancelled because of the limited number of emission lines of the calibration spectra
is observed to be less than 100 eV for energies E < 28.5 keV.
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In contrast to the LED, the HED is working with an event triggered pixel readout
and can be operated directly after its power-on. The large amount of deep acceptor
levels in CdTe result in a polarization effect of the CdTe crystal which redistributes the
applied electric field inside the crystal and makes the signal generation near the cath-
ode of the detector inefficient or even impossible. This crystal polarization is studied
theoretically and experimentally and the time duration for stable detector operation
as well as the spectroscopic effects of the crystal polarization are both well known.
The critical factors for the stability of the HED operation are the crystal temperature
and the applied electric field. The spectroscopic performance of the HED is measured
with ∆E = 1023 eV (FWHM, at 59.5 keV); the systematic error in the energy cal-
ibration is less than 60 eV in the whole observed energy range 3 keV < E < 60 keV.

The combined operation of the stacked detector system, i.e. the positioning of the
LED in front of the HED, allows to study mutual influences between both subsystems
which are mainly:

• an absorption effect in the HED spectrum at low energies

• the observation of Cd and Te fluorescence lines in the LED

• a small heating effect of both detectors that is observed with an increased offset
and noise distribution in the LED

The Compton reprocessing is not observed, neither in the LED spectrum, nor in the
HED spectrum. In the LED spectrum, the low energy detector noise blurs the promi-
nent Compton edge and in the HED spectrum, the statistics of Compton scattered
events, compared to all other events, is too low to be observed.
A detailed analytical and numerical calculation results in an expected efficiency

to detect Compton forward scattered events, which peaks at roughly 60 keV with a
value of 6.1 h: roughly 6 of 1000 photons that hit the LED are Compton scattered
in the LED, not absorbed in the LED, directed into the HED, and detected by the
HED. Fortunately, the other 994 events can be effectively filtered with an analysis
that is restricted to time coincident events. The limiting factor for this reduction is
the timing inaccuracy of the LED which is theoretically 2.44ms and measured with
3ms in the current configuration of the CANDELA setup.

Outlook

The identification of time coincident events between the LED and the HED defines the
current status of the CANDELA setup. An extended statistics is necessary to observe
and study the proposed analysis methods of the stacked setup experimentally. The
possible applications are:

• the suppression of fluorescence lines in the LED and of escape lines in the HED

• the application as a Compton camera

• the application as a Compton polarimeter
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An operation of the CANDELA setup as a Compton camera is possible in the current
configuration. Compton scattered, time coincident events can be analyzed to conclude
on their origin. To measure the LED and the HED spectrum of Compton scattered
events and to compare it with the expected spectral distributions can serve as a first
test of this analysis mode. Furthermore, the spatial resolution of the Compton cam-
era can be studied in all three dimensions. Because of the combined analysis of two
detector events, the uncertainty of such a position reconstruction is non-trivial and
depends on the spectral and the spatial resolution of both detectors. The theoreti-
cal derivation of point and interval estimations for the position reconstruction of a
Compton camera and the comparison to experimental observations are challenging
goals for further investigations.
In order to test the application of the CANDELA setup as a Compton polarime-

ter, polarized radiation—with a variable degree and angle of polarization—could be
produced via scattering of Am-241 (59.5 keV) or Co-57 (122 keV) emission lines. The
detection efficiency and the modulation factor can be measured for different distances
between both detectors while observing the mutual influences between the LED and
the HED carefully. The modulation factor is expected to µmax = 73 % for an intended
detector distance of 2mm. The analysis of the measurements will be straightforward
because the binning and fitting routines are tested via simulations, and the calculated
point and interval estimations can be applied directly via their parametric descrip-
tions.
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A. Klein-Nishina formula in polar
coordinates

The differential cross-section dσ
dΩ for Compton scattering is originally described by

Klein and Nishina [1929]:

dσ
dΩ = 1

4r2
e

(
k(θ)
k0

)2 (
k(θ)
k0

+ k0

k(θ) − 2 + 4 cos2(Θ)
)

(A.1)

atom

θ
e

ex ey

ez

e

e0

k

k0

e0

All variables with the index 0 refer to the incident photon
and all variables without an index refer to the scattered
photon. re represents the classical electron radius, k the
energy and ~k the direction of the photons. θ is the scatter-
ing angle between ~k0 and ~k. φ is the azimuthal scattering
angle between the electric field of the incident photon and
the direction of the scattered photon.
The polarization of the photon is described by ~e0 and ~e. Θ
is the angle between the two photon polarizations ~e0 and
~e. It is convenient to split the scattered photon into a per-
pendicular part with ~e ⊥ ~e0 so that Θ = 90◦ and a parallel
part with (~k0, ~e0, ~k, ~e) lying in the same plane, see [Heitler,
1954, § 22.4]. The cross-section is split in the same way, so
that σ = σ⊥ + σ‖.

Assertion: in the parallel part (if ~e is in the (~k, ~e0) plane) it is:

cos2(Θ) = 1− sin2(θ) cos2(φ) (A.2)

Proof : without loss of generality we assume the origin of the coordinate system at
the place of interaction and orientate it so that: ~e0 = êy

With ~k =

sin(θ) sin(φ)
sin(θ) cos(φ)
− cos(θ)

 the (~k, ~e0) plane E can be described as

E :

xy
z

 ·
 cos(θ)

0
sin(θ) sin(φ)

 = 0 (A.3)
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Because ~e ∈ E and ~e ⊥ ~k exey
ez

 ·
 cos(θ)

0
sin(θ) sin(φ)

 = 0 (A.4)

exey
ez

 ·
sin(θ) sin(φ)

sin(θ) cos(φ)
− cos(θ)

 = 0 (A.5)

This can be solved to

~e =

 sin2(θ) sin(φ) cos(φ)
− sin2(θ) sin2(φ)− cos2(θ)
− sin(θ) cos(θ) cos(φ)

 (A.6)

Using the identity sin2(x) + cos2(x) = 1 multiple times, we get the norm of ~e

|~e| =
√
e2
x + e2

y + e2
z (A.7)

= ... (A.8)

=
√

sin4(θ) sin2(φ) + cos2(θ) + sin2(θ) cos2(θ) sin2(φ) (A.9)

=
√

sin2(θ) sin2(φ) + cos2(θ) (A.10)

Finally, with the definition of the scalar product

cos(Θ) = |~e · ~e0|
|e| · |e0|

(A.11)

= sin2(θ) sin2(φ) + cos2(θ)√
sin2(θ) sin2(φ) + cos2(θ)

(A.12)

cos2(Θ) = sin2(θ) sin2(φ) + cos2(θ) (A.13)
= sin2(θ) sin2(φ) + 1− sin2(θ) (A.14)
= 1− sin2(θ)

(
1− sin2(φ)

)
(A.15)

= 1− sin2(θ) cos2(φ) q.e.d. (A.16)

The Klein-Nishina formula is then
dσ
dΩ = dσ‖

dΩ + dσ⊥
dΩ (A.17)

= 1
4r2

e

(
k(θ)
k0

)2 (
k(θ)
k0

+ k0

k(θ) + 2− 4 sin2(θ) cos2(φ) (A.18)

+ k(θ)
k0

+ k0

k(θ) − 2
)

= 1
2r2

e

(
k(θ)
k0

)2 (
k(θ)
k0

+ k0

k(θ) − 2 sin2(θ) cos2(φ)
)

(A.19)
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B. LED start routine
1. Start piston pump

2. If P ≤ 6mbar start turbo molecular pump

3. If P ≤ 10−5 mbar start cooling

4. If Tcooling mask ≤ −50◦C start LED:
a) Turn on all power supplies
b) Start PC
c) Turn on V_SEQ, V_bst, V_AIT_PP, VDD(D,T), VSS(D,T), VSS(ADC),

Vref
d) Start Idef-X batch 1
e) Send w_cmx_status
f) Send w_cmx_memo
g) Send w_cmx_upload
h) Turn on VDDF, Vext, SW GATE, SW CLEAR, Vdrain, Vback
i) Send w_sw_status
j) Send w_sw_hreset
k) Send w_sw_upload
l) Turn on SW GATE high, SW CLEAR high

m) Send w_sw_reset
n) Send w_epp_byp
o) Send w_epp_run
p) Send w_seq_run
q) Turn on VGon, VGoff, VCGon, VCGoff, VCon, VCoff
r) Wait approximately 3 hours for temperature stability
s) Send w_ifc_re_ns → dark frames
t) Send ONE-maps
u) Send w_epp_not_bypass
v) Send w_epp_run
w) Send w_ifc_re_ns → flat-field data or scientific data
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C. Least square fits

C.1. Estimated polarization p̂0(p) (Fig. 6.6)

Table C.1. The listed estimators are fitted to Eq. (C.1). |∆max| is the maximal differ-
ence between the calculated values and the corresponding fitting function for 0 ≤ p ≤ 6.

estimator pcrit a b c d |∆max|

p̂0,max 1.000 0.80 0.300 1.180 -1.196 0.0730
p̂0,med 1.180 0.70 0.365 1.170 -1.070 0.0224
p̂0,mean 1.250 0.526 0.521 1.178 -1.025 0.0300
p̂0,ml 1.414 0.58 0.300 1.147 -0.836 0.0832

p̂0(p) = 0 p ≤ pcrit.

p̂0(p) ≈ (p− pcrit)a + (p− pcrit)b + (p− pcrit)c − d(p− pcrit) p > pcrit (C.1)

C.2. Regions of best estimator performance as
function of p0 (Fig. 6.7)

Table C.2. Best estimated bias calcu-
lated with the frequentist approach.

estimator pstart pstop

p̂0,ml 0.000 0.849
p̂0,mean 0.849 1.039
p̂0,med 1.039 1.332
p̂0, ebal 1.332 1.918
p̂0,max 1.918 ∞

Table C.3. Best estimated MSE cal-
culated with the frequentist approach.

estimator pstart pstop

p̂0,ml 0.000 0.505
p̂0,mean 0.505 0.685
p̂0, ebal 0.685 1.000
p̂0, triv 1.000 ∞

C.3. Optimal λ(p0) (Fig. 6.9)

λ1,fit(p0) = 0.115 (3.30 + tanh (1.40(p0 − 1.40))) p ≤ 1 χ2
red = 1.2 · 10−6

λ2,fit(p0) = 0.198 (1.51 + tanh (1.24(p0 − 1.85))) p > 1 χ2
red = 3.8 · 10−8

λ3,fit(p0) = 0.244 (1.02 + tanh (1.35(p0 − 2.67))) p ≤ 1.41 χ2
red = 1.7 · 10−10
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C.4. Confidence intervals ∆p0(p) (Fig. 6.11)

Lower and upper limits for σ1, σ2, and σ3 confidence intervals are presented in
Fig. 6.11. A functional description for the tangential construction method is obtained
by fitting the function

f(p) = ApB − Cp−D + Ep (C.2)

to the computed data points with the least square method. The results are listed in
Tab.C.4.

Table C.4. Fitting results of Eq. (C.2) for the lower and upper confidence interval limits
for the degree of polarization. See also Fig. 6.11. The deviation between the numerically
calculated data points and f is maximal ±0.05. f = 0 for all undefined regions with
p < 6.

f A B C D E validity

p1(p) -1.17 0.027 5413 23.63 1.018 1.51 ≤ p ≤ 6
p2(p) -1.86 0.192 1.0e5 13.58 1.083 2.50 ≤ p ≤ 6
p3(p) -2.72 0.085 1.0e7 13.94 1.018 3.41 ≤ p ≤ 6
p1(p) 1.691 1.000 0.000 0.000 0.000 0 ≤ p ≤ 0.77

0.715 0.328 0.021 4.766 0.936 0.77 < p ≤ 6
p2(p) 5.441 1.000 0.000 0.000 0.000 0 ≤ p ≤ 0.22

1.741 0.083 0.027 1.913 0.980 0.22 < p ≤ 6
p3(p) 22.86 1.000 0.000 0.000 0.000 0≤p≤ 0.065

4.621 −0.19 1.937 0.435 1.091 0.065<p≤ 6

C.5. Optimal λ(p) (Fig. 6.17)

λ1,fit(p0) = 0 p ≤ 1.7
= 1.67x−0.9675 − 11.83x−4.655 1.7 < p ≤ 2.6 χ2

red = 1.1 · 10−5

= 92.9x−6.536 − 387x−8.182 + 0.5 p > 2.6 χ2
red = 8.0 · 10−7

λ2,fit(p0) = 0 p ≤ 2.5
= 83.8x−3.277 − 297x−4.655 2.5 < p < 3.1 χ2

red = 1.6 · 10−4

= 307x−6.856 − 20903x−10.72 + 0.5 2.5p > 1 χ2
red = 3.7 · 10−6

λ3,fit(p0) = 0 p ≤ 3.4
= 25073x−6.562 − 148981x−8.001 3.4 < p < 4 χ2

red = 6.9 · 10−5

= 2.37·107x−12.817−1.78·108x−14.332+0.5 p > 3.4 χ2
red = 2.7 · 10−6
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C.6. Credibility intervals ∆p0(p) (Fig. 6.18)

Calculated lower and upper limits for of σ1, σ2, and σ3 credibility intervals are pre-
sented in Fig. 6.18. A functional description is obtained by fitting the function

f(p) = ApB − Cp−D + Ep (C.3)

to the computed data points with the least square method. The results are listed in
Tab.C.5.

Table C.5. Fitting results of Eq. (C.3) for the lower and upper credibility interval limits
for the degree of polarization. See also Fig. 6.18. The deviation between the numerically
calculated data points and the fit f is maximal ±0.025. p < 6 for all cases and f = 0
for all remaining undefined regions.

f A B C D E validity

p1(p) 4.241 1.021 2.286 1.134 -3.535 p ≥ 1.72
p2(p) 0.468 1.177 3.974 0.874 0.145 p ≥ 2.54
p3(p) 1.327 1.121 7.599 1.131 -1.00 p ≥ 3.45
p1(p) 0.292 2.063 -1.00 0.000 0.000 p ≤ 1.72

0.855 0.020 17.87 6.012 1.009 p > 1.72
p2(p) 1.819 1.185 -2.00 0.000 -1.345 p ≤ 2.54

1.910 -0.028 13794 11.21 1.018 p > 2.54
p3(p) 0.564 1.632 -3.00 0.000 0.000 p ≤ 1.40

1.058 1.000 -2.47 0.000 0.00 1.4<p≤3.5
4.130 -0.38 2.0e5 10.65 1.140 p > 3.50

C.7. Confidence intervals for ∆Ψ0(p0) (Fig. 6.13)

σ1,fit(p0) = 47.38(1.27 + tanh(−0.77(p0 − 0.05)))− 1.42 p0 χ2
red = 0.062

σ2,fit(p0) = 31.21 (1.84 + tanh (−1.15(p0 − 1.48)))− 2 p1.2
0 χ2

red = 0.346
σ3,fit(p0) = 28.97 (2.10 + tanh (−6.56(p0.4

0 − 1.44)))−0.86 p1.7
0 χ2

red = 0.227
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C.8. Regions of best estimator performance as
function of p (Fig. 6.16)

Table C.6. Best estimated bias calcu-
lated with the Bayesian approach.

estimator pstart pstop

p̂0,ml 0.000 1.706
p̂0,mean 1.706 2.260
p̂0,med 2.260 2.832
p̂0, ebal 2.832 3.779
p̂0,max 3.779 ∞

Table C.7. Best estimated MSE cal-
culated with the Bayesian approach.

estimator pstart pstop

p̂0, ebal 0.000 1.807
p̂0, triv 1.807 ∞

C.9. Credibility intervals for ∆Ψ0(p) (Fig. 6.19)

Calculated lower and upper limits for σ1, σ2, and σ3 credibility intervals are presented
in Fig. 6.19. A functional description is obtained by fitting the function

g(p) = A
(
B + tanh

(
C (D − p)

))
− Ep

[
in deg.

]
(C.4)

to the computed data points with the least square method.

Table C.8. Fitting results of Eq. (C.4) for the lower and upper credibility interval limits
for the angle of polarization. See also Fig. 6.19. The deviation between the numerically
calculated data points and g is maximal ±1.7◦.

g A B C D E validity

σ1(p) 32.50 1.350 0.739 0.801 1.154 0.0<p≤6.0
σ2(p) 65.65 0.323 0.858 2.688 0.000 0.0<p≤2.2

517 1.044 0.806 0.015 2.186 2.2<p≤6.0
σ3(p) 62.88 0.423 1.385 3.546 0.000 0.0<p≤3.2

102 1.380 1.327 2.506 3.958 3.2<p≤6.0
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D. Calculations
D.1. Correcting the binning reduced amplitude

(Sect. 6.6.2)

Without loss of generality, Ψ = 0 is assumed. The azimuthal event density of Eq. (6.1),
adjusted to equal width or equal frequency binning by k = N/M or k = N/(2π),
respectively, becomes then

f(φ) = k(1 + a · cos(2φ)). (D.1)

The idea of averaging is to set the integral of the function f equal to a rectangle
of constant height f . This way, averaging f at the location φ0 over an interval ∆φ
becomes

f ·∆φ =
φ0+∆φ/2∫
φ0−∆φ/2

f(φ) dφ (D.2)

= k
(

∆φ+ a
[
0.5 sin (2φ)

]φ0+∆φ/2

φ0−∆φ/2

)
(D.3)

= k
(
∆φ+ a/2

{
sin (∆φ+ 2φ0)− sin (−∆φ+ 2φ0)

})
(D.4)

= k
(
∆φ+ a/2

{
sin(∆φ+ 2φ0) + sin(∆φ− 2φ0)

})
(D.5)

= k
(
∆φ+ a/2

{
sin(∆φ) cos(2φ0) + cos(∆φ) sin(2φ0)+

sin(∆φ) cos(2φ0)− cos(∆φ) sin(2φ0)
})

(D.6)

= k
(
∆φ+ a · sin(∆φ) cos(2φ0)

)
(D.7)

f = k
(
1 + a

sin(∆φ)
∆φ cos(2φ0)

)
(D.8)

Comparing Eq. (D.8) with Eq. (D.1) shows, that the averaged (binned) amplitude of
the event density function is reduced compared to the continuous density function.
This binning reduced amplitude can be modeled with an additional factor c(∆φ):

f(φ) = k(1 + c(∆φ) · a · cos(2φ)) (D.9)

c(∆φ) = sin(∆φ)
∆φ . (D.10)

For equal width binning ∆φ = 2π
M
. For equal frequency binning ∆φ is not constant

and must be calculated for each bin individually.
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D.2. Trammell-Walter equation 1 (Eq. 1.26)

The relation between the charge collection efficiency CCE and the absorption depth z
can be calculated on the basis of the Hecht equation (Eq. (1.20)). Because of Le →∞
it is sufficient to develop exp

(
− (d−z0)

Le

)
to the first order. exp

(
− z0
Lh

)
is expanded to

the second order.

CCE(z0) = Le

d

(
1− e−

(d−z0)
Le

)
+ Lh

d

(
1− e−

z0
Lh

)
⇒ Le

d

(
1−

[
1− d− z0

Le

])
+ Lh

d

(
1−

[
1− z0

Lh
+ 1

2

(
z0

Lh

)2
])

= Le

d

(
d− z0

Le

)
+ Lh

d

(
z0

Lh
− 1

2

(
z0

Lh

)2
)

= 1− z2
0

2 dLh
(D.11)

The relative pulse height equals the charge collection efficiency h ≡ CCE if noise is
neglected. The inverse of Eq. (D.11) becomes

z0(h) =
√

2 dLh (1− h) (D.12)

D.3. Trammell-Walter equation 2 (Eq. 1.27)

Beer’s law expressed as probability distribution

ρabs(z) = µ e−µ z (D.13)

is normalized for all absorption depths 0 ≤ z <∞:
∞∫
0

µe−µ z dz = 1 (D.14)

Equation (D.14) states that a photon must be absorbed anywhere in a (infinitely
thick) medium. If Beer’s law is expressed as a function of the relative pulse height h

ρabs(h) = µ e−µ
√

2 dLh (1−h) (D.15)

it must be renormalized.
hmax∫
hmin

µ e−µ
√

2 dLh (1−h) dh = ñ , 1 (D.16)

The highest possible relative pulse height is hmax = 1 (absorption close to the cathode).
The lowest possible relative pulse height hmin (absorption close to the anode) is defined
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by the detector thickness z0 = d. With Eq. (D.12) it is

z0(hmin) =
√

2 dLh (1− hmin) != d (D.17)

hmin = 1− d

2Lh
(D.18)

With a = µ
√

2 dLh the normalization factor 1/ñ is:

ñ =
1∫

hmin

µ exp
(
−µ

√
2 dLh(1− h)

)
dh (D.19)

ñ =
1∫

hmin

µ exp
(
−a
√

1− h
)

dh (D.20)

Substitute: H = −a
√

1− h⇒ dH
dh = a

2
√

1−h ⇒ dh = −2H
a2 dH

The integration limits become: hmin → −a
√

d
2Lh

= −µ d and 1→ 0

ñ = −2µ
a2

0∫
−b

H exp(H) dH (D.21)

= −2µ
a2


[
HeH

]0
−b
−

0∫
−µd

eH dH

 (D.22)

= −2µ
a2

{ (
µ d e−µd

)
−
(
1− e−µd

) }
(D.23)

= 2µ
a2

{
1− e−µd − µ d e−µd

}
(D.24)

D.4. The input-output ratio λ for TRM (Eq. 1.41)

F0 = F1 + 2F2 + 3F3 + 4F4 + ...

=
(

e−λ + 2λe−λ + 3 λ
2

2 e−λ + 4 λ
3

6 e−λ + ...

)
·Rtrig

= e−λ
(

1 + 2λ+ 3λ2

2 + 4λ3

6 + ...

)
·Rtrig

= e−λ
(

1 + λ+ λ2

2 + λ3

6︸                   ︷︷                   ︸
eλ

+...+ λ+ 2λ2

2 + 3λ3

6 ...︸                    ︷︷                    ︸
λ · eλ

)
·Rtrig

= (1 + λ) ·Rtrig (D.25)
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D.5. Estimating the maximal split ratio for quadruple
events (Sect. 2.8.7)

c b

a

α
γ

x

1

1d

a

A1

A2

A3

A4

Figure D.1. Geometry of quadruple splits.
The areas An represent the split charges qn.

In case of a quadruple split event four pix-
els share the signal charge of one photon.
The transition from a triple to a quadru-
ple event occurs if the charge split q4 ex-
ceeds the detection threshold qth. By rea-
son of symmetry the maximal split ratio
η1 max is obtained at q4 = qth and q2 = q3

η1 = q1

q1 + q2 + q3 + q4
(D.26)

η1 max = q1

q1 + (2m(x) + 1)qth
(D.27)

η1 max = q0 − (2m(x) + 1)qth

q0
(D.28)

Assuming a spherical symmetric charge
distribution q2 can be expressed as multi-
ple m(x) of q4. The following calculation
is based on a geometrical consideration:
the split charges are equal to the green, blue, and red areas of Fig.D.1. The radius
of the charge cloud is assumed to be r = 1. All areas can be expressed as a function
of the diagonal distance x between the center of the charge cloud and the edge of the
pixel:

d = b+ c = x√
2

(D.29)

a+ b+ c =
√

1− d2 (D.30)
a =
√

1− d2 − d (D.31)

γ = arccos
1−

(√
1− d2 − x√

2

)2
 (D.32)

α = π

4 −
γ

2 (D.33)

c = d tan (α) (D.34)
b = d(1− tan (α)) (D.35)

A4 = π · γ2π − ab− (d2 − cd) (D.36)

A2 = π · π− 2α
2π − d(a+ b+ c)− A4 (D.37)

The transformations from areas to charges is done with the relation q0 = π: q2 = A2/π
and q4 = A4/π. The multiplication factor m(x) = q4/q2 and η1 max are shown in
Fig. 2.42.
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D.6. Calculating variation of the signal duration due
to variations of the absorption depth (Sect. 3.5.4)

The probability dP that a photon which travels in the z-direction through a medium
is absorbed within an element of width dz can be calculated with Beer’s law:

dP
dz = η

L
e−z/L, (D.38)

with the absorption length L. The normalization factor η allows to normalize
Eq. (D.38) to only those events that are absorbed within the medium of width d:

P =
∫ d

0

dP
dz dz != 1 (D.39)

results in
η =

(
1− e− d

L

)−1
. (D.40)

The mean absorption depth z̄ can be calculated via

z̄ =
∫ d

0
z · dP

dz dz (D.41)

with the solution
z̄ = η

(
L−

(
e− d

L (L+ d)
))
. (D.42)

The one sigma variation ∆z of the absorption depth can be roughly estimated via∫ z̄

z̄−2∆z

dP
dz dz != 0.683 (D.43)

which results in
∆z = 0.5 ·

(
ln
(

0.683
η

+ e− z̄
L

)
· L+ z̄

)
. (D.44)

See Fig. 3.16 for the graphs of z̄ and ∆z as a function of the photon energy E.
The signal pulse results by the drift of signal charges and has an averaged duration
that can be estimated for electron and hole drifts via

t̄e = s̄e/(µe · | ~E|) and t̄h = s̄h/(µh · | ~E|). (D.45)
The ratio of the mean drift distance for electrons s̄e = d − z̄ and for holes s̄h = z̄ is
equal to the ratio of the electron signal to the hole signal (assuming a constant electric
field | ~E|). The signal duration t̄drift is estimated by weighting the mean drift time of
the electrons t̄e and holes t̄h with their mean, relative drifts s̄e/d and s̄h/d

t̄drift = s̄e

d
· t̄e + s̄h

d
· t̄h. (D.46)

The variation of the signal duration tdrift is estimated via

∆tdrift = s̄e

d
·∆te + s̄h

d
·∆th (D.47)

with
∆te = ∆z/(µe · | ~E|) and ∆th = ∆z/(µh · | ~E|). (D.48)

See Fig. 3.16 for the graphs of t̄drift and ∆tdrift as a function of the photon energy E.
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