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Abstract
The re-use of underused or abandoned contaminated land, so-called brownfields,
is increasingly seen as an important means for the reduction of land consumption.
But brownfield redevelopment often fails during early project stages due to complex
decisions that stakeholder with potentially different interest have to make, based on
typically very scarce data. Seeking sustainable re-use solutions, many existing de-
cision support systems are not appropriate as they focus mainly on environmental
or economic aspects, and neglect sustainability issues. To fill this gap, this the-
sis presents a framework for spatially explicit integrated planning and assessment
of brownfield redevelopment options. Aiming to support efficient and sustainable
revitalization and communication between stakeholders, the presented assessment
framework integrates three pinnacles of brownfield revitalization: (i) the identifi-
cation of required subsurface remediation and associated site preparation costs, (ii)
market-oriented economic appraisal, and (iii) the expected contribution of planned
future land use to sustainable urban and regional development. For the assessment,
focus is set on the early stage of the brownfield redevelopment process, which is
characterized by limited data availability and by flexibility in land use planning and
scope of development.

A convenient starting point for the planning of different land uses and respec-
tive remediation measures is the early identification of focal areas with respect to
groundwater contamination. Therefore, a flow guided interpolation method (FGI)
was developed, which has been tailored to the type, scale and information basis that
are typically available at the early stages of revitalization projects at contaminated
sites. As a second step, a spatially explicit procedure is introduced, which com-
pares the previously characterized subsurface contamination to land-use specific
requirements regarding subsurface quality in order to identify remedial measures
that are required for the implementation of specific re-use scenarios. This GIS-
based conflict analysis is coupled to spatial remediation cost estimation models. A
market oriented value appraisal approach, which includes value reducing factors
like stigma effects caused by former use, present or suspected contamination, and
liability completes the economical assessment. Furthermore, an indicator based sus-
tainability assessment methodology is integrated into this assessment framework by
utilizing spatial metrics to assess the contribution of a brownfield re-use scenario to
sustainable development in the region.

To further improve planning and decision making, a multi-criteria genetic algo-
rithm is adapted to the assessment framework aiming to find optimal mixed land-use
configurations with respect to one or more assessment criteria and given constraints
on the composition of land-use classes. The framework is applied to a case study at
a former military site near Potsdam, Germany. Emphasis is given on the trade-off
between economic goals and the need for sustainable development in the regional
context of the brownfield site. Results from the case study application indicate that
the integrated assessment provides help in the identification of land use options
beneficial in both a sustainable and an economical sense. Although brownfield
redevelopment is shown to be not automatically in line with sustainable regional
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development, it can be demonstrated that additional contributions to sustainability
are not intrinsically tied to increased costs.

The methods presented in this thesis also are embedded into a user-friendly com-
puter based, integrated decision support system.

Keywords: brownfields revitalization, megasite, market value, contamination,
groundwater, remediation costs, sustainability, optimization, genetic algorithms,
GIS



Kurzfassung
Ehemals genutzte, brach liegende, kontaminierte Flächen werden zunehmend zu ei-
nem Problem angesichts des weltweit zunehmendem Flächenverbrauchs. Die nach-
haltige Revitalisierung solcher Brachflächen, sogenannter ’brownfields’, kann daher
einen wertvollen Beitrag leisten, den fortschreitenden Flächenverbrauch zu verrin-
gern. Brachflächenrevitalisierung scheitert jedoch häufig schon in frühen Entwick-
lungsphase aufgrund der komplexen Entscheidungen, welche von Akteuren mit po-
tentiell unterschiedlichen Sichtweisen und Interessen zu fällen sind. Entscheidungs-
unterstützungssysteme können bei der Suche nach Nachnutzungsszenarien helfen,
die meisten existierenden Systeme sind hierfür jedoch nicht umfassend geeignet,
da sie in der Regel auf die Bewertung entweder ökologischer oder ökonomischer
Aspekte abzielen und Fragen der nachhaltigen Entwicklung vernachlässigen. Um
eine effiziente und nachhaltige Brachflächenrevitalisierung mit dem Ziel einer ver-
besserten Kommunikation und Entscheidungsfindung der beteiligen Akteure zu för-
dern, präsentiert die vorliegende Arbeit ein Bewertungs- und Entscheidungsunter-
stützungsmodell welches drei Kernelemente der Revitalisierung berücksichtigt: (i)
die Ermittlung von Sanierungs- und Flächenaufbereitungskosten, (ii) eine markt-
orientierte Grundstückswertermittlung und (iii) der Beitrag einer geplanten Nach-
nutzungsvariante zur nachhaltigen Entwicklung in der Region. Das Bewertungssys-
tem zielt auf eine frühe Planungsphase ab, welche durch geringe Informationsdich-
te bezüglich der Standortbeschaffenheit gekennzeichnet ist, andererseits aber noch
Spielräume hinsichtlich möglicher Nachnutzungen bietet.

Die Komplexität und der Umfang von Grundwasserverunreinigung großer Brach-
flächen bedingt eine Priorisierung bestehender Risiken und Probleme, um weitere
Entscheidungen und Maßnahmen bezüglich Standortuntersuchung und Sanierung
fokussieren zu können. Es besteht insbesondere Bedarf an Methoden zum Umgang
mit häufig spärlich vorhandenen Schadstoffkonzentrationsdaten. Daher wurde ei-
ne Methode entwickelt, welche Informationen über Grundwasserströmung berück-
sichtigt um die Schadstoffverteilung im Grundwasser bei geringer Datenlage zu
interpolieren. Zur Ermittlung des Sanierungsbedarfs für die Umsetzung einer Nach-
nutzungsvision wird eine GIS-basierte Konfliktanalyse vorgestellt, welche das be-
stehende Schadstoffinventar mit den Anforderungen zukünftiger Nutzungsarten an
die Boden- und Grundwasserqualität abgleicht und den Sanierungsbedarf visuali-
siert. Die Konfliktanalyse ist mit räumlichen Modellen zur Schätzung der Sanie-
rungskosten verknüpft. Die ökonomische Bewertung wird durch ein marktorien-
tiertes Wertermittlungsmodul vervollständigt, welches Wert mindernde Faktoren,
wie Stigmaeffekte durch vorherige Nutzung oder befürchtete Restrisiken, und Risi-
koüberwälzbarkeit, berücksichtigt. Die Nachhaltigkeit einer Nutzungsvariante wird
mittels eines indikatorenbasiertes Bewertungssystems bewertet, welches in das Be-
wertungssystem mittels räumlich expliziter Metriken eingebunden wurde.

Zur weiteren Unterstützung der Nachnutzungsplanung wurde ein multikriteriel-
les Optimierungssystem, basierend auf genetischen Algorithmen, weiterentwickelt
und den Bedürfnissen der Brachflächenbewertung angepasst. Die Optimierung ge-
neriert bestmögliche Nachnutzungskonfigurationen in Bezug auf ein oder mehre-
re Kriterien und gegebenen Randbedingungen bezüglich der Flächenanteile eines
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Nutzungstyps. Das Bewertungssystem wurde an einem Modellstandort, einer ehe-
mals militärisch genutzten Fläche bei Potsdam, nahe Berlin, angewandt. Im Vor-
dergrund stand die Abwägung ökonomischer Ziele und dem Ziel der nachhaltigen
Entwicklung. Die Ergebnisse zeigen, dass eine integrierte Brachflächenbewertung
das Auffinden sowohl ökonomisch attraktiver als auch nachhaltiger Nachnutzungs-
varianten effektiv unterstützen kann. Es konnte zudem aufgezeigt werden, dass bei
einer Nachnutzung der Beitrag zur nachhaltigen Entwicklung in der Region nicht
zwangsläufig mit höheren Entwicklungskosten einhergeht.

Die in dieser Arbeit vorgestellten Methoden wurden in ein integriertes, compu-
terbasiertes Entscheidungshilfesystem integriert.

Schlagwörter: Brachflächenrevitalisierung, Megasite, Flächenbewertung, Kon-
tamination, Grundwasser, Sanierungskosten, Nachhaltigkeit, Optimierung, Geneti-
sche Algorithmen, GIS
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Chapter 1

Introduction

Uncontaminated and undeveloped land has become a scarce resource in the densely
populated and highly industrialized parts of the world. Due to this fact, brown-
fields, variably defined as abandoned, underutilized, and contaminated land [e.g.
Alker et al., 2000, U.S.EPA, 2002, Dasgupta and Tam, 2009], are gaining more
attention, especially in urban and peri-urban regions. Restoring brownfields (BF)
to developable land in terms of establishing economically favorable and sustainable
re-use options, can provide a valuable contribution to reduction of land consumption
[e.g. Umweltbundesamt, 2005, REFINA, 2007, also see Figure 1.1]. For example,
one of the major priorities of the German sustainability strategy is the reduction of
land consumption for human settlements and transport, from ca. 80 ha/day in 2010
to 30 ha/day by 2020 (cf. Figure 1.2). This is seen as one of the major challenges
for Germany to meet its sustainable development goals [German Federal Govern-
ment, 2011]. While large amounts of green land are being consumed, it should be
noted that at the same time the amount of land being abandoned or turning fallow
in the cities and communities increases about 10 ha/day (for the years 1997–2000)
[Kälberer et al., 2005].

Several problems may hinder the re-use of BF and therefore have to be addressed.
Environmental hazards may exist that cause a threat to ecological and human health.
Depending on the intended future use, in order to mitigate environmental threats,
different remediation measures may be needed for site revitalization. Therefore,
the extent of required remediation has to be identified and associated costs must
be determined. Suspected contamination, whether present or not, can cause an ob-
struction to investors because of stigma effects or risks, which are difficult to pre-
dict [Mundy, 1992]. On the other hand, economical benefits of a particular re-use
scenario can be highlighted by monetary assessment. Therefore, a market value
appraisal of BF re-use scenarios has to include all factors that may affect the mer-
cantile value [Syms and Weber, 2003]. Future land-use scenarios also have to be
assessed regarding their influence on the sustainable development within the re-
gional context of the site. Within a BF revitalization process, different stakeholders
are affected, e.g. investors, rural communities, neighbors, etc., with each of them
having different goals and perspectives [e.g. Altherr et al., 2007, Pediaditi et al.,



2 Introduction

Figure 1.1: Cabernet’s ABC model [changed acc. to CABERNET, 2005].

Figure 1.2: Land consumption in Germany (ha/day) in the years 1996 to 2010.
Blue line indicates four-year moving average (source: Federal Statistical Office,
Wiesbaden).

2010].
Being aware of the before mentioned problems, information about the BF site,

consequences of site re-use, and possible re-use alternatives have to be assessed and
presented in a transparent manner to enable a stakeholder-based decision process
that is accepted by the public.

Considering the issues above complex decision making, stakeholder participa-
tion and communication, site investigation and remediation measures are all re-
quired at different stages of the revitalization process. Several proposed approaches
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fulfill the demands of BF revitalization projects in parts like multi-criteria decision
making, smart growth concepts, startup plan [e.g. O’Reilly and Brink, 2006, Carlon
et al., 2004, Semenzin et al., 2007a, Sorvari and Seppälä, 2010, Mack et al., 2004,
Greenberg et al., 2001, Gabriel et al., 2006, Preuß et al., 2006]. In general, decision
support systems (DSS) are considered useful tools for informing stakeholders and
supporting the decision making process. Decision support systems are interactive
computer software systems, which support human decision makers in the manage-
ment of different tasks. This contrasts with expert systems, that make decisions
based on expert knowledge and embedded reasoning mechanisms [e.g. Turban and
Watkins, 1986]. An overview on the history of DSS is given in Power [2007]. With
respect to BF revitalization, several (spatial) DSS were developed [e.g. Schädler
et al., 2011b, Carlon et al., 2007b, Chen et al., 2009, Lesage et al., 2007], but there
is still a lack of decision support for integrated, holistic assessment of BF re-use
scenarios. Relevant omissions from previously developed DSS include integrated
environmental, and economic assessment as well as a sustainability evaluation of
re-use options [e.g. Agostini et al., 2007, Agostini and Vega, 2009, Rizzoli et al.,
2008, also see Figure 1.3].

Figure 1.3: Assessment aspects involved with brownfield redevelopment. Frac-
tions inside triangle symbolize trade off of perspectives [modified acc. to SINBRA,
2009].

The motivation of the presented thesis is based on two main objectives, summa-
rized in the following two subsections below.

1.1 Assessment methods for brownfield revitalization
The first objective was to develop methods to gather and process information that
allows for the assessment of BF re-use scenarios.

Remediation measures that might be needed to implement a re-use scenario re-
quire sufficient knowledge about the magnitude and spatial distribution of subsur-
face contaminations. Several strategies for the acquisition of contaminant data have
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been proposed [e.g. Liedl and Teutsch, 1998, O’Reilly and Brink, 2006, Taylor and
Ramsey, 2006, Rein et al., 2011]. The methods for estimating contaminant distribu-
tions range from experienced-based practitioners best guess, over interpolation and
geostatistical modeling [e.g. Bárdossy and Li, 2008, Shlomi and Michalak, 2007,
Michalski and Peres, 2005] to analytical [e.g. Ahlfeld and Pinder, 1992, Bayer-
Raich et al., 2009a, Liedl et al., 2011] and numerical contaminant transport mod-
eling [D’Affonseca et al., 2008, Wycisk et al., 2009, Miles et al., 2008]. These
methods have different demands on the amount and spatial density of physical sam-
ples and the information collected on the (hydro-) geological parameters at a site.
Especially at early stages of BF assessment, it is a common problem that site data re-
garding contamination and the affected media (aquifer, unsaturated soil) are scarce.
Hence, classical geostatistical models and numerical transport models beyond a
conceptual stage are not applicable. Thus, methods are needed to cope with scarce
input data about subsurface contamination. In this work a new GIS-based method-
ology is proposed, which enables to model a groundwater plume from an assumed
source zone by amending physical samples with flow field information and auxil-
iary sampling points in order to enable a segment wise interpolation. The method is
called ’Flow Guided Interpolation’ (FGI) and is explained in detail in Chapter 3 of
this thesis.

The dimensions and efforts for required remediation of a BF depends on a site’s
surroundings and the actual or planned use of the site. Different land-use types have
differing demands regarding the subsurface quality, i.e. the maximum acceptable
level of contamination. Ideally these threshold values are specific for each con-
taminant, compartment and prospected land-use type and its receptors, which are
potentially exposed to contaminants via specific pathways. The possible determina-
tion of threshold values ranges from site unspecific regulatory values to maximum
acceptable concentrations calculated specifically by ecological and/or human health
risk-assessment. The determination of remediation target values can be made on ba-
sis of e.g. (i) guidance and intervention values (’Prüfwerte / Maßnahmenwerte’ in
Germany, cf. to [BBodSchV, 1999]), which are land-use specific in parts, or prelim-
inary remediation goals [’PRG’, see e.g. ASTM, 2002, Shan and Javandel, 2005],
(ii) a site- and use-specific risk assessment that depends on potential exposition of
receptors to hazardous substances via relevant pathways [e.g. Strenge and Smith,
2006, McKnight et al., 2010], (iii) estimated mass fluxes in groundwater and con-
taminant plume characteristics (mass discharge from the site over a control plane
and comparison to acceptable mass fluxes or evidence of plume stationarity and
absence of threats to potential receptors) [e.g. Leschik et al., 2009, Annable et al.,
2005, Goltz et al., 2009], or (iv) negotiation between obliged parties (e.g. strict
liability tortfeasors (’Zustandstörer’), and parties obliged to undertake remediation
(’Sanierungspflichtige’)) and appropriate authorities (in the case of Germany, usu-
ally the ’Lower soil protection agency’).

To structure and formalize the further evaluation of re-use plans this thesis intro-
duces a scenario–layout concept to assist the decision making process (see Figure
1.4). A scenario defines the composition of a re-use plan including the definition of
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land-use types and their area ratios, whereas the layout describes the spatial config-
uration of the land-use types on the site. If a site offers a certain degree of freedom
in planning due to its given size there may exist many different layouts of one sce-
nario to choose from. The layouts of the re-use scenario under evaluation have to
be translated into a set of spatially explicit, contaminant and site specific threshold
values. The need for use-specific remediation measures then can be determined by
comparing the distribution of contaminants with these threshold values. In order to
carry out this comparison automatically based on digital data, in this thesis the so
called ’conflict analysis’ is presented.

Figure 1.4: Scenario – layout concept for future brownfield use.

The newly developed conflict analysis procedure compares the contaminant dis-
tribution by contaminant target value maps specific to the land-use layout yielding
exceedance maps for each contaminant and compartment, respectively. The pro-
cessed data is converted to standard raster grid format (ESRI ASCII grids) in order
to ease the spatial processing, where the extent and discretization of the grids is
adapted to the site scale. The geoprocessing is automated and can be conducted
whether using commercial GIS or with open source GIS (cf. to Sections A.4 and
A.5 in the Appendix for references to further information). In addition, conducting
a conflict analysis for uniform land-use yields information on where a certain land
use could be allocated on the site without causing the need for remedial action. The
conflict analysis procedure also delivers information for spatially explicit and land-
use specific remediation cost models (cf. to Chapter 2 and Schädler et al. [2009,
2012]).

Remediation costs largely depend on the type, spatial and temporal scale of con-
tamination and also on the selected measures to remove, reduce, or contain the con-
tamination on the site. Different levels of detail with respect to knowledge of con-
tamination at a site demand for different cost estimation models. Empirical models
[e.g. Bonnenberg et al., 1992] allow for estimating remediation costs on the basis of
contaminated volume, mean unit costs and a set of difficulty factors reflecting type,
extent and severity of contamination. Semi-empirical models add the consideration
of physico-chemical processes or type of remediation measure to be implemented
[e.g. ITVA, 2003, Bayer et al., 2005]. More detailed approaches deliver a listing
of cost-relevant positions, services and associated standard reference price needed
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Figure 1.5: Scheme of conflict analysis for identifying remediation needs.

to implement and conduct remediation and clean up measures [e.g. Bracke et al.,
2005]. When using conflict analysis as the basis for estimating the price of a re-
mediation plan, cost models with different level of detail and different demands for
input data were extended in the context of the presented thesis in order to process
spatial input data and deliver land-use specific cost estimates [e.g. Schädler et al.,
2010a, 2011b, 2012].

A further important economical aspect is the market oriented valuation of the
BF site’s re-use scenario. The market value of a BF is usually mitigated by con-
tamination, whether known or suspected, therefore stigmatized by the previous use
of the site [Patchin, 1988]. In a site owner’s or investor’s perspective, clarification
on land value of a BF is needed to show risks or on the other hand, raise incen-
tives to invest in the site [Greenberg et al., 2001]. The actual land value of a BF
site is controlled by the determination in terms of allowed future use [e.g. Groß-
mann et al., 1996, Sächsiches Landesamt für Umwelt, Landwirtschaft und Geolo-
gie, 2001, Finkel et al., 2010]. The value calculation is based on so called reference
values that depend on the location and use-types of the site. The site’s preparation
costs and other possible value reducing factors like previous use, stigma, demand,
etc., yielding the remaining land value of the site are subtracted from these reference
values. A methodology for a traceable, transparent market value calculation includ-
ing market value reduction based on expert information was proposed by Bartke
and Schwarze [2009a,b].

The implementation of remediation costing and market value assessment meth-
ods into an integrated decision support approach is introduced in Chapter 2 and
Chapter 4. The integration of these methods into a land-use allocation optimization
approach is demonstrated in Chapter 6.

Besides searching for economically attractive and feasible re-use options for BF,
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the sustainable development of urban and peri-urban areas in the regional context
gained stakeholders’ and researchers’ attention over the last decades [Bettencourt
and Kaur, 2011]. While the term sustainability originates from forestry regulations,
the Club of Rome and the Brundtland commission extended the term sustainabil-
ity to include the scope of mankind [Meadows et al., 1972], including societal,
ecological and economical aspects of development [e.g. U.N., 1987, Potschin and
Haines-Young, 2006]. Applied to the context of BF management and revitalization,
sustainability focuses on regional development and is evaluated by site-specific sets
of indicators [e.g. Alker and McDonald, 2003, Ulmer et al., 2007, Hartmuth et al.,
2008, Müller and Rohr-Zänker, 2009]. Many of the indicator metrics used in those
evaluation approaches have a spatial component. This allows for a natural transi-
tion into a spatially explicit indicator evaluation system to support land-use decision
making. The addition of a explicit evaluation component to the concept proposed
by Müller and Rohr-Zänker [2009] is presented in Schädler et al. [2011b] (see also
Chapter 5). This spatial concept proposes a new method to expand the sustainabil-
ity definition into spatially explicit, quantitative evaluation functions. This allows
the sustainability indicator evaluation to be applied within the objective function of
an optimization algorithm. This way sustainability evaluation yields a score for a
future land-use configuration and can be traded off against economical aspects in
an integrated decision support framework (see Chapter 6).

1.2 Finding optimal re-use plans using an integrated
assessment scheme

The second objective was to embed the methods mentioned in the section above
into a BF DSS with the goal of following an integrated assessment approach. The
creation of a suitable DSS must integrate approaches and models that stem from
different scientific disciplines [e.g. Parker et al., 2002, Rizzoli et al., 2008, Ascough
et al., 2008] while simultaneously assuring that stakeholders with different exper-
tise can participate in the assessment process [Kok and Verburg, 2007, Sterk et al.,
2011].

The proposed integrated BF assessment scheme can be divided into several steps,
where the iterative and participative nature of the decision making takes place at
several points in the sequence (see Figure 1.6). The process includes the different
assessment methods introduced in the previous section.

At large BF, where re-use scenarios allow for a multitude of mixed-use layout
options, establishing optimal re-use plans can be cumbersome, if not impossible,
if all relevant assessment criteria have to be considered. The development of a
novel model-optimization framework aims to aid the identification of optimal re-
use scenarios from an integrated perspective. Within the context of the assessment
scheme outlined in Figure 1.6, an existing generic spatial optimization framework
[Holzkämper et al., 2006], based on genetic algorithms [Wall, 1996], was adapted
and extended to serve the need of BF redevelopment. The newly developed system
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Figure 1.6: Steps of planning and
integrated assessment for brownfield
reuse projects, after Morio et al.
[2011].

• Data acquisition and preparation: GIS-based
data management is mandatory for spatial anal-
ysis. Demand for site data may change (in-
crease) and be refined during a redevelopment
process.

• Generation of land-use scenarios and layouts:
Ideas for re-use scenarios need to be developed,
ideally in consultation with all involved stake-
holders taking into account existing boundary
conditions like infrastructure, listed buildings,
land-use in the vicinity of the site, planning reg-
ulations. Stakeholder may iterate and optimize
the scenario-layout generation process on basis
of results from previous scenario assessments.

• Use-oriented remediation objectives: Need to
be determined for each land-use type that is as-
sessed.

• Conflict analysis: Remediation needs are iden-
tified by overlaying land-use maps, related
remediation objectives and existing soil and
groundwater contamination within a GIS.

• Remediation and site preparation costs are de-
termined by spatial models selected according
to the availability and level of detail of input
data.

• Sustainability of re-use scenarios: Sustainabil-
ity metrics must be identified and adapted to the
given situation. Scenarios can be compared to
each other in terms of sustainability based on
these indicator metrics.

• Market oriented valuation: The market value
for each scenario and its layouts on the basis
of reference land value and of mercantile value
reduction for risks and other factors perceived
in the market.

• Export/Visualization of results: The results of
the integrated assessment should be presented
in a clear and easy accessible way including
models and underlying assumptions used for as-
sessment.

starts with a re-use scenario as the initial input. Additional input is given by con-
straints such as the range of allowed deviation from the initial area ratio of land-use
types, and the weighing of assessment criteria within the multi-criteria objective
function.
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For optimizing the re-use scenario towards a goal, which contains multiple crite-
ria, it is possible to decide between different trade-off options. Within the optimiza-
tion problem, the exploration of the search space allows for the identification of a
Pareto front, where solutions (here: re-use layouts) are located on that front, which
cannot be dominated by other solutions with respect to the given goals. Such Pareto
optimality can be identified by different methods like random sampling, weighting,
distance, or constrained trade-off methods [cf. to e.g. Zitzler, 1999]. In contrast to
these Pareto-based methods, which can become quite computationally demanding,
the weighted sum approach can be utilized. Up to this point, all multi-objective
models are based on either Pareto based methods or weighted sum analysis [Cao
et al., 2012].

The genetic algorithm approach is based on the idea of biological evolution [for
details see e.g. Goldberg, 1989]. By utilizing stochasticity, a set of individuals (so-
lutions) is generated on the basis of an initial map, which is converted to a chromo-
some representation based on its given planning unit scheme. This set of individuals
(population) is evaluated by an objective function, where the better portion of the
population is selected to build up a new, improved generation. New offspring in-
dividuals are generated on basis of this selection, crossover (pairwise exchange of
chromosome parts), and mutation (stochastic change of genes in a chromosome).
The evolution propagates over a given number of generations or until a stopping
criterion based upon convergence (e.g. a minimum relative change of the individ-
ual’s fitness over a certain number of generations) is fulfilled.

The weighted sum aggregate fitness score consists of single criterion evaluation
functions, which are summed up to a normalized, weighted linear score. The single
criteria are:

• Maximization of market value: The most favorable layout is searched on basis
of land-use type and location specific market-value evaluation maps.

• Minimization of remediation costs: Land-use specific cost evaluation maps
are used to find configurations to minimize remediation expenditures.

• Maximizing the suitability for sustainable development: A set of indicators is
evaluated by spatial metrics functions and stakeholder input. The result is an
aggregated sustainability score.

The optimization framework and possible trade-off of criteria for finding bene-
ficial re-use scenarios is explained in detail in Chapter 6. This framework is also
embedded in a user-friendly BF DSS, the megasite management toolsuite (MMT,
for details cf. to Appendix A.4.2).

By optimizing the spatial configuration of multi land-use scenarios and produc-
ing several re-use alternatives (layouts) with respect to the possibly contradicting
goals of maximizing economic benefit and assuring suitability of a re-use scenario
to sustainable development, stakeholder discussion can be fostered and compro-
mises can be made.
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1.3 Thesis outline
The remainder of this thesis is organized in Chapters as follows:

Chapter 2 introduces the challenge of supporting decision making for BF revi-
talization by an integrated assessment that includes economics and sustainability,
which are illustrated by means of general assessments at a demonstration site.

In Chapter 3, the above described FGI method to represent groundwater con-
taminant concentration distribution based on scarce data is introduced. The method
particularly intends to support the redevelopment process at early project stages.
The applicability of this method and the consequences within the context of a BF
redevelopment project is demonstrated in Chapter 4.

Chapter 5 gives a detailed algorithmic formulation of the assessment criteria and
their aggregation into an integrated assessment scheme. For a number of re-use
scenarios it is illustrated how economic evaluation results can be balanced with a
sustainability indicator assessment results.

Chapter 6 presents the development and implementation of a heuristic optimiza-
tion framework to find near-optimal land-use configurations for BF re-use where
trade–off of economical and sustainability factors occurs.

Finally, Chapter 7 summarizes and concludes the work presented and Appendix
A gives an overview of project reports that document the implementation of scien-
tific methods into a decision support tool.



Chapter 2

Improving mega-site revitalisation
strategies by trading off benefits from
future land use and clean-up costs1

Abstract Derelict land, where former industrial, military and mining activities have often led to
vast contaminations of soil, groundwater and surface waters, is a problem in many urban areas in
Europe. Facing competition with Greenfield development, the re-use of these areas is only achiev-
able if management options optimally trade off the conflicting goals of protecting human health and
the environment, of microeconomic needs and of regional development. To assist decision-making
in finding optimised revitalisation strategies, we propose a GIS- and model-based planning and as-
sessment tool that links land-use planning, risk-assessment, cost and benefit evaluation. The paper
describes the key elements of the tool’s concept by means of a demonstration project at a former
military site in Potsdam near Berlin, Germany.

Key words mega-sites; soil and groundwater contamination; revitalization; remediation; land
use planning; cost-efficiency; GIS

2.1 Introduction
In Europe and world-wide, a large number of regions exist where industrial, mili-
tary and mining activities during the past century have led to vast contaminations
of soil, groundwater and surface waters. These so-called mega-sites may severely
impact human health and the environment, and hamper the economic revival in cor-
responding areas [EEA, 2000, EC, 2006]. Mega-site management therefore needs
to address the protection of human health and the environment, as well as the eco-
nomic urban and regional development, targeting both a high sustainability yield
and an efficient valorisation. To support decision makers in finding viable revitali-
sation strategies, there is a demand for tools that help to assess and communicate the

1reproduced from: Morio, M., Finkel, M., Schädler, S., Hartmuth, G. and H. Rügner (2008): Im-
proving mega-site revitalisation strategies by trading off benefits from future land use and clean-up
costs. Groundwater Quality: Securing Groundwater Quality in Urban and In-dustrial Environments.-
IAHS Publ. no. 324, 555-562.
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pros and cons of existing plans of site clean-up and future land use, both in terms
of market and non-market benefits and costs. In this paper, we describe the concept
of the GIS- and model-based planning and assessment tool that is currently being
developed within the German research priority programs REFINA [Hauschild et al.,
2006] and SAFIRA II [Rügner et al., 2007]. The tool shall support the process of
finding optimal revitalisation strategies by trading off minimized clean-up costs and
benefits from future land use. The results of a demonstration project at a former
military site in Potsdam near Berlin, Germany, are used to illustrate the conceptual
approach of the tool.

2.2 The conceptual approach

The overall intention is to support an iterative enhancement of the revitalisation
plan for a given site during the planning process. The initial land use plan portrays
a scenario on how the site may be used in future. Such a scenario may result, e.g.
from considerations of the local authority’s planning board or from an investor’s
development plan. The scenario defines a particular land use allocation for the site.
In general, it will be comprised of different land use types, that is, a heterogeneous
(non-uniform) use of the site is planned. The quotas of the individual land use types
are considered as existing demand for additional areas of the respective use type.
The distributions of these quotas form the basic characteristics of a scenario. Since
these quotas may be achieved in different ways, we further distinguish between
scenario layout, which describe how the land use quotas are specifically arranged in
space. Thus, one land use scenario may comprise many different layouts.

In a first step, the monetary benefits and sustainability of the given land use
scenario are evaluated. Clean-up and site preparation costs are then estimated for
the proposed specific scenario layout. This involves the: (i) specification of the
clean-up effort required to solve existing conflicts between the planned land use al-
location and present contaminations in soil and groundwater; and (ii) application of
an adequate cost model. On the layout level, alternative spatial land-use allocations
may be examined and proposed to minimize conflict areas and required clean-up
expenses.

Finally, the monetary and non-monetary assessment results for the examined
scenario and its layouts are analysed and discussed among the stakeholders. This
may result in a revised land use scenario, which will then be evaluated within the
next iteration of the planning process.

All steps and sequences of the process described above are supported by corre-
sponding software modules that integrate diverse methods and models (e.g. cost es-
timation models, sustainability assessment methods, GIS-based data management).
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2.3 Site description
The former military site “Kaserne Krampnitz” is located in the outskirts of Pots-
dam near Berlin, covering an area of about 1.2 km2. It was built up in 1937 as a
motorized cavalry school. From 1945 until 1992 the site was used by the Russian
armed forces. The site is partly covered with building ruins (to be deconstructed) as
well as listed, historical buildings (see Fig. 2.1). Due to the utilisation as barracks
encompassing garages, workshops, storage tanks, dry cleaning facilities, etc. there
existed probable cause to assume subsurface contaminations at the site. Various site
investigation activities have been carried out [Schädler et al., 2008]. The geological
situation at the site is governed by periglacial depositions forming an aquifer mainly
consisting of a heterogeneous composition of silty fine to middle grain-sized sands
intermixed with moor deposits in the northern part of the area. The flow regime
of the partly confined aquifer is controlled by recharge and diverging groundwater
flow towards the receiving stream and lakes. Presently known groundwater con-
tamination is dominated by light volatile chlorinated hydrocarbons (CHC, mainly
TCE and cisDCE, up to >170 mg/L) (Fig. 2.1) and, to a lesser extent, of BTEX (<1
mg/L). The investigation of the spatial extent of contamination is still ongoing us-
ing innovative methods, including tiered refinement of the direct push raster, plant
screenings (CHC-uptake via roots) and integral pumping tests (where applicable).

Figure 2.1: Plan view of the former military site “Kaserne Krampnitz” in Potsdam.

2.4 Land use scenario
To demonstrate the methods, a simple and rather hypothetical land use scenario was
considered. It includes three different types of land use within the area of interest
(see Table 2.1 and Fig. 2.3). In all areas where listed buildings are situated, the land
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use is fixed to “residential”. Agricultural and recreational areas, as well as wetlands
(no specific use, but ecological concerns) border the site property.

Table 2.1: Initial (hypothetical) land use scenario for the Krampnitz site.

Land use type Area (m2) Area within the
site (m2)

Quota at site (%) Restricted area
due to historical
buildings (m2)

commercial/
industrial

174595 174595 15.3 –

recreational 1015972 263151 23 ˜ 35000
residential 705280 705280 61.7 ˜ 355000
Total 1895847 1143026 100 ˜ 390000

2.5 Evaluation of monetary benefits and sustainabil-
ity

The benefits of the development of formerly abandoned land that can be attributed
to a particular land use scenario or layout in terms of an increased land value were
quantified on the basis of regional average standard land values reflecting the actual
development state of the area incl. infrastructure, buildings, facilities, etc. (“Bo-
denrichtwert”).

The following soil values were used: 40 e/m2 for “residential”, 25 e/m2 for
“recreational” and 15 e/m2 for the “commercial/industrial” use type, respectively.
These standard land values, established for non–contaminated land by an advisory
committee [WertR, 2002, WertV, 1998], are reduced according to the diminution
in value due to the contamination. This includes losses or discounts resulting from
the site’s bad reputation (“stigma”, e.g. Patchin [1991]) or from additional invest-
ment and liability risks [Großmann et al., 1996, Sächsiches Landesamt für Umwelt,
Landwirtschaft und Geologie, 2001, ITVA, 2007].

The market-oriented economic evaluation of the benefits of site redevelopment
is accompanied by a sustainability assessment. Both the clean–up itself and the
development of the site will result in a variety of ecological, economic and social
changes to the site and in the neighborhood that may influence the stakeholders deci-
sion on the selection of the land use plan. There are different assessment approaches
available, including different operationalisations of sustainability, different sets and
weighting of indicators, different levels of detail and more or less profound involve-
ment of stakeholders [e.g. Hartmuth et al., 2006b,a, Schwarze and Bartke, 2007].
This non–monetary assessment is done at the scenario level. This means that the
particular layout of a scenario, as long as it is not fundamentally changed, is as-
sumed to have only a minor influence on the assessment result.

In the proposed evaluation framework, two approaches are considered: (i) the
so-called soil-value balance [Umweltbundesamt, 2000] aims at a rather simplified
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Figure 2.2: Utilization of sustainability indicators for evaluating future land use
scenarios.

value system including a monetisation of social or ecological values; and (ii) the
approach proposed by Hartmuth et al. [2006b,a] relies on an intensive involvement
of stakeholders, not only in the evaluation, but also with respect to the definition
and ranking of relevant indicators. Figure 2.2 shows an example of indicators for
evaluation of a future land use scenario.

2.6 Evaluation of costs
Conflict analysis The link between land use and required clean-up activities is
represented by remediation targets for soil and groundwater. It is assumed that the
levels of these targets are a function of the future land use, since exposure scenar-
ios and pathways are specific to the particular land use type. The spatial land use
allocation, as described by the scenario layout under consideration, is correspond-
ingly transferred to a map of clean-up targets. Contaminant-specific, as well as use-
specific quality targets are given by the responsible environmental agency [LUA,
2006] in terms of concentration threshold values for soil and ground-/surface water.
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These threshold values serve as a reference that can be replaced by risk-oriented
clean-up targets provided that a site-specific risk assessment [e.g. U.S.EPA, 1990,
1991, ASTM, 2002, Strenge and Smith, 2006] has been conducted.

Table 2.2: Land use and site-specific remedial targets.

Land use type regulatory or calculated remedi-
ation target; TCE (µg/L)

Relevant legal act/ordinance or
most sensitive pathway

Industrial 6960 Indoor air inhalation
Residential 100 Indoor air inhalation

Wetlands 20 Quality target
Agricultural 20 according to [LUA, 2006]
Recreational 20

Figure 2.3: Resulting conflict areas for the initial land use scenario (layout A) and
given CHC-contamination.

Intersecting the maps of clean-up targets and contaminant distributions yields
contaminantspecific areas of conflict that are then superimposed. In doing so, two
maps, one for soil and one for groundwater, describe the extent of unacceptable
impairment. Here, for the sake of simplicity, the result of the conflict analysis is
only shown for CHC in groundwater (Fig. 2.3).

For the saturated zone, it has to be considered that type and extent of required
clean-up activities may not be only a mere matter of the conflict area, but also of the
origin of the contamination causing the conflict. The conflict areas in the northern
part of the site, for example, are caused by sources located in the area intended for
commercial use for which no conflicts were identified (Fig. 2.3). Therefore, source–
plume relationships have to be carefully analysed and taken into account when se-
lecting appropriate measures for remediation. Available methods range from rather
pragmatic methods, such as particle tracking, to sophisticated approaches, utilising
analytical or numerical contaminant propagation models.
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Determining clean-up costs Based on the conflict maps and further GIS-managed
site information, clean-up costs are estimated by one of several costing approaches
currently available. They differ in complexity and input requirements and are se-
lected depending on the level of available knowledge and information [Bonnenberg
et al., 1992, Bracke et al., 2005, Schädler et al., 2008]. For the example shown here,
remediation costs required to solve the conflicts with respect to groundwater qual-
ity were estimated to 3.39 Million efor pump-and-treat. Note that the groundwater
clean-up costs for measures solely designed to protect the neighbourhood would
amount to about 1.00 Mio e.

2.7 Minimising costs by optimal land use allocation

After having assessed one initial layout (“A”) of the land use scenario, further lay-
outs were considered in order to minimize clean-up efforts and costs through opti-
misation of the land use allocation (using constant overall quotas, as defined by the
scenario). The goal is to reduce the extent and magnitude of conflicts. For each of
the land use types, a specific region can be specified, where conflicts do not arise
(Fig. 4). Clearly, the land use type “industrial”, being the least sensitive, has the
highest degree of freedom for allocation. An altered land use layout (“B”) and the
resulting conflict areas are shown in Fig. 5. Due to re-allocation, groundwater re-
mediation costs are now estimated to 2.18 Mio e. That portion of the costs that
is related to the specific use of the site has decreased correspondingly, from about
2.39 Mio e to about 1.18 Mio e.

Please note that layout B does not stem from any mathematical optimisation
but was chosen from a given set of alternatives to show how layout alterations can
reduce clean-up efforts.

Figure 2.4: Scope for land use allocation without any conflict (non-black area).
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Figure 2.5: Land use allocation layout B and resulting conflicts with the given CHC-
distribution.

2.8 Comparison of benefits and costs
Table 2.3 lists the benefits and costs, as evaluated for the exemplary scenario con-
sidered here. The initial scenario and its alternative layout have approx. the same
land value, since the quotas for the individual land use types differ only slightly.
However, the remediation costs for layout “B” are lower due to the differences in
layout-specific spatial allocation of use types.

Another scenario that was also analysed labelled “only residential use” (compare
Table 2.3 and Fig. 2.4). It would yield a higher land value, but also higher reme-
diation costs. From the mere economical point of view of an investor, this (also
hypothetical) scenario may be the most attractive one. However, ranking of options
will not be solely driven by clean-up costs and land values, but will also consider
the results of non-monetary assessments. The “only residential use” scenario, for
instance, may yield a worse result than the initial scenario (e.g. being in contrast to
the demands of regional planning or is down-graded in a sustainability assessment).

Table 2.3: Assessment results for different scenarios. ∗) purely hypothetical results
(for the purpose of illustration).

Land Use Sce-
nario/Layout

Land value (e) Groundwater clean-up
costs (e)

Non-monetary
Assessment *

Initial Scenario & Lay-
out A

37 408 900 3 390 000 ++

Initial Scenario with al-
ternative Layout B

37 270 055 2 180 000 ++

Only residential use 45 721 040 2 070 000 o

Please note that, in this paper, we referred to remediation costs for groundwater
clean-up only. Note also that the presented concept for estimating costs on the basis
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of land use specific conflict areas applies in the same way to soil remediation costs
[compare Schädler et al., 2008, this issue], and also to site preparation costs (e.g. de-
molition of ruined buildings and infrastructure, rubble clearance, earthworks, etc.).
All these cost types are considered specific to the land use type. In some cases,
the additional burden due to the presence of listed historical buildings must also be
taken into account.
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Chapter 3

Flow guided interpolation - a
GIS-based method to represent
contaminant concentration
distributions in groundwater1

Abstract This paper introduces a new interpolation method to estimate the spatial distribution of
contaminant concentrations in groundwater. The method is intended to identify areas of risks in early
investigation stages when groundwater sampling data is typically scarce and available interpolation
methods fail to provide reasonable results. As a consequence, the method does not only incorporate
available sampling data, but also makes use of information about the groundwater flow field, in order
to “guide” the interpolation with e.g. ordinary kriging or inverse distance method. The guidance
includes the augmentation of available data by auxiliary point data and the segmentation of the
estimated plume area into a series of sectors. The method is evaluated for several settings and
different sampling data sets. Each data set reflects a specific level of field investigations at the
model site, an abandoned military base in Potsdam near Berlin, Germany. The results reveal that
flow guidance improves the representation of contaminant distribution for all cases examined in this
study compared to “unguided” interpolation. These findings are underpinned by the results of the
method’s application to real sampling data. The method especially shows its strength when data of
only a few sampling points are available.

Keywords interpolation ; groundwater contamination ; contaminant transport ; chlorinated hy-
drocarbons ; TCE ; GIS ; particle tracking; ordinary kriging ; numerical groundwater flow modeling

3.1 Introduction

Different approaches exist to estimate the spatial distribution of contaminants dis-
solved in groundwater. Proposed approaches range from experience-based practi-
tioners’ methods, such as best guess delineation of source zones and plumes based

1reproduced from: Morio, M., Finkel, M. & E. Martac (2010): Flow guided interpolation – A
GIS-based method to represent contaminant concentration distributions in groundwater, Environ.
Model. Softw., doi:10.1016/j.envsoft.2010.05.018
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on small amounts of sample data and experiences from similar sites and cases, to ad-
vanced methods involving geostatistics [e.g. Isaaks and Srivastava, 1989, Deutsch
and Journel, 1997, Michalak and Kitanidis, 2004a, 2005], modeling [e.g. Shlomi
and Michalak, 2007, Prommer et al., 2002, D’Affonseca et al., 2008] and data as-
similation techniques e.g. using Bayesian filtering techniques [e.g. Kalman, 1960,
Chen, 2003]. The appropriateness of individual methods is mostly dependent on the
type, amount and quality of available data as well as on the particular objectives.
Plume delineation focusing on detecting the plume’s extent [e.g. Meyer et al., 1994,
Storck et al., 1997, McGrath and Pinder, 2003] may call for methods other than the
estimation of the concentration distribution [e.g. Boufassa and Armstrong, 1989,
MacKay, 1990, Kerry and Oliver, 2007].

Data assimilation techniques such as Particle Filter and Ensemble Kalman Fil-
tering have gained considerable interest in the last decade for utilization of avail-
able measurement data to update mathematical model predictions of groundwater
flow and plume propagation [e.g. Evensen, 1994, Eigbe et al., 1998, Porter et al.,
2000, Chang and Jin, 2005, Chang and Latif, 2009]. Filtering methods seem to
be best suited for transient problems of groundwater system state estimation when
time series of measurements are to be repeatedly (i.e. sequentially) assimilated into
mathematical models [e.g. Liu et al., 2008, Huang et al., 2009, Chang and Latif,
2010].

Geostatistical interpolation methods have been widely applied in the past decades.
Mehrjardi et al. [2008] proposed the use of ordinary kriging and cokriging for inter-
polation of contaminants in groundwater, while Reed et al. [2004] evaluated differ-
ent interpolation methods to estimate the distribution of perchloroethylene (PCE)
in three heterogeneous test cases of different size and complexity for a ground wa-
ter plume with differing amounts of non-gridded sampling data. They recommend
quantile kriging and multigaussian kriging to be most robust and least biased com-
pared to ordinary kriging, intrinsic kriging and inverse distance weighted methods.
Journel and Rossi [1989] showed that universal kriging (also called “kriging with
trend”) yields similar results to ordinary kriging on data sets with trend when the
trend component is unknown and kriging is conducted in local neighborhoods for
non-stationary data sets.

Cooper and Istok [1988] discusses the requisite of data preparation and analysis,
including additivity, stationarity and amount of samples for the estimation using
geostatistical interpolation methods. Sufficient data is required, e.g. to make use
of an empirical semivariogram [e.g. Deutsch and Journel, 1997, Fuest et al., 1998,
Kitanidis and Shen, 1996, Reed et al., 2004, Kistemann et al., 2008]. A practical
rule for the minimum amount of samples is given by Journel and Huijbregts [1978]:

N(h)> 30-50 with : |h|< (L/2), (3.1)

where |h| denotes the magnitude of separation vector h for N sample pairs and L
stands for the longest dimension of the contaminant plume in the direction of h. For
a complete list of symbols used in this article, please refer to Table 3.5. Interpo-
lation may utilize concentration measurements either in terms of point observation
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data from distributed monitoring networks [e.g. Sudicky et al., 1983, Warrick et al.,
1998] or in terms of data from so-called control planes or monitoring fences [e.g.
Schwarz et al., 1998, King and Barker, 1999, Bockelmann et al., 2001, Basu et al.,
2006, Kübert and Finkel, 2006, Bayer-Raich et al., 2009b].

Several suggestions were made to improve interpolation by including additional
information in the estimation process, e.g. hydraulic gradient or head data from
sampling campaigns [e.g. Burger and Schafmeister, 2000, Shlomi and Michalak,
2007]. Other approaches are based on coupling numerical transport models to inter-
polation methods [Michalak and Kitanidis, 2004a,b]. Neupauer and Wilson [2003]
used a probabilistic numerical flow and transport model to relate concentration mea-
surements to possible upgradient source locations. Rautman and Istok [1996], Istok
and Rautman [1996] proposed stochastic geostatistical modeling of contaminant
plumes as an approach to derive probabilities of having a contamination at a certain
point with respect to a specific concentration threshold and probability cutoff.

Legend:
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Figure 3.1: Flow guided interpolation: (a) potential source zone with outermost
groundwater flow pathlines, (b) segmentation according to curvature of plume’s
center pathline (here: 6 sectors), (c) interpolation within sector downgradient of the
source zone, (d-g) consecutive sector-wise interpolation in downgradient direction.
Blue colored circles denote groundwater wells, orange circles stand for direct push
samples.

A common problem in practice is that available contaminant concentration mea-
surement data is not sufficient to make sensible use of the abovementioned geosta-
tistical interpolation methods. Numerical transport modeling [e.g. Anderson and
Cherry, 1979, Chu et al., 1987], which further requires comprehensive informa-
tion about aquifer and transport properties, is also inappropriate for this reason
[e.g. Batu, 2006]. Limited availability of contaminant data is characteristic of early
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project stages in tiered decision-making procedures, when information on subsur-
face contamination only stems from historical data and some initial site investiga-
tion. This is particularly true, e.g. when extent and complexity of a site require an
early identification and prioritization of focal areas and origins of risks in order to
drive further decisions on detailed investigation programmes and remediation mea-
sures [compare Triad approach, e.g. in Crumbling et al., 2001, Mack et al., 2004,
Critto et al., 2007, O’Reilly and Brink, 2006]. Thus, especially for early site in-
vestigation stages, there is a need for enhancement and appropriate processing of
sparse amounts of available data in order to produce the premise for a reasonable
application of interpolation methods such as kriging.

In this paper we present a flow guided interpolation (FGI) method that has been
specifically adapted to the type, scale, and information basis that is typically avail-
able in early stages of revitalization projects at contaminated sites. The method
proposes to add extra sampling points in a standardized way through coupling of
flow data and existing samples plus information about possible source zone extents
to enable the application of kriging methods. The purpose of the proposed method
is to bridge the gap between elaborate, data intensive approaches and subjective and
often non-reproducible methods. The FGI method builds upon a groundwater flow
model, assuming that basic information about the groundwater flow regime can be
made available at relatively low cost. This model is not supposed to provide a highly
sophisticated representation of the flow situation but is supposed to show the major
i.e. characteristic features. Guidance by groundwater flow is intended to improve
the interpolation especially if contaminant concentration data is scarce. The idea
is to incorporate upgradient information in a sequential downgradient interpolation
procedure. The relevance of the quantity of available data is addressed through an-
alyzing the FGI method’s performance for different knowledge states, i.e. different
sample amounts.

The remainder of this paper is organized as follows: the FGI method is described
in section 2 by use of pseudo-code algorithms to explain the sequential procedure
execution; section 3 gives a description of the model site in which the FGI method
was applied; the evaluation of the FGI method for different parameter settings is dis-
cussed in section 4; results of the case study are presented in section 5; conclusions
are made in section 6.

3.2 Methodology
The FGI method is implemented into the geographic information system ArcGIS
(ArcMap, Version 9.1 or higher, [ESRI, 2005]) with VBA and ArcObjects [Razavi,
2004, Burke and Arana, 2003]. The method is comprised of a sequence of proce-
dures with major portions that are controlled by VBA modules.

In short, the following steps are performed: (1) delineation of the known or
expected source zone of contamination using particles, which are equidistantly dis-
tributed along the source zone edges; (2) delineation of the plume fringe by tracing
these particles advectively downgradient; (3) segregation of the plume into sev-
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eral sectors according to the plume’s tortuosity and curvature; (4) employment of
sector-wise flow guided interpolation, utilizing sampling data in the sector, as well
as auxiliary sampling point data along the plume fringe and along the boundary to
the previously processed sector; (5) merging of the results of all sectors into a single
grid by mosaicking.

A series of three pseudo-code algorithms describe the process of (i) plume fringe
delineation based on the previously defined source zone (algorithm 1 , see also Fig-
ure 3.1a), of (ii) segmentation of the derived plume shape dependent on groundwater
flow direction (algorithm 2, see also Figure 3.1b) and of (iii) sector-wise interpola-
tion to estimate the spatial concentration distribution within the plume (algorithm 3,
see also Figures 3.1c to 3.1g). The procedures are described in more detail below.
Please note that multiple source zones and corresponding plumes can be consid-
ered. For the sake of clarity we limit the description to one source zone and one
plume. The delineation of the plume fringe requires polygon data of the source
zone, a numerical groundwater flow model, and a particle tracking module. The
flow model is required to calculate the groundwater flow field, which in turn is re-
quired to calculate pathlines of groundwater flow by particle tracking. We used
MODFLOW 96 [Harbough and McDonald, 1996] and MODPATH 3.0 [Pollock,
1994], respectively, but other models, like a version of ESRI’s Groundwater Model-
ing application [ESRI, 2009], could be used as well after some adaption work (see
also the concluding discussion of this section further below). The identification of
the source zone is based on desk work examining information on former use of the
site, possible locations of contaminant spills, the geological and hydrological situa-
tion, and subsurface sampling information. Source zone polygons are then created
manually as polygon shape files in GIS, based on the assembly of given data. As
shown in algorithm 1, the source zone polygons are converted into a set of equidis-
tantly distributed points, which are then used as water particle starting locations
for particle tracking with MODPATH. The pathline data returned by MODPATH
is automatically converted to a polyline shape file consisting of polylines for each
particle starting point and a corresponding point shape file bearing information on
the pathline time steps. The pair of outermost polylines in the shape file represents
the plume fringe and is converted to a polygon shape file. The resulting polygon
has to be cut in order to account for the expected plume age. Using travel time
information from the point shape file, a polygon is created that represents the plume
extent corresponding to the given time after spill.

Please note that this purely advective approach may underestimate the real plume
extent. However, assuming that macroscale heterogeneity is sufficiently described
in the flow model used, the neglected effect of hydrodynamic dispersion is believed
to be minor.

The segmentation of the plume into distinct sectors is based solely on the cur-
vature of the plume’s center pathline and one further input parameter, the so-called
segmentation criterion, Sseg. The segmentation of the center pathline is illustrated
in Figure 3.2a and is comprised of diverse steps as described by algorithm 2. These
steps are processed mostly automatically by the VBA code. The center pathline is
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(b) Results of plume segmentation for different values of Sseg (from left to right 50 m, 2.5 m, 0.5 m,
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Figure 3.2: Illustration of the plume segmentation process dependent on the curva-
ture of the plume’s center pathline

provided as a result of algorithm 1 in terms of a polyline and its corresponding point
shape file. Sseg serves as a criterion for the maximum deflection of the center path-
line that causes the creation of a new sector. Sector boundary points are determined
along the center pathline. The deflection of a center pathline point i is quantified
as normal distance lcrit,i of this point to an ’elongation line’ representing the center
pathline’s initial direction (cf. Figure 3.2b). A new boundary point will be created
if lcrit,i > Sseg midway between point i and the initial point from where the elonga-
tion line starts (cf. purple arrow in Figure 3.2b). This process of segmentation is
repeated in downgradient direction to determine all sector boundaries until the tip
of the plume is reached. Lines perpendicularly oriented to the center pathline are
created on the newly derived boundary points. These lines are then used to clip the
plume polygon into distinct sectors. The number of sectors resulting from plume
segmentation increases as the Sseg value is lowered and as the plume shape becomes
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Algorithm 1 FGI-WORK FLOW: PLUME DELINEATION INVOKING AN ARCGIS-
MODPATH INTERFACE
Require: Source zone polygon data {GIS (multiple sources at a site possible)}
Require: Numerical flow model {here: MODFLOW 96}
Require: Advective transport i.e. particle tracking module {here: MODPATH 3.0}

Read model extent and discretization {ArcGIS-MODPATH interface, works automatically, if not
noted otherwise.}
Convert source polygon to points (equidistantly distributed, here: point distance ∆l = 10 m)
Create MODPATH particle starting locations
Run MODPATH, output: pathline file
Import MODPATH pathlines in GIS , Convert to:
◦ ESRI raster grid representing cells passed by particles
◦ Polyline shape file {pathlines}
◦ Point shape file with attribute: cumulative travel times
for all source zone(s) do

Select outermost pathlines and Convert {Manually}:
◦ Polyline to polygon shape file representing plume
◦ Polyline to point shape file with points on model cell edges
Select center pathline’s polyline and Convert {Manually}:
◦ Polyline to point shape file with points on model cell edges
With point shape files: Select points that equals spill age {Attribute: cumulative travel times}
Extract selected points and convert to polyline
Split polygon by polyline {Result: Polygon with plume extent}

end for

more winding (cf. Figure 3.2b). The sector polygons are then converted into points
which are subsequently used to create auxiliary sampling points (ASPs) at the up-
gradient sector boundary, and at the lateral boundaries along the plume fringe. The
plume segmentation provides additional geometrical variables, which serve as input
for the subsequent interpolation procedure, namely the total plume length Ltot , and
for each sector s the mean width Ws, and anisotropy angle αs.

The sector-wise flow guided interpolation itself is described in algorithm 3. Sec-
tors are distinguished by index s. The interpolation starts in the sector located di-
rectly downgradient of the source zone (s = 1). The processing of the first sector is
different compared to the subsequent ones because there is no upgradient neighbor-
ing sector except for the source zone. The source zone boundary is populated with
ASPs, the location of which coincide with the particle starting locations. To each
of these ASPs a concentration value needs to be assigned that represents the source
zone conditions. In this study we assign a unique value, the mean of available con-
centration measurements in proximity of the source zone, to all points. If detailed
information is available, spatially varying concentration values may be used. Sam-
ple values at ASPs along the lateral boundary of the sector (plume fringes) are set to
some lower threshold concentration Ctc (e.g the detection limit of the contaminant
of concern). All ASPs and the real samples available in the sector in process are
added to the sample list to be used for interpolation. If no real sample is available,
real samples (but not the ASPs) of the neighboring sector downgradient are added
to the sample list. If the neighboring downgradient sector also does not contain real
sample points, the next downgradient sector is considered, and real samples of this



28
Flow guided interpolation - a GIS-based method to represent contaminant

concentration distributions in groundwater

Algorithm 2 FGI-WORK FLOW: PLUME SEGMENTATION BASED ON FLOW DI-
RECTION
Require: Centerline point and polyline shape file {output from algorithm 1 with n no. of points on

center pathline}
Read Gauss Krüger coordinates of vertex points
Calculate descriptive variables to describe center pathline: lengths of line elements li and angles
βi of li, the directions of lines between adjacent nodes (xi,yi)(xi+1,yi+1) against horizontal
s=1 {sector number}
for i = 1→ n do

nstep = 0 {additional increment variable}
while lcrit,i+nstep < Sseg ∧ i+nstep < n do

lcrit,i+nstep = |(yi+1 − yi) · (xi − xi+nstep)− (xi+1 − xi) · (yi − yi+nstep)|/li {Calculate normal
distance of plume center pathline node i+nstep to elongation line (cf. Figure 3.2a)}
nstep = nstep +1

end while
i = i+nstep
if i < n then

{Determine sector boundary coordinate on the middle between two existing points.}
xbd,s = (xi+1−bnstep·0.5+0.5c+ xi−bnstep·0.5+0.5c)/2
ybd,s = (yi+1−bnstep·0.5+0.5c+ yi−bnstep·0.5+0.5c)/2

end if
s = s+1 {Increment number of sector}

end for
Calculate azimuth of straigt line defined by adjacent sector boundary coordinates
(xbd,sybd,s,xbd,s+1,ybd,s+1) {Yields anisotropy angle αs for each sector}
Calculate cumulative length Ltot of point to point distances li
Create new boundary points table with xbd,s ybd,s αs
Create polyline shape file with lines perpendicular to center pathline through each of its vertices
{Done by VBA script}
Select a subset of lines that intersect sector boundary points on center pathline by new sector
boundary points from new boundary points table {Done by SQL type of GIS query function}
Clip plume polygon with subset of lines to create sectors
Calculate mean Width Ws for each sector.
Create equidistantly distributed points along sector boundaries (here: point distance ∆l = 10 m).

sector are then added to the sample list of the sector in process. Note that the ad-
ditivity assumption of sample data is fulfilled since effective porosity and thickness
of the aquifer are assumed to be constant for this study [compare Cooper and Istok,
1988]. Note further that sample data outside the plume fringe are not considered for
interpolation. If there is evidence for a contamination outside the delineated plume
fringe belonging to the given source zone we suggest to consider a revision of the
flow model or of the source zone extent.

Ordinary kriging is then conducted with a sector-specific values of anisotropy
ratio RAs (derived from the ratio Ltot/Ws) and angle αs, which is provided by algo-
rithm 2. The respective parameters for the interpolation procedure in each sector are
noted in Table 3.1. Please note that a trend within the sample data, i.e. a component
or tendency of the data to change their values according to their spatial position, is
not considered here. Due to the small amount of sample data available within the
individual sectors, it does not seem practicable to estimate a reliable trend compo-
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Algorithm 3 FGI-WORK FLOW: ESTIMATING CONTAMINANT DISTRIBUTION
Require: Csource,Ctc {Source and plume fringe concentration}, xbd,s,ybd,s,αs,Ws,Ltot , plume sector

polygons and according boundary points {Result of algorithm 2}
for s = 1→ stot do

Assign concentration values to auxiliary sampling points on upper sector boundary
if s = 1 then

Cub,s =Csource {Use source concentration values in 1st sector}
else

Cub,s =Clb,s−1 {Use results from previous sector}
end if
Extract Cub,s, add to XYZ-file of sector s {Using ArcGIS Toolbox Sample_SpatialAnalyst}
Assign Ctc to lateral plume boundary as ASP in sector s (add to XYZ-file of sector s)
if Samples in sector s ∃ then

Select samples within sector (add to XYZ-file of sector s)
else

Select samples from next sector containing samples from (add to XYZ-file of sector s)
end if
Calculate RAs = Ltot/Ws {anisotropy ratio}
αs anisotropy angle, calculated in algorithm 2
Perform Ordinary Kriging on XYZ-file of sector s using RAs and αs

end for
Mosaic sectors’ concentration rasters to one seamless raster for entire plume.

nent and to model a corresponding variogram. The grid of estimated concentration
values has the same resolution as the flow model grid. The grid extent is clipped to
the sector in process and sampled at the downstream boundary points to generate
the ASPs required for interpolation in the next sector. The interpolation of the 2nd
and any further sector follows the same procedure. The grids calculated for the sin-
gle sectors are finally mosaicked, i.e. sector-specific results are merged to a single
raster grid, to produce the grid of concentration values for the entire plume.

To ease the application of the FGI method, it is recommended to process and
manage all available site data in the GIS. The FGI method can also be imple-
mented in GIS packages other than ArcGIS. Open source GI-Systems and pack-
ages include i.e. GRASS-GIS, QuantumGIS, the geodata abstraction library GDAL
(http://www.gdal.org) or R with the rgdal-package [GRASS Development Team,
2009, Quantum GIS Development Team, 2009, R Development Core Team, 2009].
The pseudo-code algorithms presented above may serve as a guideline for such
an implementation process. The FGI method presented in this paper may also be
adapted for using other codes to simulate groundwater flow and advective transport
(particle tracking).

3.3 Model site: Investigation data and flow model
The model site is an abandoned military base covering 120 hectares on the outskirts
of Potsdam near Berlin, Germany. The site was turned into a brownfield in the early
1990s. It was used by German and Russian armed forces until 1945 and 1991, re-
spectively. Gas stations and a dry cleaning facility represent the major sources of
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Table 3.1: Available sampling data and sector-specific interpolation parameters in
plume sectors for different cases of segmentation and investigation levels.

Sectorsa Sector no. No. of Mean sector Anisotropy Total Mean sector width
samplesb flow directionc ratio plume length in sector s

(-) s (-) Wells,DP1,DP2/Tree–core αs (◦ , E = 0◦ , CCW) RAs(-) Ltot (m) Ws(m)

2 1 4, +3, +1 / 13 41.0 4.4 400 90
2 0, +0, +0 / 9 25.0 3.4 115

5

1 1, +1, +0 / 4 47.0 4.4

400

91
2 3, +2, +1 / 9 60.5 4.4 90
3 0, +0, +0 / 2 31.8 4.0 100
4 0, +0, +0 / 3 17.8 3.2 125
5 0, +0, +0 / 4 26.5 3.0 135

8

1 1, +1, +0 / 4 48.6 4

400

91
2 0, +0, +0 / 0 51.1 5.5 90
3 3, +2, +1 / 9 63.4 4.2 94
4 0, +0, +0 / 1 47.2 3.8 105
5 0, +0, +0 / 1 14.2 3.8 106
6 0, +0, +0 / 3 17.4 3.1 127
7 0, +0, +0 / 2 22.8 3.2 125
8 0, +0, +0 /2 27.1 3.2 105

aThis columns indicates the amount of sectors, into which the plume is segmented.
bThis column denotes the amount of samples that are available in the particular sector s after

investigation campaign “Wells” and the amount of samples that became additionally available after
campaigns “DP1” and “DP2”. The numbers given for investigation phase “Tree-core” stands for on
own and are not to be added to the samples of the other investigation campaigns.

ci.e. anisotropy angle

subsurface contamination. Since 1992, the site has been revisited and investigated
several times by various groups of consultants and researchers. Four major inves-
tigation campaigns have resulted in an increasing net of monitoring wells, from a
rather scarce net of observation points in 1996 to a quite dense net after a compre-
hensive direct push campaign and sampling of tree-cores in 2007.

The presently known groundwater contamination is dominated by volatile chlori-
nated hydrocarbons (CHC, mainly trichloroethylene (TCE) and cis-dichloroethylene,
up to more than 170 mg/l). Contaminants originate from diverse source zones, as
shown in Figure 3.3. Contaminated groundwater flows from the site towards two
lakes, nature reserves and other potential receptors (Figure 3.3).

A two-dimensional finite difference flow model was used to simulate ground-
water flow in the unconfined aquifer consisting of fine sand to silty deposits. The
model domain is represented by a cell-grid with an extent of 2500 × 4000 m using
a discretization of square cells of 10 × 10 m. A fixed head boundary condition
is defined along gaining streams and lakes. No-flow boundary cells are set where
model boundaries coincide with groundwater flow lines (see Figure 3.3). Hydraulic
conductivity values of the calibrated model range from K = 6.23 ·10−8m/s to K =
1.32 ·10−3m/s (geometric mean Kgeom = 1.34 ·10−5m/s), aquifer thickness from 3.6
to 20 m. The model calibration is based on hydraulic heads measured at 27 ground-
water monitoring wells and 20 temporary direct push wells [Rein et al., 2008b]. The
groundwater level varies approx. between 2 and 6 m below ground surface.

In correspondence to this stepwise site investigation since 1996, four different
knowledge states (investigation stages), representing different levels of extent and
density of concentration data, can be distinguished [Schädler et al., 2008]. For TCE,
which is used here as a model compound, the first level of information is comprised
of concentration measurements at 17 groundwater wells. This level is hereafter
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denoted as ”Wells”. Two direct-push campaigns provided further data (three ad-
ditional points in campaign #1 and another one in campaign # 2) and result in in-
vestigation levels ”DP1” and ”DP2”. Finally, an intensive sampling of tree-cores
[Holm, 2007, 2009, Rein et al., 2008a] in the area of interest strongly improved
the measurement network (level ”Tree-core”). Tree-core sampling utilizes contam-
inant accumulation in plants providing semiquantitative information about shallow
tetrachloroethene and trichloroethene contaminations in soils and groundwater [e.g.
Schumacher et al., 2004, Larsen et al., 2008].

In this study we focus on one contaminant plume in the northern part of the site.
Since little information about the vertical contaminant distribution was available,
only a two-dimensional analysis was performed.

Figure 3.3: Field site with model boundaries, area of interest and zoomed-in study
area. Colored circles illustrate magnitude of sampled TCE concentrations (orange)
and semiquantitative tree-core sample values (purple).

3.4 Method evaluation

3.4.1 Purpose

In order to examine the appropriateness and performance of the proposed FGI
method, it was applied to a synthetic close-to-reality test case. Through the cre-
ation of a data grid of reference values of TCE concentration, we could evaluate the
performance of the method for different values of segmentation criterion Sseg and
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different investigation stages, simply by comparing the estimated concentration dis-
tribution with the assumed ’true’ distribution, as given in the form of the reference
data grid.

3.4.2 Evaluation test case
The continuous reference values of TCE concentration in the area of interest (see
Figure 3.4 and Table 3.2) were generated by implementing a transport model us-
ing MT3DMS [Zheng and Wang, 1999]. Data input regarding the heterogeneous
flow field was taken from the MODFLOW results (see previous section). Trans-
port parameters were set based on field data (e.g. from tracer tests and soil column
analyses). The total organic carbon content foc varies between 0.02 to 1.17%. The
effective porosity ne ranges from 0.10 to 0.34. The distribution coefficient Kd for
TCE was set as the product of ’measured’ foc values and literature values of the
sorption constant Koc [e.g. Mehran et al., 1987, Schwarzenbach et al., 2003], as-
suming that pure forward modeling serves the purpose of generating a reasonable
close-to-reality contaminant concentration data field. In accordance with observa-
tions made in the field, a steady-state plume and a constantly emitting source zone
were assumed. The constant concentration boundary condition equals the satura-
tion concentration of TCE in groundwater (Csource = 1.2 · 106µg/l). Longitudinal
and lateral dispersivity were set to 1 m and 0.01 m, respectively. In-situ degrada-
tion of TCE was modeled as 1st order process using a degradation rate constant of
0.002 d−1, in accordance with literature [Gorder et al., 1996, 1997]. The generated
plume is shown in Figure 3.4. It should be pointed out that the transport model
is used here only to produce the reference data for the method’s evaluation. It is,
however, not needed for the application of the FGI method itself.

The generated plume (i.e. the modeled concentration data grid) was then sampled
at the sample locations given by the different investigation campaigns. For each
of the four campaigns one set of synthetic concentration point measurements was
produced (see Table 3.2).

Calculated GW level
0.5 m isoline

< 10 (µg/l)
Calculated concentration

Figure 3.4: Modeled TCE concentration distribution in groundwater in area of in-
terest. C(sat) denotes saturation concentration.
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Table 3.2: Sample types and reference concentrations, for X,Y-coordinate, refer to
Table 3.3.

Type Name Samples
reference (µg/l)

Well B 18 313666
Well B 20 946668
Well B 21 181586
Well B 22 1848830
DP1 PK72 141450
DP1 PK73 135161
DP1 PK79 976230
DP2 72-B-3 248389

Tree-core T72 125708
Tree-core T73 135161
Tree-core T79 1200000
Tree-core T128 38730
Tree-core T129 36260
Tree-core T133 2473
Tree-core T134 11709
Tree-core T141 2397
Tree-core T151 860
Tree-core T152 218
Tree-core T153 847
Tree-core T154 193
Tree-core T155 86
Tree-core Tz8 1733

3.4.3 Evaluation method

The quality of the FGI method was quantified by comparing the estimated concen-
tration values of all grid elements with the respective values in the reference data
grid. We utilized the normalized root mean square error (NRMSE) to obtain an
overall measure of quality (equation 3.3). The root mean square error (RMSE) is
determined by:

RMSE =

√√√√√√
j

∑
i=1

(cre f
i − cest

i )2

j
, (3.2)

where j is the number of grid node elements considered within the plume, xre f
i

and xest
i denotes the concentration values of the reference distribution and of the

estimated distribution, respectively. The NRMSE is further calculated by:

NRMSE =
RMSE

maxcest−mincest (3.3)

with maxcest and mincest being the maximum and minimum values of estimated
concentrations in all grid elements covering the plume area.
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3.4.4 FGI performance

The FGI method was applied to the test case with different sets of sampling data and
different values of segmentation criterion Sseg. The latter was varied between Sseg =
50 and Sseg = 0.5. The resulting segmented plumes consist of 2 to 8 sectors, accord-
ingly (compare Figure 3.2b). The number of samples that are located in the individ-
ual sectors and the parameters used for sector wise interpolation are listed in Table
3.1. When using a plume divided into only two sectors, for example, the second sec-
tor contains no real samples for the investigation levels “Wells”, “DP1”, and “DP2”,
whereas the fourth investigation level, “Tree-core”, provides 9 sample points. Sim-
ilar conditions apply to the cases with 5 and 8 sectors, respectively, where sectors
located further downgradient also do not contain sample information for the first
three investigation levels. Note also that the density of available data may fluctuate
from sector to sector depending on the distribution of given sample points (e.g. se-
quence of sectors 1-2-3-4 in the case of 8 sectors). The interpolation was performed
with the commercial computer program Surfer 8 (Golden Software) using ordinary
(point) kriging without modeling a variogram nor incorporating slope or trend. The
resulting estimation grids were converted to ESRI ASCII grids with the free soft-
ware GridConvert (www.geospatialdesigns.com) for further processing within GIS.
The comparison of the estimations to the reference distribution was calculated using
Matlab c©(R2009a, The MathWorks, Natick, Massachusetts).

Figure 3.5 shows the matrix of evaluation results obtained with the FGI method
depending on the number of sectors (matrix rows) at different investigation levels
(matrix columns). For the purpose of comparison, the last row displays the results
obtained with ’un-guided’ ordinary kriging (OK). A visual inspection of the results
suggests that the FGI method provides reasonable concentration distributions for
all cases. Missing sampling points in the farther downgradient sections result in
slightly overestimated concentrations in these sectors. This might be explained by
the propagation of estimates from upgradient sectors. Further analysis reveals that
FGI particularly outperforms OK in the case of sparse sampling data. Quantitative
assessment also supports these findings (see Figure 3.6). While OK (standard in-
terpolation) exhibits a distinct dependency on available sampling information, the
FGI method shows a rather consistent performance. Guiding the interpolation by
flow information obviously compensates for missing data in downgradient plume
regions. Figure 3.6 also indicates a shift in the ranking of the results obtained with
the three different degrees of segmentation. Although the NRMSE decreases with
increasing number (density) of available sampling points for all degrees of segmen-
tation, more data (levels “DP2” and “Tree-core”) seems to favor a finer segmen-
tation while a coarser segmentation apparently performs better when little data is
available (levels “Wells” and “DP1”). For the purpose of comparison, interpola-
tion was also done by the inverse distance weighted method (IDW) using squared
distances and the same anisotropy angle and ratio as was used for OK (see Table
3.1). Although IDW does not perform as well as OK, again flow guidance clearly
improves the quality of the results as can be seen from the NRMSE values given in
Figure 3.6.
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Figure 3.5: Results of the FGI method at different investigation levels in comparison
to ordinary kriging (OK) and the reference distribution. Number of samples at
different investigation levels increases in the following order: “Wells”, “DP 1”,
“DP 2”, and “Tree-core”.

3.5 Method application

Based on the results of the evaluation described in the previous section, the FGI
method was applied to the real sampling data sets available for the area of inter-
est. Segmentation settings that performed best in the evaluation were chosen for
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Figure 3.6: Normalized root mean square error NRMSE for concentration estimates
as a function of increased knowledge status (cf. Fig. 3.5). Comparison of results
from FGI conducted with ordinary kriging (OK) and the inverse distance weighted
method (IDW), and from ’un-guided’ interpolation with OK and IDW.

each of the four investigation levels (comp. Figure 3.6): 2, 5, and 8 sectors were
respectively used for levels “Wells”, “DP1”, and both “DP2” and “Tree-core”. The
application results are depicted in Figure 3.7. Once again, FGI results are compared
with the results from OK. Please note that the application at the “Tree-core” level
had to take into consideration that tree-core sampling provides only semiquanti-
tative values. Results from tree-core sampling were provided on a scale from 1
(below detection limit) to 9 (high concentration in groundwater close to solubil-
ity) representing peak areas determined by gas chromatography. To get a complete
and consistent sample list for the “Tree-core” level, we converted the groundwater
concentration values measured at the sampling points of the first three investigation
stages to the semiquantitative tree-core scale (Table 3.3) using an approximative
log-scaled conversion scheme (Table 3.4). Comparison of converted values with
tree-core results at pairs of sampling points located close to each other (T79 vs.
PK79: 9 vs. 8; T72 vs. B21: 7 vs. 7; T73 vs. PK73: 6 vs. 5) shows a good
agreement and confirms the adequacy of this approximation for this particular case.

The ASP values along the downgradient edge of the source zone were set to
Csource = 1.2105µgl−1 representing the mean measured TCE concentrations in wells
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Table 3.3: Sample locations and concentrations used for interpolation procedures at
field application

Type Name X Y Samples Tree
GK coordinates field -core

(µg/l) (-)
Well B 18 3366921 5814676 77440 7
Well B 20 3366868 5814635 119703 8
Well B 21 3366898 5814708 72962 7
Well B 22 3366945 5814682 174181 8
DP1 PK72 3366874 5814708 6089 6
DP1 PK73 3366959 5814684 820 5
DP1 PK79 3366859 5814632 121605 8
DP2 72-B-3 3366917 5814697 8229 6

Tree-core T72 3366885 5814719 – 7
Tree-core T73 3366951 5814689 – 6
Tree-core T79 3366859 5814627 – 9
Tree-core T128 3366991 5814731 – 6
Tree-core T129 3366884 5814752 – 6
Tree-core T133 3367091 5814723 – 4
Tree-core T134 3367044 5814761 – 3
Tree-core T141 3367116 5814772 – 6
Tree-core T151 3367130 5814823 – 5
Tree-core T152 3367190 5814830 – 5
Tree-core T153 3367074 5814849 – 3
Tree-core T154 3367157 5814875 – 3
Tree-core T155 3367118 5814893 – 3
Tree-core Tz8 3367027 5814837 – 4

B20 and PK79, located in close proximity to the source zone. For level “Tree-core”
the source zone concentration was accordingly set to Csource = 9 (compare Tables
3.4 and 3.3). The threshold concentration values Ctc assigned to the ASP on the
lateral sector boundaries were set to zero at all investigation stages.

Naturally, no absolute quantitative assessment of the results could be carried
out since true values at unsampled locations are unknown. Still, visual inspection
reveals evident differences between the results obtained with the FGI method and
OK . The FGI method yielded plausible results at all investigation levels. Results at
low investigation levels appear to be confirmed by results at higher levels. The series
of estimated concentration distributions exhibits a successive refinement (see Figure
3.7, from left to right). In contrast, OK results were found to be rather arbitrary and
strongly dependent on available data. This disparity between the methods’ results
is particularly apparent when comparing the plumes’ shape at level “DP2” with the
shape at level “Tree-core”. It should be mentioned that the FGI conducted for level
“Tree-core” was performed in the same way as for the groundwater concentration
values of investigation levels “Wells”, “DP 1” and “DP 2”. Thus, the inputs for
“Tree-core” are scaled using integer intervals but the estimated results on the grid
consist of floating-point numbers.
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Table 3.4: Conversion scheme for tree core sample analogues at well and DP loca-
tions

Tree-core Hypothetical analog concentration
(-) for groundwater (µg/l)
1 unverifiable
2 < detection limit (< 0.1)
3 < 10
4 10 – 99
5 100 – 999
6 1000 – 9999
7 10000 – 99999
8 100000 – 999999
9 > 1000000
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Figure 3.7: Results of segmented interpolations using field data within plume

3.6 Summary and conclusions
In this paper we introduced and tested a new method, flow guided interpolation
(FGI), for generating continuous concentration data in the area of contaminant
plumes in groundwater. In comparison to pure interpolation by ordinary kriging,
FGI offers clear advancement in the use of modeled data on flow direction and the
respective shape of the contaminant plume: (i) the sampling point list used for in-
terpolation is complemented by auxiliary sampling points along the plume fringe
and (ii) the plume area is segmented into a series of plume sectors, depending on
the plume’s curvature. The interpolation is therefore termed “flow guided”. The
new method also features a sequential sector-wise interpolation in downgradient di-
rection. Results generated in one sector are used for subsequent interpolation of the
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next sector, i.e. information is virtually propagated downgradient. In this way, the
FGI method counteracts the decline in available measurement data with increasing
distance to the source zone, as is typically observed in practice.

The FGI method has been implemented in ArcGIS using VBA code to automize
major steps of the method’s procedures. Based on the detailed descriptions and il-
lustrations given in this paper, these procedures may easily be transferred to other
geographical information systems that allow for expanding and customizing func-
tionalities.

The evaluation of the method using varying segmentation settings and sample
data sets of different size showed the robustness of the method. Estimated concen-
tration distributions agree well with the reference distribution, independent of the
setting and the data set which have been chosen. Results from the method’s applica-
tion to a model site confirm its practicability. The advantage of the FGI-method over
“unguided” ordinary kriging was shown to be especially large when available sam-
pling data is scarce. Although a rigorous analysis of the FGI method’s performance
by means of numerical experiments remains to be completed, the results presented
in this paper obviously demonstrate that the method meets the demands of a realistic
representation of contaminant plumes in groundwater at early investigation stages.
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3.8 List of symbols
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Table 3.5: List of symbols, their definitions and units
αs anisotropy direction angle for sector s (◦, E = 0◦, CCW)
βi angle between adjacent plume center pathline ele-

ments
(◦, E = 0◦, CCW)

cest
i estimated concentration value on grid node j (µgl−1)

cre f
i reference concentration value on grid node j (µgl−1)

Clb,s concentration at downgradient boundary of sector
s

(µgl−1)

Csource source concentration (µgl−1)
Ctc threshold concentration at lateral plume fringe (µgl−1)
Cub,s concentration at upgradient boundary of sector s (µgl−1)
h separation vector of sample pair (m)
i generic increment variable
j number of grid node elements in estimated raster

grids
L longest dimension of contaminant plume in direc-

tion of separation vector h
(m)

lcrit,i normal distance of plume center pathline node to
elongation line

(m)

li length of center pathline element between to nodes (m)
Ltot total plume length in direction of groundwater flow (m)
nstep generic increment variable
n total number of points on plume’s center pathline
N number of sample pairs
RAs anisotropy ratio in sector s
s sector number
Sseg segmentation criterion (m)
Ws mean width of sector s (m)
x point x–cordinate (m Gauss-Krüger)
y point y–cordinate (m Gauss-Krüger)
xbd,s sector boundary point x–cordinate (m Gauss-Krüger)
ybd,s sector boundary point y–cordinates (m Gauss-Krüger)



Chapter 4

A screening level method to derive
contaminant distributions in
groundwater for early stage
assessments of brownfields1

Abstract The complexity and scale of groundwater contamination at mega-sites requires an early
identification and prioritization of focal areas and risks in order to drive further decisions concerning
detailed investigation programmes and remediation measures. There is a need for the enhancement
and appropriate processing of sparse amounts of groundwater contamination data, especially during
the early investigation stages of mega-sites. We present a flow guided interpolation method (FGI)
that has been adapted to the type, scale and information basis that are typically available at the early
stages of revitalization projects at contaminated sites. Comparison of remediation cost estimations
against investigation expenses show how uncertainty about required remediation measures and as-
sociated costs change during tiered brownfield revitalization projects.

Keywords particle tracking; interpolation; mega-site management; groundwater contamination;
GIS; remediation costs; FGI

4.1 Introduction
Proposed methods to estimate the spatial distribution of contaminants dissolved
in groundwater range from experience-based practitioners’ methods to advanced
model-based methods [e.g. Michalak and Kitanidis, 2004a, Miles et al., 2008]. The
appropriateness of individual methods is dependent on the amount and quality of
available data as well as on the particular objectives. Plume delineation focusing
on determining the extent of the plume [McGrath and Pinder, 2003] may call for
methods other than the estimation of the concentration distribution using geosta-
tistical interpolation methods [e.g. Boufassa and Armstrong, 1989, MacKay, 1990,

1reproduced from: M. Morio, M. Finkel (2011): GQ10: Groundwater Quality Management in a
Rapidly Changing World (Proc. 7th International Groundwater Quality Conference held in Zürich,
Switzerland, 13-18 June 2010). IAHS Publ 342, 189-193, 2011.
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Deutsch and Journel, 1997, Kerry and Oliver, 2007]. A common problem in prac-
tice is that available contaminant concentration measurement data is not sufficient
to make sensible use of geostatistical methods. Limited availability of contaminant
data is characteristic of early project stages when the only available information on
subsurface contamination stems from historical data and some initial site investi-
gations. In this paper we demonstrate the aptness of a flow guided interpolation
(FGI) method developed by Morio et al. [2010], which is specifically designed to
cope with limited contaminant data. In particular we show the implications of FGI
results obtained at a field site for different investigation stages for the assessment of
future land use scenarios regarding groundwater contamination.

4.2 Methods

4.2.1 Flow guided interpolation

The FGI method builds upon a steady-state groundwater flow and advective trans-
port model (here: MODFLOW96 and MODPATH), assuming that basic informa-
tion about the heterogeneity of the groundwater flow regime can be made available
at relatively low cost. Guidance by groundwater flow is intended to improve the
interpolation, especially if contaminant concentration data is scarce. The method
proposes to add extra sampling points in a standardized way through coupling of
flow data and existing samples plus information about possible source zone extents
to enable the application of kriging methods. Interpolation is done sector-wise from
source zone in downgradient direction and incorporates information from upgradi-
ent areas generated before (Fig. 4.1 (A)). A detailed explanation of the method and
its underlying assumption is given in Morio et al. [2010].

We apply a simple model for the estimation of investigation costs. It considers
unit costs for sampling well installation and for sample analytics. Unit cost factors
for the demonstration site are listed in Table 1.

Remediation costs are calculated as a function of the planned land use. Individ-
ual land use types (e.g. housing, trade, recreation) are translated into contaminant-
specific subsurface quality targets, which in turn are translated to raster maps rep-
resenting the spatially distributed remediation target values. These maps are com-
pared with the contaminant distribution in groundwater, estimated using the FGI. A
GIS-based conflict analysis yields exceedence maps for each of the contaminants
being considered. These maps, together with further site specific information, serve
as an input to the remediation cost estimation model. Cost estimates are based on
the volume of unacceptably high contaminated groundwater (following Bonnenberg
et al. [1992]; see also Schädler et al. [2008]). See Morio et al. [2008] for a detailed
description of the conflict analysis method.
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Figure 4.1: FGI Method (A0-7) and demonstration site showing field data (B).

4.3 Application, results and discussion
The model site is an abandoned military base covering 120 ha on the outskirts of
Potsdam near Berlin, Germany. The site was turned into a brownfield in the early
1990s. Gas stations and a dry cleaning facility represent the major sources of sub-
surface contamination which, as far as known, is dominated by light chlorinated hy-
drocarbons. A detailed site description and information about conducted subsurface
investigation are available in Morio et al. [2008], Rein et al. [2008a], and Schädler
et al. [2008]. In this study we focus on a TCE plume that has been investigated in
several campaigns, denoted as “Wells”, “DP1”, “DP2” and “Treecore” (Table 4.1).
Conflicts were identified for two land use scenarios. Scenario (A) assumes a uni-
form residential land use with a constant TCE target value of 20 µg/L. Scenario (B)
assumes a residential area within the premises of the site and a renaturation area
outside the site in the north, where no relevant exposure is expected.

Table 4.1: Investigation cost estimation. ∗) Cost for analysis of samples: 100
e/sample; ∗∗) DP stands for Direct Push.

Investigation Sample Type Installation Samples analysed Total costs
phase points (–) costs/point (e) (–)∗) (e)

Wells 4 GW-well 2500 4 10400
DP1 3 DP-well∗∗) 600 7 2500
DP2 1 DP-well 600 8 1400
Treecore 22 Plants – 30 3000
Total 30 – – 49 17300
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Figure 4.2: FGI Results of segmented interpolations (FGI) using field data within
plume.

The results of the FGI application are depicted in Fig. 4.2. Estimated contam-
inant distributions were used to calculate remediation costs based on conflicts of
existing contamination with remediation targets (Fig. 4.3). To show the effect of
the interpolation method on the cost estimates, results obtained for concentration
distributions derived with ordinary kriging (OK, no anisotropy, no trend) are shown
for comparison. Differences between FGI and OK do strongly depend on the par-
ticular land use scenario. For Scenario (B) cost estimates vary only slightly as costs
are driven only by contamination within the site premises, where estimates of both
OK and FGI are similar, both being dominantly influenced by source zone data. For
Scenario (A) differences are considerably larger and do vary in magnitude depend-
ing on the investigation phase. Using FGI, similar estimates of remediation costs
for the phases “Wells”, “DP1” and “DP2” indicate that new data do not essentially
change the interpretation, as all investigations are focused on the area close to the
source zone (Fig. 4.2). “Treecore” data of the plume section further downstream
considerably changes cost estimates.
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Chapter 5

Designing sustainable and
economically attractive brownfield
revitalization options using an
integrated assessment model1

Abstract We describe the development of an integrated assessment model which evaluates rede-
velopment options of large contaminated brownfields and we present the application of the model in
a case study. Aiming to support efficient and sustainable revitalization and communication between
stakeholders, the presented assessment model integrates three pinnacles of brownfield revitalization:
(i) subsurface remediation and site preparation costs, (ii) market-oriented economic appraisal, and
(iii) the expected contribution of planned future land use to sustainable community and regional
development. For the assessment, focus is set on the early stage of the brownfield redevelopment
process, which is characterized by limited data availability and by flexibility in land use planning
and development scope. At this stage, revealing the consequences of adjustments and alterations in
planning options can foster efficiency in communication between the involved parties and thereby
facilitates the brownfield revitalization process.

Results from the case study application indicate that the integrated assessment provides help
in the identification of land use options beneficial in both a sustainable and an economical sense.
For the study site it is shown on one hand that brownfield redevelopment is not automatically in
line with sustainable regional development, and on the other hand it is demonstrated that additional
contributions to sustainability are not intrinsically tied to increased costs.

Keywords brownfield; integrated assessment; sustainability; remediation cost; decision making;
contaminated land appraisal

1reproduced from: Schädler, S., Morio, M., Bartke, S., Rohr-Zänker, R. and M. Finkel
(2011). Designing sustainable and economically attractive brownfield revitalization options us-
ing an integrated assessment model. Journal of Environmental Management 92(3),827 – 837,
DOI:10.1016/j.jenvman.2010.10.026.
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5.1 Introduction

5.1.1 Brownfield revitalization
Different definitions in both Europe and the US similarly describe brownfield sites
as abandoned or underused properties, for which intervention is required to ensure
beneficial reuse because of the real or suspected presence of hazardous substances,
pollutants or contaminants [CABERNET, 2005, U.S.EPA, 2002]. The health and
economic threats of Brownfields as well as the challenges and potential of their
reuse are recognized world-wide and international literature describes concerns re-
lated to brownfields e.g. in Africa [e.g. Haylamicheal and Dalvie, 2009, Kaufman
et al., 2005], Asia [e.g. Cao and Guan, 2007, Zhang and Wong, 2007], Australia
[e.g. Apostolidis and Hutton, 2006, Toms et al., 2008], and Canada [e.g. C.De,
2001, NRTEE, 2003]. Estimated costs for restoration of large brownfield sites in
the US range from $100 billion [U.S.EPA, 2003] to over $650 billion [NRTEE,
2003] and for the European Union amount to almost EUR100 billion [EEA, 2000].

When brownfields are especially large in terms of area, prominence, relevance,
seriousness, regional significance, complexity of contamination and of stakeholder
networks, they are typically referred to as megasites in more recent literature [Agos-
tini et al., 2007, Bardos, 2004]. The revitalization process of such sites may be com-
plicated e.g. by extensive investigation efforts, intricate negotiation among stake-
holders with potentially differing interests, large uncertainties, and time-consuming
and costly cleanup that may outrun any market interest by far [Bardos, 2004, NR-
TEE, 2003]. The consequence of this is that many of the most complex brownfields
to date remain undeveloped.

On the other hand, successful brownfield revitalization can benefit from the typ-
ically prominent location of the sites and of already existing infrastructure and
it can drastically enhance sustainable regional development [Bardos et al., 2000]
by contributing to a reduction of land consumption and urban sprawl [Nuissl and
Schroeter-Schlaack, 2009]. Large sites additionally provide developers with a wide
scope of planning for the design of future land use options, i.e. the use types con-
sidered and their allocation on the site. Only if this freedom is exploited in order to
optimally trade-off between the partly conflicting goals of maximizing land value
(i.e. realization of valuable land use types), minimizing remediation costs (i.e. by
optimal definition and allocation of land use types with respect to exposure to con-
taminants), and at the same time contributing to a sustainable urban and regional de-
velopment, revitalization of large brownfields can be successful [De Sousa, 2006].

5.1.2 Necessity for appropriate decision support systems
The concept of spatial decision support systems (sDSS) evolved from the need to
make decisions based on quantitative and qualitative spatial data in geographic in-
formation systems (GIS) [Densham and Goodchild, 1989]. Interest in sDSS re-
search has been continuously increasing [Malczewski, 2006] and so has their use
for comparative analysis of environmental management alternatives [Ascough et al.,
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2008], when the high uncertainty associated with forecasting consequences to fu-
ture actions [Walker et al., 2003] could otherwise result in inaction or improper
action like excessive data collection [Reichert and Borsuk, 2005, Smit and Smit,
2003, Wang and McTernan, 2002].

A wide variety of methods to date deal with one or a number of aspects of brown-
field revitalization such as risk assessment [e.g. Carlon et al., 2008, Semenzin et al.,
2007b, Strenge and Chamberlain, 1995], policy analysis [e.g. Linkov et al., 2006],
optimization of remediation [e.g. Ahlfeld et al., 1995, Burger et al., 2007, Wang and
McTernan, 2002], remediation cost assessment [e.g. Kaufman et al., 2005], general
success factors for brownfield redevelopment [e.g. Lange and McNeil, 2004, Ni-
jkamp et al., 2002], infrastructure redevelopment [Attoh-Okine and Gibbons, 2001],
urban planning and site prioritization under budget constraints [e.g. Alvarez-Guerra
et al., 2009, Stevens et al., 2007] and mediation of negotiation [Sounderpandian
et al., 2005].

Despite the variety of models, several authors have recently described additional
need for DSS for contaminated land reuse, which integrate the manifold relevant
topics into one system and manage the complicated balance between complexity
of information and transparency of results [e.g. Agostini and Vega, 2009, Agostini
et al., 2007, Bardos et al., 2001, Tam and Byer, 2002], and that provide guidance
to stakeholders while analyzing the huge number of factors that influence optimal
future land use on large contaminated sites [Carlon et al., 2007a]. In particular
further development of DSS that integrate an assessment of sustainability has been
claimed [Hassan, 2004]. Although several definitions of sustainability criteria are
described in literature, as well as models to assess the sustainability of land use
options [e.g. Wedding and Crawford-Brown, 2007, Zavadskas and Antucheviciene,
2006], most DSS today still do not integrate such assessments. This is explained by
the topic’s abstract notion [Esty et al., 2005], its multidimensionality [Doick et al.,
2009, Jakeman et al., 2008], and a perceived lack of transparency and objectivity.

5.1.3 Objectives
The objective of this work was to provide an integrated assessment model, which is
based on the use of screening level data and serves as a spatial decision and com-
munication support system for the comparative evaluation of alternative brownfield
redevelopment options. The following key factors (modified from Tam and Byer
[2002]) were considered in this sDSS:

1. Examine alternative clean up goals.

2. Examine alternative site use options.

3. Examine the social, economic, and ecological sustainability of land use alter-
natives.

4. Estimate all of the economic implications, including clean-up costs, liability,
and site use benefits.
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5. Examine uncertainties.

6. Be computationally feasible and accessible to stakeholders.

7. Generate results that are understandable to stakeholders (not only to experts
in the respective fields).

By encouraging stakeholders to communicate their different expectations to-
wards brownfield redevelopment, the model is meant to promote concerted, con-
structive and site-specific compromises, thereby fostering the optimal exploitation
of the sites’ physical planning scope which enables successful revitalization. The
focus of this paper is the description of the framework of methods that underlie the
integrated assessment, as well as the discussion of results from their application to
a case study site.

5.2 Description of Methods

5.2.1 Data Requirements

The proposed integrated assessment requires a set of general site-specific data and
subsurface conditions including aquifer geometry, properties and contamination
(Table 5.1). In addition to this, the redevelopment options of the site need to be
specified in terms of land use maps (i.e., the spatial allocation of defined land use
types on the site). Redevelopment options that shall be assessed may stem from pro-
posals made by the local authority’s planning board or from the investor’s plans, but
can also be the result of stakeholder discussions and/or iterative re-planning guided
by the results of an assessment model as is presented herein. The description of the
redevelopment options is complemented by a set of parameters that characterize the
particular land use types being considered.

The parameter set is composed of reference values for the price of clean land in
order to reflect the land use-specific potential revenues from revitalising the site,
and compliance criteria for contaminant concentration in soil and groundwater.
These compliance criteria define levels of environmental quality, which need to
be achieved in order to permit the planned future use of the site. Levels may be de-
fined using human health risk assessment methods [e.g. Marsland and Carey, 1999,
Strenge and Chamberlain, 1995, U.S.EPA, 1991] or based on regulatory remedia-
tion goals [Rügner et al., 2006], and they should always be established in cooper-
ation with local authorities in order to achieve the commensurate and reasonable
levels required by law [Begley, 1996]. For the sustainability assessment and market
value appraisal further information needs to be gathered about the (non-)existence
of several key features, attributes and attractions of the site (assuming the rede-
velopment option under consideration has been implemented) and the surrounding
region.
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Table 5.1: Required input data for the integrated assessment model.

Spatial data Non-spatial data
Si

te
-s

pe
ci

fic

Location and extent of site x
Digital Elevation Model x
Depth and thickness of contamination in soil and
groundwater

x

Aquifer top and bottom x
Hydraulic conductivity x
Distribution of contaminant(s) x
Contaminant properties x
Unit cost data for remediation x
General conditions of the site (social, economic,
ecological)

x x

O
pt

io
n-

sp
ec

ifi
c Reference values for price of clean land x

Compliance criteria for contaminant concentra-
tion

x

Planned allocation land use options x
Buildings to be deconstructed x
Information on site features, attributes, and at-
tractions

x

5.2.2 Conflict Analysis

The conflict analysis is comprised of a set of GIS-based procedures which identify
those regions on the site that will require remediation given the information on the
distribution of contaminants, as well as on the map of compliance criteria attributed
to each specific redevelopment option. The resulting raster maps of exceedance
factors for each contaminant of concern indicate areas and magnitudes of conflicts
and serve as an input for the estimation of soil and groundwater remediation costs.

In addition, conflicts can be assessed under the assumption that the entire site is
uniformly used. This enables planners to identify land use type allocations which
are free of conflicts and thus do not require remediation. These supplementary
conflict maps provide insight into the opportunities offered when future land use is
optimally allocated and give valuable support for an iterative re-planning of land
use options.

5.2.3 Estimation of Costs for Site Preparation

The cost estimation model covers (i) groundwater remediation costs and (ii) soil
remediation costs, which from the real estate appraisers’ point of view are among
the most influential cost factors to affect investors’ decisions on the redevelopment
of brownfield sites [e.g. Dotzour, 2002, Healy and Healy, 1992], as well as (iii)
costs related to the deconstruction of buildings. Costs of other and more specific
site preparation activities that may be required (e.g., demolition of subsurface in-
frastructure, asbestos disposal, etc.) are not considered due to the simplicity of this
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model.

5.2.3.1 Groundwater Remediation Costs

Costs for groundwater remediation are estimated using two models: (i) a model
to calculate costs of remedial activities on site that are necessary to resolve con-
flicts between planned land use and the contamination situation, and (ii) a model
to estimate costs of additional measures in order to avoid unacceptable risks to
neighbours. Such measures may be necessary if the contaminant flux across site
boundaries is expected even after revitalization has taken place, e.g. because con-
tamination on site is partly or entirely left in place due to insensitive land use and
associated compliance criteria. In this case costs for plume containment along the
concerned site boundary are considered.

Model I estimates the land use related costs for groundwater clean-up, CGW
[EUR], based on the volume of contaminated groundwater and the respective mag-
nitude of exceedance factors as calculated previously in the conflict analysis. Based
on this, costs are calculated with an empirical method following Bonnenberg et al.
[1992] who designed and validated the method for a quick and convenient evalua-
tion of a large number of sites without explicit differentiation between remediation
techniques. The method only requires little detail in input data for the estimation
of groundwater remediation costs: spatial information about top and bottom of the
contamination (yielding the contaminated volume V [m3]) as well as about the type
and level of contamination. For a map of exceedance factors that contains n con-
flicting cells, groundwater clean-up costs CGW [EUR] are summed up as follows:

CGW =
n

∑
i=1

Cu,GWVi fD,i fK,i fL,ine f f (5.1)

where Cu,GW [EUR/ m3] are standard unit costs of contaminated groundwater clean-
up, ne f f is the effective porosity of the contaminated aquifer volume [%], and fD
[-], fK [-] and fL [-] are spatially variant factors considering the severity of the
contamination in terms of depth (shallow, medium, deep), contaminant group and
degree of contamination (low, medium, high and non-aqueous phase), respectively.

Additional costs for plume containment along the site boundaries are calculated
using model II in terms of a screening level estimation based on the contaminant
flux across site boundaries. A permeable reactive barrier (PRB) filled with zero-
valent iron is taken as a reference plume containment technology for chlorinated
hydrocarbons (see case study below). Investment costs CI [EUR] for containment
of each contaminant plume are estimated following the cost functions introduced by
Bürger et al. [2003] and are based on an approximate calculation of required PRB
dimensions.

CI = wShet,1mAqT︸ ︷︷ ︸
VB

(CRM f +CE(1− f ))+CS (5.2)



5.2 Description of Methods 53

The required PRB volume VB [m3] is represented by the width w [m] of the
contaminant plume, corrected for the safety factor Shet,1 [-] that accounts for flow
direction variability [Benner et al., 2001, Elder et al., 2002], the aquifer thickness
maq [m], and the thickness of the reactive barrier T [m]. The latter is defined by
T = K f ne f f IShet,2tc, where multiplication of the hydraulic conductivity K f [m s−1],
the hydraulic gradient I [-], and the effective porosity ne f f [-] yields the groundwa-
ter flow velocity in the barrier. The safety factor Shet,2 [-] accounts for variations in
this flow velocity due to aquifer heterogeneities [Benner et al., 2001, Elder et al.,
2002], and tc [s] is the necessary contact time tc = log(c0/ctarget)λ between the con-
taminant and the reactive material, which depends on the actual concentration c0
[µgl−1], the compliance value i.e. accepted maximum concentration ctarget [µgl−1],
as well as on the contaminant’s degradation rate constant λ [s−1]. CE [EUR m−3]
and CRM [EUR m−3] represent unit costs per volume of earthworks and reactive
material (here: zero-valent iron), respectively. Where the barrier thickness T equals
values smaller than the technically achievable thickness Tmin, the dimensionless fac-
tor f = Tmin/T corrects the actual physical thickness of the barrier and the amount
of reactive material. Otherwise f equals 1. CS [EUR] represents site mobilization
costs.

In order to account for deactivation of zero-valent iron during PRB operation,
these investment costs are applied again as reactivation costs after regular periods
during the required total operation time and discounted to present value costs [see
e.g. Lemser and Tillmann, 1997].

It should be noted that literature values are available for many of the above men-
tioned parameters as shown in the supplementary data. These can be used for a
screening-level assessment if site-specific data is not available.

5.2.3.2 Soil remediation costs

The model for estimating soil remediation costs Cs follows the framework KONUS
commissioned by the German Federal Environmental Agency [Umweltbundesamt,
1995]. Cost estimates are calculated based on contaminated soil volume Vcont [m3]
and technology-specific unit costs CU,k [EUR]:

Cs =Vcont minCU,k, k ∈ i : A(Mi)≥ thA×A(M j)∀i, j ∈ 1, . . . ,nM (5.3)

with

A(Mi) =
nc

∑
l=1

(acaAaDaK f )l

For each of the nM remediation methods M considered (here nM = 12), the method’s
technical appropriateness A(Mi) for the prevailing mixture of a number of nc con-
taminants is determined by specific suitability values ac, aA, aD and aK f , which
depend on the contaminants present, size of the contaminated area, depth of the
contamination and on the aquifer’s hydraulic conductivity, respectively. Only those
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remediation methods are considered which show a sum of suitability values that
is above a certain threshold fraction thA of the best of all methods. Among those,
the least costly method is chosen for the cost estimation. Similar to the approach
described by Kaufman et al. [2005], the model considers 11 typical contaminant
groups which are described by specific properties concerning mobility and oral and
respiratory toxicity.

5.2.3.3 Building deconstruction costs

The calculation model for building deconstruction costs BDC [EUR] is adapted
from Umweltbundesamt [1995]. The cost calculation is based on gross cubic space
V [m3] of the buildings and a set of refining factors:

BDC =
n

∑
i=1

( fu fW fS fHCuV )i (5.4)

where fU [-], fW [-], fS, [-] and fH [-] represent empirical cost-driving factors for
the kind of use, the wall thickness, slab thickness and the height of each of a total
number of n buildings, respectively. Cu [EUR m−3] is the unit cost which again
depends on the type of building, as well as on gross cubic space categories for each
building.

5.2.4 Market value estimation and mercantile value reduction
(MV R)

Although it is theoretically possible to derive the value of brownfield sites in a com-
parative purchase price analysis of (previously) contaminated sites which have been
sold, the necessary market data of comparable transactions is often not available in
practice. Therefore, the market value of a contaminated property is traditionally
estimated using a residual value approach, in which expected costs for site prepa-
ration are subtracted from the value of a comparable uncontaminated site [Adair
et al., 2001, Rinaldi, 1991]. However, due to perceived remaining risks, revitalized
brownfields are usually prized considerably below this value, as has been described
in literature within the last three decades [cf. Bell, 1999, Jackson, 2001, Mundy,
1992, Patchin, 1988, Syms and Weber, 2003]. In order to correctly account for
these value reductions, our model uses two steps to assess the site’s market value.
In a first step a so-called theoretical land value VL,theor of cleared land is estimated
in a residual value approach by subtracting site preparation costs from the reference
value of a comparable but clean real estate. The latter is obtained using reference
land values per square meter of distinguished land use types [e.g. GSD, 2010]. Costs
for soil and groundwater remediation and deconstruction of buildings are subtracted
from the VL,theor in order to obtain the preliminary land value VL,pre.

In a second step, a mercantile value reduction (MV R) is applied (equation 5.5).
MV R is a scoring method proposed by Bartke and Schwarze [2009b] with the scope
of reducing the contradictions frequently found between existing risks and those
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perceived by marketers [Patchin, 1991, Mundy, 1992]. The concept is based on
an international real estate literature survey and a poll of German appraisal experts
and it represents a market value markdown (here: a reduction of VL,pre) caused
by perceived uncertainties regarding rehabilitation, risk of future liability claims,
investment risks, utilization risks, as well as stigma and marketability risks. The
method quantifies a risk rebate based on (i) local site characteristics, (ii) the infor-
mation level of the site’s redevelopment costs, and (iii) the ability to pass on the
monetary risk to others.

Following the concept of Bartke and Schwarze [2009b], a set of local site char-
acteristics (e.g. "Poor demarcation of (suspected) contamination", "Great media
attention for contamination risk") are key determinants of the value reduction of
a brownfield site as derived from a literature analysis [e.g. Jackson, 2002, Kleiber
et al., 2007]. These key characteristics are specified during a site evaluation by the
stakeholders’ input U . The average value diminution level mi [-], as well as the
respective weights wS,i [-] of each key local characteristic are median values from
the aforementioned expert poll, and thus represent extensive empirical knowledge
from previous revitalization projects. Evaluation of the sum of local characteristics
results in a relative value reduction FL between 5% and 30%, which is subsequently
adjusted for the factors "time" FT and "risk" FR.

MV R =VL,pre

15

∑
i=1

(mi(U)wSi)︸ ︷︷ ︸
FL

×
2

∑
Ti=1

(wTi−1)︸ ︷︷ ︸
FT

×FR (5.5)

The informational factor "time" FT , which is determined by the weights wT1

and wT2 , reflects the fact that MV R drops over time (i) before site rehabilitation due
to increasing availability of detailed information about remediation costs from site
investigation (Table 5.2), and (ii) after site rehabilitation as remaining stigma of
the previously contaminated site diminishes over time. Finally, the "risk" factor FR
corrects for the fact that, depending on the market situation, potential risks could be
passed on from the sellers to the buyers of a site, thus decreasing the value reduction.
The MV R risk factor FR takes values between zero (for acute shortage and great
demand in a booming market) and one (big oversupply of similar properties), and
will equal 0.5 in a balanced market.

The site’s market value is obtained by subtracting MV R from the preliminary
land value only where VL,pre is positive. Otherwise both MV R and the market value
are set to zero.

5.2.5 Sustainability assessment

The sustainability assessment method evaluates the compatibility of land use types
and specific future planning options with the goal of sustainable urban development
in terms of the principles of the Agenda 21 [ICLEI, 1994, United Nations, 1992] and
the three fundamental dimensions of ecological, social and economic sustainability.
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Table 5.2: Empirical uncertainty in remediation costs as a function of investiga-
tion/information levels [Kerth and van de Griendt, 2000], and the resulting "time"
factors for estimation of MVR as evaluated by Bartke and Schwarze [2009b].
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Lower limit 10% 20% 50% 70% 80% 85% 100%
Upper limit 280% 260% 200% 160% 140% 130% 100%

Resulting fac-
tor "time"

1.45 1.4 1.25 1.15 1.1 1.08 1

Within this general framework the focus was set on the main areas of local govern-
ments’ planning policies [see e.g. pilot projects of sustainable urban development in
Germany: Deutsche Umwelthilfe e.V., 2004, Fuhrich, 2004, ICLEI, 2004, Teichert,
2000], which are reflected by five first level goals (i) sustainable land management,
(ii) preservation of nature and landscape, (iii) preservation of resources and reduc-
tion of emissions by intelligent mobility management, (iv) high quality residential
environment, and (v) strengthening of municipal economy. These goals are rep-
resented by a set of indicators, as is common practice in international sustainabil-
ity evaluations [Esty et al., 2005, Hansen, 2009, Shmelev and Rodríguez-Labajos,
2009], especially on larger scales with comparably limited data density, where a
convenient comparison of results and promotion of further detailed stakeholder dis-
cussion is achievable only by simplification. The assessment method, namely the
anticipation of effects of different types of land use on a specific site and its vicinity,
made it necessary to develop new indicators since most of the commonly applied
indicators of sustainable urban development (a) are used for ex post comparisons
but not for predictive assessments [Singh et al., 2009] and (b) are not focused on
specific characteristics of a brownfield site’s allocation.

The resulting 22 indicators (Table 5.3) are related to forms of settlement and land
use and describe qualitative and quantitative features of a site and its vicinity. The
existence or absence of these features is used to express whether and how a spe-
cific land use option will either foster or contradict the goals of sustainable urban
development. For each spatial planning unit and attributed land use type, it is evalu-
ated whether the descriptive statements of the individual indicators k are applicable
or not. This evaluation is done based on spatial data created according to regional
maps, aerial photographs data from (historical) site investigations and stakeholder
knowledge. The resulting Boolean (TRUE/FALSE) answers translate into integer
values (Table 5.3) which are multiplied with the individual weight for each indicator
k to obtain a positive or negative actual score p+k and p−k . The degree of suitability
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Table 5.3: Sustainability first and second level goals, and representative indicators
used for assessment. Evaluation by "TRUE/FALSE" statements translates into in-
teger value pairs (TRUE: first value, FALSE: second value). "n": no relevance with
respect to the given land use type (i.e. "0/0").
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1. SUSTAINABLE LAND MANAGEMENT
1.1: Realization of short distances by complementing land uses
1.1.1 Residential Areas in the surrounding area 10 n -1 1/0 1/0 n n n
1.1.2 Green spaces in the surrounding area 10 1/0 n n n n n n
1.1.3 Local supplies within walking distance 10 1/0 n n n n n n
1.1.4 Neighbouring uses are strongly emitting 20 -1/0 n -1/0 n n n -1/0
1.2: Prevention from additional soil sealing
1.2.1 Site contains <40% sealed soil 10 n n -1 -1/0 -1/0 -1/0 -1
1.3: Support for urban inner development
1.3.1 Site location within urban area 40 -1 -1 n -1 n n n

2. PRESERVATION OF NATURE AND LANDSCAPE
2.1: Preservation of sites important for urban ecology
2.1.1 Site is part of a local habitat 40 -1/0 -1/0 n -1/0 -1/0 -1/0 -1/0
2.1.2 High value tree or plant populations 20 n n n n -1/0 -1/0 n
2.2: Conservation of natural reserves
2.2.1 Direct vicinity to nature reserve 40 -1/0 n n n -1/0 -1/0 n

3. RESOURCE-CONSERVING & EMISSION-REDUCING MOBILITY MANAGEMENT
3.1: Preventing overburdening of local road system
3.1.1 Low capacity of access roads 30 n n n -1/0 -1/0 -1/0 -1/0
3.2: Reduction of individual car use
3.2.1 Good access to public transport 40 -1 -1 1/0 -1 n -1 -1
3.3: Protection of residents from transport emissions
3.3.1 Access to clearway 20 n n n n -1 n
3.4: Support for non-motorized mobility
3.4.1 Good accessibility for bikers 10 -1 -1 -1 -1 1/0 1/0 1/0

4. HIGH QUALITY RESIDENTIAL ENVIRONMENT
4.1: Good local supplies
4.1.1 Local amenities in walking distance 10 -1 n n 1/0 n n n
4.1.2 Primary school in walking distance 10 -1 n n n n n n
4.2: Preservation and development of local recreational space
4.2.1 Great impact on recreational areas 20 -1/0 -1/0 n -1/0 -1/0 -1/0 -1/0
4.3: Preservation and upscaling of historic cityscape
4.3.1 Historically relevant buildings 10 1/0 n -1/0 1/0 -1/0 -1/0 1/0
4.3.2 Great influence on cityscape 10 n n 1/0 n -1/0 -1/0 n
4.4: Minimizing land use conflicts
4.4.1 Neighbouring uses sensitive to immissions 40 n n n n -1/0 -1/0 n

5. STRENGTHENING OF LOCAL ECONOMY
5.1: Small burden for local budget by investment/follow-up costs related to local infrastructure
5.1.1 Good supply and disposal infrastructure 20 -1 -1 n -1 -1 -1
5.2: Small burden for local budget related to site remediation
5.2.1 Site strongly contaminated 30 -1/0 -1/0 -1/0 n n n -1/0
5.3: Enhancement of local attractiveness by innovative businesses
5.3.1 Site suitable for innovative industries 30 n n n 1/0 n n n
5.4: Preservation of business location
5.4.1 adjacent enterprises w/ precarious sense of secu-
rity

20 -1/0 n n n n n n

maximum positive score: P+,max = f(weights) 160 120 80 170 50 90 90
maximum negative score: P-,max = f(weights) -300 -210 -80 -210 -260 -300 -210
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E is then calculated according to

E =

(
∑

22
k=1 p+k
P+

max
×100

)
−

(
∑

22
k=1 p−k
P−min

×100

)
(5.6)

where P+
max (P−min) represent the positive (negative) boundary for each land use

type which is obtained by calculating the sum over each indicator’s maximum (min-
imum) possible score (Table 5.3).

Case-study-specific default weights were applied for each indicator. These weights
represent the state of scientific discussion about the relative importance of each re-
spective goal and indicator for sustainable urban development in this specific con-
text of the case study site. This setup may be changed by the evaluating experts to
improve the representation of specific local conditions.

To evaluate specific redevelopment alternatives that consist of a number of nP
different planning units, equation 5.6 is evaluated separately for each planning unit
i. The results for each planning unit are then weighted by the fraction of the area of
the planning unit AP,i and the total site area AS, and summed up into one resulting
value Etot for the entire site as shown in equation 5.7.

Etot =
nP

∑
i=1

Ei
AP,i

AS
(5.7)

This evaluation allows for a convenient and direct comparison of different site re-
development options with respect to their contribution to sustainable development.
Further details on the methodology are given in Müller and Rohr-Zänker [2009].

5.3 Case study

5.3.1 Description of model site
The model site is a former military site situated on the outskirts of the city of Pots-
dam near Berlin, Germany (see Figure 5.1). The site with an area of approximately
113 ha was used by German and Russian armed forces until 1945 and 1991, re-
spectively. The operation of gas stations and a dry cleaning facility has led to vast
contamination dominated by chlorinated solvents, which affect an aquifer with a
thickness of 5 m. The depth of the water table is 2 m to 6 m below ground surface.
Contaminated groundwater flows from the site towards two lakes, nature reserves,
local recreation areas and other potential receptors. The surrounding areas contain
businesses and industry as well as residential areas.

The site contains both listed historical buildings and economically worthless
buildings constructed after 1945. Since 1992, the site has been investigated sev-
eral times by various groups of consultants and researchers. More detailed site and
data descriptions are given in Morio et al. [2008] and Rein et al. [2011].

The input data used for this case study is based on information from a detailed
expert report about a site inspection in 1996 and on data from two groundwater
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Figure 5.1: Case study site data: Information about groundwater regime and sub-
surface contamination, existing buildings, state roads, and water bodies, as a basis
for subdivision into 12 planning units ("land patches").

investigation campaigns, conducted in 2000 and 2001 (with 24 sampled wells),
and in 2007 (direct push investigation with 123 measurement points). According
to this data, the contamination at the site is dominated by three priority contami-
nants/contaminant groups, i.e., TCE and PCE in the groundwater and PAHs in the
soil. Please note that information about soil contamination is uncertain and limited
to the delineation of potentially contaminated areas.

In order to conceive a set of basic redevelopment options, the site was subdi-
vided into 12 planning units (i.e. land patches, compare Figure 5.1). In this study
the definition of planning unit boundaries is based on spatial features of the site such
as distribution of contamination, existing buildings (some of which are partially or
entirely listed as protected monuments), proximity to state roads, environmentally
protected areas in close vicinity to the site, infrastructure and neighbouring recre-
ational areas.
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5.3.2 Characterization of land use types and definition of rede-
velopment options

For the definition of redevelopment options, the following exemplary land use types
were considered: "housing area" (HA), "trade/industries" (TI), "recreational" (RE),
"no use" (NU), and "high tech industry" (HT) as a special type of "trade and indus-
try". Sensitivities with respect to tolerable exposure to contaminants are reflected
by specific remediation standards assigned to each land use type. Corresponding
concentration threshold values are shown in Table 5.4. Absence of target values for
the "no use" type indicates that no conflicts will be considered in relevant areas as
no risk is anticipated due to restricted access.

For evaluating sustainability, the land use types considered here were further
characterized as follows: (1) neither land use types "Trade/Industry" nor "High
Tech Industry" are strongly emitting, (2) the close surrounding area is not popu-
lated (corresponds to today’s situation but may not remain true in future), and (3)
"Housing area" includes local supplies, but not the building of an additional school
(compare sustainability indicator 4.1.2).

Table 5.4: Considered land use types and their properties

TI, HT HA RE NU

Compliance criteria: TCE [µg/l] 100 10 60 n.a.
PCE [µg/l] 100 10 60 n.a.

PAH [mg/kg] 10 2 4 n.a.
Reference Land Value RLV [EUR/m2] 40 95 10 0
Site preparation [% RLV] 75 80 50 0

Based on these land use types a total of 10 different redevelopment options were
defined as shown in Figure 5.2. Option A is based on stakeholder discussions; op-
tions A’ to H are additionally drafted for comparison in order to exemplify possible
benefits and drawbacks of alternative redevelopment plans. Each option comprises
one or more land use type in different fractions, which are assigned to the 12 plan-
ning units.

As a simplification, costs for the deconstruction of buildings are assumed to be
constant through all land use options, i.e., all buildings except for the listed ones are
deconstructed. Further specification requires additional methods for appraisal of
buildings as well as spatially explicit deconstruction cost estimation, both of which
require detailed data beyond the screening level sought here.

The planning horizon for discounting was set to 50 years, with a relevant PRB
reactivation period of 10 years and an annual discount rate of 5 %. All further
assumptions as well as literature values that were taken as input data for the assess-
ment model are listed in the Supplementary Information.
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Figure 5.2: Definition of land use options A–H by allocating distinct land use types
on the 12 planning units.

5.4 Results and Discussion

5.4.1 Evaluation of redevelopment options

We first evaluated redevelopment option A, which is the result of stakeholder dis-
cussions. The intention of option A was to avoid costly remediation on the site by
restricting access to the most severely contaminated areas in the western part of the
site: "no use" (NU) is assigned to the respective land patches and the contamination
is left in place. Therefore, in these areas, costs will be incurred for measures to
sufficiently reduce the risk to neighbours affected by the chlorinated solvent plumes
emitted from the site. In the Eastern part of the site, valuable residential areas are al-
located on mainly uncontaminated land with a high number of listed buildings and
good access to two state roads (patch 9). A trade and industry area conveniently
separates the residential area from the highly contaminated western parts of the site
and ensures a good sustainability rating as will be discussed below. Conflicts be-
tween land use and existing contamination in groundwater are completely avoided
in this option, and only a small volume of soil in patch 6 shows contamination above
the limit concentration for use type "TI". Only the costs for the deconstruction of
derelict buildings lead to a significant decrease of the theoretical land value, and
after a mercantile value reduction of about 0.6 million EUR, the remaining market
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value is positive. The combination of complementary land use, good accessibil-
ity, and the non-relevance of those parts of the site that remain unused, leads to an
overall slightly positive sustainability rating (compare Table 1.5).

Option A’ results from searching for a redevelopment option with fractions of
land use types that are similar to the ones in option A. A re-allocation of land use
was sought that minimizes conflicts between existing contamination and land use-
specific subsurface quality requirements. The consequences are decreased costs for
both soil remediation and plume containment. Hence, the market value increases
to 2.9 million EUR. However, at the same time the sustainability rating of option
A’ is significantly lower than in option A (A’ ranking 9th out of ten as compared
to A ranking 2nd). This is due to the anticipated increase in motorized transport
resulting from the fact that in option A’ trade and industry have been re-allocated
onto land use patches that are not easily accessible by public or non-motorized
transport (sustainability indicators 3.2.1 and 3.4.1).

The use pattern in option B is similar to option A with the only difference be-
ing the "no use" planning units from option A replaced by recreational areas. The
underlying idea is to better support the principle of reusing land and to minimize
land consumption, and to consider "no use" areas only where extreme remedia-
tion costs make an economically feasible land use impossible. One consequence is
that in this option the compliance criteria ensure a total remaining TCE flux below
the limit flux, so that no additional cost for the reduction of risks to neighbours is
added. However, to enable the sensitive land use in the strongly contaminated north-
western part of the site, cleanup of the vast soil contamination is now required which
makes the costs for remediation exceed the preliminary land value in option B: the
resulting market value would be negative and in practice it is set to zero: The sus-
tainability rating in option B equals that of option A: the only change in land use,
i.e., the change from no use to recreational use, does not affect the rating, as the
recreational use is rated neutrally.

Options C, C’, D and E represent the goal to raise market value by a stepwise
increase of the spatial fraction of residential use (being the most valuable among
the defined land use types here, see Table 5.4). Starting with the placement of
additional housing in low contaminated areas, its fraction was increased from 48%
(options C and C’) to 67% (option D) and eventually to 100% (option E). Despite
a considerable increase in the theoretical land value VL,theor (9.8 million EUR for
options C and C’, 11.5 million EUR for option E, and 16.7 million EUR for option
F), resulting market values are much lower compared to the value of options A
and A’. This is due to a disproportionately high increase in remediation costs that
diminish the market value strongly (as was shown before for option B).

Remediation costs of options D and E differ only marginally (estimates for both
options are approx. 10.6 million EUR). The replacement of recreation by housing
areas and associated changes in compliance criteria (Table 5.4) only very slightly
alter the conflicts that need to be resolved by remediation. This is due to the fact that
levels of existing contamination are well above the remedial targets throughout the
site. Therefore, option E, having the highest of all possible land values VL,theor,
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Table 5.5: Results of the integrated analysis of redevelopment options.

Land Use Option A A’ B C C’ D E F G H

Land Use Type
[ha]
Housing Area (HA) 40 42 40 54 54 76 114 76 40 0
Trade/Industry (TI) 31 28 31 17 15 0 0 38 69 109
High Tech Industry
(HT)

5 5 5 5 5 0 0 0 5 5

Recreational (RE) 0 0 38 38 40 38 0 0 0 0
"no use" (NU) 38 39 0 0 0 0 0 0 0 0

Economic Evaluation
[Mio EUR]
VL,theor 8.7 8.7 8.9 9.8 9.8 11.5 16.7 14.1 11.4 8.8
BDC 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1
GWa remediation costs 0 0 0.8 0.8 0.8 0.9 0.9 0.9 0.7 0.7
Soil remediation costs 0.9 0.6 7.2 7.8 8.2 10.6 10.6 5.2 1.8 1.8
Costs for reducing risks
to neighbours

0.5 0.4 0 0 0 0 0 0 0 0

Preliminary land value 3.1 3.6 -3.2 -2.9 -3.3 -4.2 1 3.9 4.7 2.1
MV R 0.6 0.6 0 0 0 0 0.2 0.7 0.9 0.4
Market valueb 2.6 2.9 (-3.2) (-2.9) (-3.3) (-4.2) 0.8 3.2 3.9 1.7

Sustainability Evalu-
ation [%]
Housing Area 17 17 17 4 4 4 -13 7 11 -
Trade/Industry 8 -35 8 8 8 - - 2 8 -4
High Tech Industry 30 30 30 30 30 - - 30 30 30
Recreational - - 0 0 0 0 - - - -
Sustainability Rating
Etot

9.4 -7.1 9.4 5.3 5.3 2.7 -13 6.6 10.1 -2.3

Sustainability 2 9 2 5 5 7 10 4 1 8
Ranking

aGW: groundwater
bnegative market values are shown in bracktets – in practice they would be set to zero

results in a distinctly higher market value than option D. A clear drawback, how-
ever, is a strongly negative sustainability rating (ranked 10th and thus worst of all
options considered), which can be attributed to the location of the site on the out-
skirts of the city Potsdam: a homogeneous i.e. pure residential use is not rated
sustainable because distances to existing public facilities in the city of Potsdam and
its surroundings are too large (compare indicators 1.1.3, 1.3.1, 3.2.1, 3.4.1, and
5.1.1). Contrary to this, redevelopment options involving a mixture of residential
areas, recreational areas and trade and industry that inherently form a sustainable
unit (i.e. a well functioning quarter) are rated more sustainable. The poor rating for
option E thus reflects the fact that this option lacks the positive aspects of mixing
complementary land use types.

Design of the mixed use options F and G reflects the findings of the previously
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discussed options: The mixing of trade/industry and residential areas in different
ratios yield very good results with respect to market value as well as sustainability
rating. Bad effects identified before are most widely avoided, as well as required
soil remediation, which is reduced to a minimum by smart land use allocations on
the patches.

Considering the slight improvement in assessment results that was achieved by
increasing the fraction of trade/industry from option F to option G, consequently a
pure trade and industry option H was investigated. However, because remediation
costs cannot be further reduced when compared to option G, and as the sustainabil-
ity rating is distinctly worse due to the uniform use, this is not a favourable option.

5.4.2 Discussion

The integrated assessment of revitalization options enables stakeholders to identify
and explain strengths and weaknesses in particular options and to systematically
improve land use planning on brownfields by comparing alternative options. The
quick comparison at screening level enables assessment of consequences to adjust-
ments of land use allocation plans or land use characteristics such as clean-up goals
or reference land values. In this way, the model helps to identify potentially valuable
revitalization options on the basis of one common data set, and supports discussions
on possible adjustments in order to achieve optimal redevelopment solutions.

In the evaluation presented herein, site redevelopment options F and G can be
seen as the result of a learning process that was encouraged by the integrated as-
sessment model, where positive aspects learned during the evaluation of previous
options, like a mix of complementary uses [e.g. Evans and Foord, 2007], were ap-
plied in an iterative improvement.

The sustainability assessment results of this case study show two major aspects
of sustainable brownfield revitalization: While they underline the statement by
Eisen [1999] that it is wrong to suspect all brownfield redevelopment to be inher-
ently sustainable, more importantly it is shown that sustainable land use options are
not necessarily economically unfavourable. Figure 5.3 compares the sustainabil-
ity rating of the redevelopment options with their market value after remediation
with no correlation seen between results of the economic and sustainability assess-
ment for the options considered here. Hence, the preconception that sustainability
is intrinsically costly, which would result in a negative correlation between the two
results, cannot be supported by this data. For the subset of economically qualified
options having a positive market value (A, E, G, H), even a positive correlation be-
tween market value and sustainability can be observed. The best options among the
given set of 10 candidates are most valuable in terms of both money and sustain-
ability. The results of the evaluation would thus promote that these options, A, F,
and G are worthy of further refinement and a more detailed investigation.
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Figure 5.3: Model site’s sustainability factor Etot versus market value of analysed
land use options.

5.5 Conclusions

The intention in developing an integrated assessment model for brownfield revital-
ization options was to obtain a screening level sDSS which reveals the economic
and social consequences of alternative redevelopment plans on large contaminated
sites. The aim was to foster communication among stakeholders particularly in
early phases of a redevelopment project. Due to the integration of remediation cost
estimation, mercantile value reduction, and evaluation of sustainability with respect
to regional development, the model proves helpful especially for contaminated sites
in urban areas.

The integrated assessment model consequently employs only simplified meth-
ods that require relatively little input data. Obviously, refining these methods and
implementing the assessment of further aspects of the revitalization process could
extend the applicability of the sDSS to later project stages when accumulated data
and information allow for the use of more sophisticated methods. Further model de-
velopment may include, among other issues, a sustainability evaluation with a site-
specific (local) definition of sustainability by stakeholder involvement [e.g. Curtis
et al., 2005, Hartmuth et al., 2008] addressing additional issues such as sustainable
remediation and green building [e.g. Wedding and Crawford-Brown, 2007], and
differentiation between technological remediation scenarios.
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Chapter 6

A multi-criteria genetic algorithm
framework for the identification of
holistically optimum brownfield
redevelopment options1

Abstract The re-use of underused or abandoned contaminated land, so-called brownfields, is in-
creasingly seen as an important means for the reduction of land consumption and natural resources.
Seeking sustainable re-use solutions, many existing decision support systems are not appropriate
as they do focus mainly on economic aspects, neglecting sustainability issues. To fill this gap, we
present a framework for spatially explicit integrated planning and assessment of brownfield redevel-
opment options. A multi-criteria genetic algorithm allows to determine optimal land-use configu-
rations with respect to one or more assessment criteria and given constraints on the composition of
land-use classes. Assessment criteria include sustainability indicators and economic aspects (mini-
mization of remediation costs and maximization of land value). The context-specific sustainability
evaluation framework is based on criteria for sustainable urban development in Germany. A set of
23 indicators is automatically evaluated as part of the objective function of optimization. The frame-
work is applied to a case study at a former military site near Potsdam, Germany. Emphasis is given
on the trade-off between economic goals and the need for sustainable development in the regional
context of the brownfield site. The results show that the quantitative integration of sustainability
may considerably improve the basis of decision-making. Another amendment is the separated op-
timization of economic criteria, which revealed that reuse options with similar economic outcomes
may considerably differ in terms of the environmental state that will be achieved.

Keywords optimization, genetic algorithms, GIS, remediation, costs, market value, sustainabil-
ity, land-use allocation

1submitted for publication to Environmental Modelling & Software, Authors: M. Morio, S.
Schädler, and M. Finkel
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6.1 Introduction

6.1.1 The brownfields issue
The scarcity of land for food production, energy crops, living or other uses is be-
coming a major problem in our world [Lambin and Meyfroidt, 2011, Böhner, 2006].
One important aspect in efficiently using available land resources is the reduction of
unnecessary land consumption. An essential means in this context is the promotion
of inner-development of urban areas instead of sprawling development to green-
fields. A major challenge is the (re-)use of derelict and devastated land, i.e. brown-
field sites [U.S.EPA, 2002, CABERNET, 2005, Lee et al., 2004]. Especially if these
sites are considerably large and contaminated they may represent an economic as
well as human and ecological health risk [e.g. Agostini et al., 2007, De Sousa,
2003, Apostolidis and Hutton, 2006, Cao and Guan, 2007, Kaufman et al., 2005].

6.1.2 Integrated assessment and decision support
Redeveloping brownfields means dealing with potentially conflicting objectives.
Soil and water acts call for appropriate and reliably dimensioned risk mitigation
measures, whereas economic goals include the minimization of related efforts and
costs. The maximization of financial benefits that will be derived from re-using
the site, in turn, may lead to re-use visions that contradict societal interests such
as sustainable development aiming at optimizing the wellbeing of concerned local
parties. For a long time, the search for economically feasible options has shaped
the decisions on how to redevelop a brownfield. Over the last years the issues of
sustainable development caught more and more stakeholders’ and researchers’ at-
tention. Adequate decisions can be made only if advantages and disadvantages of
any particular re-use option are carefully weighed up against each other, taking
into account the often divergent stakeholders’ choices and objectives [Linkov et al.,
2006]. To amend this process, decision support systems (DSS) are required, which
provide an integrated evaluation of possible options of future use that is based on a
formally clear and, if possible, quantitative multi-criteria assessment scheme [e.g.
Parker et al., 2002, Carlon et al., 2007a, Kok and Verburg, 2007, Schädler et al.,
2011b]. The use of a DSS may generate an added value especially by making the
routes to decisions transparent [Pollard et al., 2004]. Manifold criteria and charac-
teristics might be relevant for assessment of a brownfield site, depending on its size
and former use, its surroundings, and the existence of possible receptors that might
be affected. Quantification of these criteria is typically done in different terms, as
monetary costs or benefits, in physical units, as risk levels or as rather abstract in-
dices such as e.g. ‘social acceptance’ or ‘sustainability index’. A critical review
of existing brownfield classification systems and of the criteria these systems do
consider, is presented in Dasgupta and Tam [2009]. A multitude of indicators have
been proposed to measure the sustainability of any redevelopment in relation to its
site-specific context [e.g. Hartmuth et al., 2008, Pediaditi et al., 2010, Singh et al.,
2009, Wedding and Crawford-Brown, 2007, Zavadskas and Antucheviciene, 2006].
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However, most of the DSS available today do not integrate the assessment of sus-
tainability for want of transparency and objectivity.

6.1.3 Spatial optimization approaches

A multitude of GIS-based approaches have been proposed for facilitating decisions
related to land-use suitability analysis i.e. to the identification of the most appro-
priate spatial pattern of future land uses according to the specific requirements
and preferences. Approaches are usually based on combinations of map overlay
modeling, multicriteria evaluation using landscape metrics, and some optimization
method or artificial intelligence technique [Malczewski, 2004].

Attempts in finding metrics to describe the structure of landscapes quantitatively
have especially been made in the field of landscape ecology [e.g. Forman, 1995,
Gustafson, 1998, Turner, 1990, Reynolds and Wu, 1999, Uuemaa et al., 2007]. An
overview on different metrics was presented recently by Antrop et al. [2009]. Guid-
ance on the selection of metrics, their proper use and interpretation is given in e.g.
Botequilha Leitão and Ahern [2002], Li et al. [2005], Cushman et al. [2008], Uue-
maa et al. [2005]. A distinction is generally made between spatially non-explicit
metrics to characterize features associated with the presence and amount of differ-
ent patches within a landscape mosaic, i.e. its ‘composition’, and spatially explicit
metrics to quantify the landscape’s ‘configuration’ referring to the physical distri-
bution or spatial character of patches within it [McGarigal and Marks, 1995].

Among the optimization methods used are linear solvers [e.g. Romanos and Hat-
maker, 1980, Wright et al., 1983, Aerts et al., 2003a], tabu search [Qi et al., 2008],
simulated annealing [Aerts and Heuvelink, 2002, Aerts et al., 2003b, Duczmal and
Assuncao, 2004, Duh and Brown, 2007, Sante-Riveira et al., 2008a], genetic algo-
rithms (GA) [e.g. Matthews et al., 2006, Aerts et al., 2005, Holzkämper and Seppelt,
2007b, Xiaoli et al., 2009, Tong et al., 2009] and evolutionary algorithms [e.g. Ben-
nett et al., 2004, Xiao et al., 2007, Xiao, 2008].

The various fields of application include: forestry [Bos, 1993, Adams et al.,
1996, Mendoza, 1997, Strange et al., 2001, Kangas et al., 2001, Venema et al.,
2005, Gaucherel et al., 2006, Mathey et al., 2008], habitat search and reserve plan-
ning [McDonnell et al., 2002, Fischer and Church, 2005, Holzkämper et al., 2006,
Holzkämper and Seppelt, 2007a], marine biodiversity and ecosystem planning [Poss-
ingham et al., 2000, Stewart and Possingham, 2005, Crossmann et al., 2007], and
rural or urban planning [Openshaw, 1983, Matthews et al., 1999, 2000, Carsjens
and van der Knaap, 2002, Forman et al., 2002, Caro et al., 2004, Ligmann-Zielinska
et al., 2005, 2008, Sante-Riveira et al., 2008b, Meyer and Grabaum, 2008, Xiaoli
et al., 2009].

6.1.4 Objectives

In this paper, we present a novel simulation-optimization framework for the identi-
fication of optimum brownfield redevelopment options from a holistic perspective.
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The framework combines an integrated spatial assessment model and a heuristic op-
timization algorithm for land-use allocation [Holzkämper, 2006]. With this frame-
work we wish to answer the request for an improved DSS for contaminated land
re-use as has been expressed in the recent past [e.g. Agostini et al., 2007, Agos-
tini and Vega, 2009]. The work presented here develops the previous achievements
of Schädler et al. [2011b,a, 2012] further, who provided a consistently quantitative
integrated assessment scheme for use within spatial optimization.

The proposed framework allows for spatial analysis and optimization of land-use
scenarios (i.e. landscape configurations) with given constraints in size and shape,
trading off the minimization of economic costs (i.e. the maximization of benefits)
against the maximization of the suitability with respect to sustainable redevelop-
ment. An existing genetic algorithm optimization framework was selected and ex-
tended for this approach [Holzkämper and Seppelt, 2007b]. The emphasis is given
to the formulation of objective functions and trade-off of different evaluation criteria
rather than to optimization methodology itself.

The remainder of this paper is organized as follows: the assessment methods,
the optimization algorithm and associated spatial evaluation functions that are used
in the novel framework are described in Chapter 2. Chapter 3 illustrates the case
study, the result of which are presented and discussed in Chapter 4.

6.2 Methods

6.2.1 Integrated assessment of mixed re-use options
The approach presented in this manuscript is especially designed for sites, which,
because of their size, have a certain degree of freedom with respect to both com-
position and configuration of redevelopment plans. We, therefore, assume the re-
development to be targeted at a mixed use of the site, allocating different land-use
classes to multiple planning units. How many and which particular land-use classes
shall be considered for allocation can be freely defined in accordance to existing
demands and suggestions of the stakeholders involved in the planning project. Nev-
ertheless, each land-use class needs to be characterized by (i) compliance criteria
with respect to subsurface contamination i.e. contamination target concentrations
for the contaminants of concern (CoC) in soil and groundwater (clean-up goals),
(ii) a reference land value, and (iii) the attribution to one of the use types defined
for the assessment of sustainable development (Table 6.1).

6.2.2 Problem representation
The representation of the evaluation problem follows Holzkämper et al. [2006],
and is based on raster grids with land-use classes allocated to specific, predefined
planning units (hereafter also denoted as patches). An adaption was made to the
notation of the model grid and its associated attributes to make it suitable within the
scope of this manuscript.
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Table 6.1: Classification of land-use types s for sustainability potential assessment
after Müller and Rohr-Zänker [2009].

No. Sustainability land-use type

1 Residential: all types of residential buildings and green spaces directly adjacent
2 Local Services: retail sales, elementary schools, welfare stations, community health cen-

ters
3 Recreational: public parks, places, sports- and playgrounds
4 Trade/Industries: commercial services, handicrafts business, gastronomy, hotels, adminis-

tration, cultural, social, or sports facilities (indoor)
5 Emitting industries: emitting production facilities, logistics centers
6 Large-space business centers: large administration facilities, spas, sports facilities, amuse-

ment parks
7 Monofunctional facilities with large open spaces: large public or private facilities for edu-

cation (e.g. university campus), hospitals with surrounding green spaces, sports hotels and
similar uses

8 no use type assigned

The model’s problem representation is based on a discrete grid G = {(i, j)|imin <
i < imax, jmin < j < jmax; imin, i, imax, jmin, j, jmax ∈ N}. The grid resolution d [m]
has to be adapted to both the scale of the planning units and to the spatial resolution
of given site information (e.g. level of detail for underground contamination).

Each grid cell can have n attributes, which are derived from several (input) raster
maps such as the land-use class l : G→ L = {100,200, . . . ,a ∗ 100}, with a being
the number of defined classes, uniform land-use specific underground remediation
costs cl : G → Cl = {0, . . . ,R+

0 }, market values vl : G → Vl = {0, . . . ,R+
0 }, and

sustainability potential type s : G→ S = {1, . . . ,8} (land-use types considered in
sustainability assessment, see Table 6.1). The configuration as well as the composi-
tion of land-use classes l are subject to change in the optimization algorithm (GA).
All other attributes are considered as static/constant variables.

The land-use grid G is converted into a patch topology according to the given
planning units. Land use within a planning unit is (by definition) uniform. Mem-
bership of a raster cell to one of the given planning units is identified by an unique
patch identifier id. m denotes the number of modifiable planning units u : G→
id = 1,2,3, . . . ;u(i, j) = id = 1,2,3, . . . ,m, with its inversion function providing a
set of connected cells of same class of l in G, denoted as u∗(id) = {(i, j)|l(i, j) =
const., connecting set} ⊂ G.

For the next paragraphs, each specific spatially explicit land-use configuration
will be referred to as a land-use map M, with the properties and attributes of M
being defined in the corresponding grid G.
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6.2.3 Economic Assessment

6.2.3.1 Identifying the need for remediation: conflict analysis

By utilizing a set of GIS-based procedures, those regions on the site that will require
remediation are identified given the information on the distribution of contaminants,
and on the map of clean-up goals attributed to the specific redevelopment option M.
The resulting raster maps of exceedance factors for each CoC indicate areas and
magnitudes of conflicts between existing and required environmental conditions.
Exceedance maps Xcoc,t,l for each contaminant (index coc), media type (index t,
here: soil and groundwater), and land-use class l are generated, which serve as an
input for the calculation of remediation cost maps.

6.2.3.2 Remediation and site preparation costs

Costs for remediation of subsurface contamination are estimated using empirical
models following Bonnenberg et al. [1992]. We focus on costs of remedial activities
on the site that are necessary to resolve the abovementioned conflicts in soil and
groundwater. Costs of any further measures, for example to avoid unacceptable
risks to neighbors (e.g. for the case when contaminant flux across the site boundary
is expected even after revitalization has taken place), are not taken into account.
Costs for deconstruction of devastated buildings were not considered either, since
they are assumed to be constant for the case of a site re-use within the scope of our
approach. A detailed description of the cost models can be found in Morio et al.
[2008], Morio and Finkel [2010], Schädler et al. [2010b, 2011b].

The land-use related costs for groundwater clean-up, Cl,GW [EUR] are estimated
based on the volume of contaminated groundwater and the respective magnitude
of exceedance factors for each of the CoC, as calculated in the preceding conflict
analysis. The costs for any particular grid cell (i, j) of the model domain can be
estimated for each land-use class l by:

cl,GW,i, j =

{
maxcoc(Cu,GWVGW,i, j ne,i, j fD,i, j fC,coc,i, j fL,coc,i, j) if xcoc,GW,l,i, j > 1
0 otherwise

(6.1)
where Cu,GW [EURm−3] denote standard unit costs, VGW,i, j[m3] is the volume of

contaminated groundwater, ne,i, j[−] is the effective porosity. fD,i, j [-], fC,i, j [-], and
fL,i, j [-] are difficulty factors that reflect the severity of the contamination in terms
of depth (shallow, medium, or deep), contaminant group and degree of contamina-
tion (low, medium, high, and non-aqueous phase; derived from exceedance factor
xcoc,GW,l,i, j), respectively.
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The soil-remediation costs cl,Soil[EUR] are computed similarly:

cl,Soil,i, j =

{
maxcoc(Cu,SoilVSoil,coc,i, j ρi, j fD,i, j fC,i, j fL,i, j) if xcoc,Soil,l,i, j > 1
0 otherwise

(6.2)

Here, Cu,Soil[EURm−3] denote the standard unit costs, VSoil,coc,i, j[m3] is the con-
taminated soil volume in accordance to the land-use class specific depth below grade
that is to be remediated, fD,i, j [-], fC,i, j [-], and fL,i, j [-] are difficulty factors, and
ρi, j[kg m−3], is the soil’s bulk density.

Finally the remediation costs for soil and groundwater are summed up for each
land-use class l to a total cost value:

cl,i, j = cl,Soil,i, j + cl,GW,i, j (6.3)

The costs for a specific land-use configuration represented by a map M are ob-
tained by:

Ctot(M) =
imax, jmax

∑
i, j

cl,i, j(M) (6.4)

where l at i, j = l(M).

6.2.3.3 Site market value

The fact that the values of identical but differently situated sites may strongly vary
from one another depending on their locations, is considered with the help of loca-
tion quality factors, which were specified for each planning unit and land-use class,
resulting in a location-quality correction factor matrix ql : G→Q= {0.75, . . . ,1.04}
[see Schädler et al., 2012, for more details].

Starting from the reference value Vl,re f [EUR/m2] of a comparable, but clean
real estate, which can usually be obtained from regional committees of valuation
experts, the market value assessment takes into account the specific quality of the
location, a cost factor for site preparation with respect to the actual state of devel-
opment of the site (SPC [%]), and the so-called mercantile value reduction (MVR
[%]).

The MVR is calculated according to Bartke and Schwarze [2009a,b]. It repre-
sents a market value markdown, which comprises perceived uncertainties regarding
rehabilitation, risk of future liabilities, investment risks, utilization risk, stigma ef-
fects, and marketability risk, which may play a considerable role in the prizing of
brownfields [see e.g. Patchin, 1991, Syms, 1999, Mundy and Kilpatrick, 2003, Jack-
son and Pitts, 2005]. The MVR method quantifies a risk rebate on the basis of local
site characteristics, information level on redevelopment costs for the site, and the
ability to pass the monetary risk to others. Together with the SPC [%], it forms a
diminution factor D [cmp. Schädler et al., 2011b].
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The location-quality corrected market value vl [EUR/m2] is then obtained by
multiplying the land-use specific Dl [%] with Vl,re f multiplied with the location-
quality factor:

vl,i, j =

{
(Vl,re f ql,i, j)Dl if > 0
0 otherwise

(6.5)

with ql,i, j [-] being the land-use class specific location quality correction factor
at position i, j of matrix Q.

The market value Vtot [EUR] for the specific land-use map M is calculated by:

Vtot(M) =
imax, jmax

∑
i, j

vl,i, j(M)d2 (6.6)

where l at i, j = l(M), with d2 [m2] representing the grid cell area.
Finally, taking the remediation costs into account, the overall remaining value

for a map is:

R(M) =Vtot(M)−Ctot(M) (6.7)

6.2.4 Sustainability Assessment
The assessment of consequences for a brownfield’s re-use with regard to sustainable
development is based on an indicator scheme proposed by Müller and Rohr-Zänker
[2009] to evaluate the suitability of future land use options regarding their compat-
ibility with sustainable urban and regional development according to, e.g. ICLEI
(International council for local environmental initiatives, see e.g. in Jeb [1996]) and
AGENDA 21 [United Nations, 1992]. The indicator scheme consists of the eval-
uation of five sustainability goals, which are divided into sub-goals that form 23
particular sustainability indicators.

Based on the work of Schädler et al. [2011b], these indicators were implemented
into a raster based spatial assessment scheme (Table 6.2). The indicators describe
features of the site and its vicinity. The existence or absence of these features is used
to express whether and how a specific land-use option will either foster or contra-
dict the goals of sustainable urban development. For the evaluation of each of the
indicators, certain spatial queries are made on the actual land-use configuration (see
below). Most of the indicators are relevant only for certain land-use types, as de-
fined in Table 6.1. The column ‘Affected type s’ (Table 6.2) lists the land-use types
s to which the particular indicator is relevant, whereas the ‘Evaluation use-type’
column indicates land-use types and infrastructural or environmental features that
affect the evaluation of the indicator. When indicators are assessed with respect to
features, which are not attributed to a particular land-use type, evaluation rasters are
utilized for evaluation (as named in column ‘Evaluation type’). These features can
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be e.g. public transportation stations, whose positions are represented by an evalua-
tion raster ‘pubtrans’, nature reserve areas are indicated by a raster grid ‘reserves’,
et cetera. Some indicators are answered globally, in terms of a stakeholder or expert
predication. For each spatial planning unit and attributed land-use type, it is eval-
uated whether the descriptive statements of the individual indicators are applicable
or not. The resulting Boolean answers translate into integer values (see columns
"True" and "False" in Table 6.2). Depending on the given answer and the land-use
type, the result for an indicator can be +1 or -1, illustrating the use-type’s compat-
ibility or incompatibility with sustainable development, respectively. The result is
zero when the answer for the given land-use type is of no relevance for sustainable
development. These values are multiplied with the individual indicator’s weighting
to obtain a positive or negative actual score. Indicator’s weightings were used as
defined in Müller and Rohr-Zänker [2009], and sum up to 100 % for each of the
five sustainability goals.
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The patch wise evaluation scheme presented by Schädler et al. [2011b] was ex-
tended by grid-based evaluations for the indicators. Each indicator is evaluated by
one of the following three indicator evaluation functions:

1. Distance (affected type – evaluation use type) < threshold. The distance to a
relevant land-use type or another feature (grid cell of an evaluation raster) is
assessed. Positive or negative evaluation depends on whether the distance is
below or above a given threshold distance (cmp. column ‘dThresh’ in Table
6.2). In some cases, an additional check is made with respect to the total area
of the ‘evaluation use-type’ that is found within the threshold distance. Indi-
cators are evaluated as ‘True’ only if this area surmounts the given threshold
(column ‘aThresh’ in Table 6.2). See Algorithm 4 for functioning of this type
of evaluation (see annex).

2. Neighbor == evaluation type. This patch based evaluation checks for fa-
vored or unwanted neighborhood relations, e.g. if an emitting industry patch
touches a housing patch. The inspection is made cell wise. If the check of
one cell with relevant affected use-type gets answered with ‘True’, the re-
spective indicator result (+1, -1, or zero) will be assigned to all cells in the
corresponding planning unit.

3. Global. This evaluation is independent of the actual land-use map config-
uration. Indicators have to be "answered" for the entire site (i.e. global) by
stakeholders and/or experts (compare column ‘Default’ in Table 6.2). All grid
cells of the actual map attributed with affected land-use type get assigned the
positive or negative indicator results accordingly.

For each indicator x, one of the three indicator evaluation functions is applied (cf.
Table 6.2), returning land-use type specific indicator value matrices Ex,s = (ex,s,i, j).
These values are multiplied by the respective indicator weighting wx. The positive
(negative) values ex,s,i, j of each land-use type are summed up over all 23 indicators,
and divided by the land-use type specific maximum possible positive (negative)
score P+

max,s, (P
−
max,s) [-] (cf. Table 6.3) times the number of cells of the respective

land-use type s. The sustainability result Es for the land-use type s is calculated by:

Es =

23
∑

x=1

imax, jmax

∑
i, j

(
e+x,s,i, jwx

)
P+

max,sAsd−2 100−

23
∑

x=1

imax, jmax

∑
i, j

(
e−x,s,i, jwx

)
P−max,sAsd−2

100 (6.8)

where the fraction of the land-use type area and cell area (As/d2) stands for the
land-use type’s number of cells.

Consequently, the suitability of sustainable development Etot [-100,. . . ,+100] for
a map M is derived by:

Etot(M) = ∑
s

(
Es

As

Atot

)
(6.9)
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land-use 1 2 3 4 5 6 7 8
type s

P+
max,s 160 120 80 170 50 90 90 0

P−max,s -300 -210 -80 -210 -260 -300 -210 0

Table 6.3: Maximum positive and negative score of indicator results for respective
sustainability evaluation use-type s (cf. Table 6.1).

with As/Atot representing the land-use type area ratio.

6.2.5 Evaluation of shape and compactness of land use pattern
For the work presented in this paper, we tested several metrics described in Mc-
Garigal and Marks [1995], like shape index, mean and largest scale index, fractal
dimension, cohesion, contagion, total edge, number of patches, patch richness, and
proximity index. Preliminary testing with a varying number of 2 to 7 different land-
use classes and different grids ranging from 20 x 20 to 400 x 250 cells revealed the
total edge metric to be the most effective one in terms of finding a good compromise
between a satisfying result and calculation time.

Land-use class-specific total edge values Tl equal the sum of the lengths [m]
of all edge segments of connected planning units of same land-use class l [cf. to
McGarigal and Marks, 1995]. Here, the total edge T is calculated as sum of Tl
values for all effectively considered land-use classes of a particular map M:

T (M) = ∑
l

Tl (6.10)

The fact that using a simple total edge count metric for each land-use class de-
livers satisfying results is due to the representation of the problem in a land-use
map consisting of patches that are predefined in terms of m planning units. Thus,
the shape of the land-use patches is already pinned down by the shape of the plan-
ning units as the resulting land-use patches coincide with one planning unit or a
composite of neighboring planning units.

6.2.6 Optimization Algorithm
The optimization procedure used for the approach presented in this paper builds
upon an existing generic optimization framework for land-use pattern optimization
which was adapted and extended here for the purpose of finding economically, as
well as socially, favorable brownfield land-use configurations. The heuristic opti-
mization framework LupoLIB [Holzkämper, 2006] utilizes the genetic algorithm
library GAlib [Wall, 1996].

The optimization framework is formulated as a C++-code, where all parameters
and inputs, like settings for the genetic algorithm, weightings and constraints for



6.2 Methods 79

evaluation functions and objectives, as well as gridded data (initial land-use map,
planning units, and evaluation maps) are read from ASCII files.

An initial land use input map Minit serves as a basis to generate the initial popu-
lation. It represents one random land-use configuration respecting the defined plan-
ning units u∗(id) according to the given ID-map. Other members of the initial pop-
ulation are stochastically generated by changing the assigned land-use classes in a
patch wise manner with a given probability pinit . The areal ratios of the considered
land-use classes, i.e. the composition of Minit , will serve as the reference in the sub-
sequent optimization. Specified areas or land-use classes of the initial map can be
excluded from optimization by not assigning patches on the ID-map or excluding
the land-use class from change during the optimization. For instance, if a certain
land-use class allocation is set fix to specific patches, or if the respective area is not
within the site boundary.

The initial population consists of popSize individuals, each represented by a
genome consisting of a vector of m genes, where each gene represents a land-use
patch with land-use class l. An individual (i.e. one specific land-use configuration),
therefore, comprises different land-use classes and is defined by its vector of plan-
ning units g : (lh)h=1,...,m with lh ∈ Lg, where Lg = {100,200, . . . ,a∗100} ∈ L.

Genetic operators are used to obtain different individuals within one generation
and a reasonable evolution with proceeding generations, i.e. an increasing fitness.
The optimization algorithm uses one-point crossover [cf. to Wall, 1996] with a
probability of pcross. Mutation is conducted with a probability of pmut . Parents
for the next generation are selected by roulette-wheel selection [Goldberg, 1989],
where the size of the wheel section is proportional to the fitness value of every
individual. The individuals with the lowest fitness values are removed from the
population. Here, a steady state GA with overlapping populations is applied, where
a specified proportion prepl of the population is replaced in each generation by new
offsprings. The optimization routine follows the process described in Algorithm 5
(see annex).

6.2.7 Formulation of objective function
Based on the assessment methods introduced above (Equations 6.4, 6.6, 6.9, and
6.10), four functions F1 to F4 are defined that evaluate the fitness of a given indi-
vidual or genome g, i.e. a particular land-use option that is represented by the map
M(g) with respect to individual aspects of the assessment. These aspects are: (i)
remediation costs, (ii) market value of land, (iii) sustainability, and (iv) shape and
compactness of areas allocated to each land-use class. All functions are formulated
such that the range of function values is between zero and unity and will be subject
to maximization within the optimization.

The function F1 for evaluating remediation costs of any specific land-use option
represented as map M(g) is

F1 =
1−Ctot(M(g))

Ctot,max
(6.11)
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where
Ctot,max = ∑

i, j
max

l
(cl,i, j), (6.12)

represents the maximum of remediation costs and is used to normalize the function.
The market value is described by:

F2 =
Vtot(M(g))

Vtot,max
(6.13)

where
Vtot,max = ∑

i, j
max

l
(vl,i, j) (6.14)

Please note that only effectively allocatable (defined in Minit) land-use classes l are
considered for calculating the evaluation functions.

The evaluation function for the degree of suitability with respect to sustainable
development is formulated as:

F3 =
Etot(M(g))+100

200
(6.15)

The patch compactness of land-use map M(g) is computed by:

F4 = 1− T (M(g))
Tmax

(6.16)

with

Tmax = ∑
l

Tl

4d plkl
(6.17)

Tmax is an approximation for the upper limit of possible T of the total edges of all
land-use classes l present in M(g), where pl denotes the number of patches present
in M(g), kl is the number of land-use classes present in the initial map Minit , and d
stands for the cell size of the land use map’s raster grid. Tmax is dependent on the
discretization of G, on the number of grid cells to be allocated in M, the respective
shape of the total allocatable area, and on the number and size of patches.

Having defined its elements F1 to F4, the mathematical formulation of the objec-
tive function (OF) is

maxJ(M(g)) =
4

∑
i=1

Fiwi (6.18)

such that
4

∑
i=1

wi = 1 (6.19)
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and

c1 +1≥ Al(M(g))
Al(Minit)

≥

{
1− c1, if c1 ≤ 1
0, if c1 > 1

, ∀ l ∈ Lg (6.20)

where J(M) represents the fitness score (of the map representation) of genome
g, which is subject to maximization. The particular aim of an optimization is de-
termined by the setting of the weightings wi. If brownfield redevelopment shall be
optimized with respect to only one single aspect, the value of the corresponding
weighting factor is set to unity while the other weightings become zero. Other set-
tings of the weightings can be used to formulate multi-objective optimization goals.

A class-area constraint c1 [-] is set regarding the composition of the land-use
options (Eq. 6.20). The areal fraction of individual land-use classes, where Al is the
total area of the respective land-use l, must not deviate from the respective fraction
in the initial land-use map Minit by more than a given factor c1. Otherwise, the
individual’s objective score will be set to zero.

6.3 Case study

6.3.1 Site description
The model site is a former military base situated in the vicinity of Potsdam near
Berlin, Germany. It was used by German and Russian armed forces until 1945 and
1991, respectively.

The site covers an area of about 113 hectares. Operation of a dry cleaning fa-
cility, gas stations and other activities led to considerable contamination of the sub-
surface. Groundwater is mainly affected by volatile chlorinated hydrocarbons, i.e.
tetrachloroethylene (PCE) and trichloroethylene (TCE). For soil, several areas were
identified that are suspected of being contaminated by polycyclic aromatic hydro-
carbons (PAH). Details about the site investigations and the model study, which
have been undertaken to delineate the contamination, are presented in Rein et al.
[2010] and Morio et al. [2008, 2010].

6.3.2 Basic land-use scenario and initial land-use configuration
The presented study considers a sub-set of three land-use classes consisting of: ‘res-
idential’, ‘commercial’, and ‘recreational’ use. A basic land-use composition was
defined such that the total area fraction of all three use types is approximately the
same (tolerance ±3%). Hence, for the arbitrarily allocated land-use configuration
that serves as starting point for all OR, the land-use classes are assigned to the plan-
ning units (Figure 6.2) and converted to raster grids in a way that residential use
holds 35.2% (34.4%), commercial use 33.2% (34.1%), and recreational use 31.6%
(31.5%) of the area, depending on the grid discretization used (values for d = 10m
raster grid and, in brackets, for d = 50m raster grid discretization, not depicted in
Fig. 6.2).
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Figure 6.1: Demonstration site subdivided into planning units (black solid line
polygons), the groundwater table, and the suspected contamination in groundwa-
ter (TCE) and soil (PAH). [m.a.s.l.: meters above sea level]. Figure adapted from
Schädler et al. [2012].

Figure 6.2: Initial map with residential (yellow), recreational (green), and commer-
cial (brown) land-use classes. Each class has an area fraction of about 1/3 of the
site’s area.

6.3.3 Economic valuation data

The cost maps and land value maps for the evaluation of the individuals according
to Equations 6.4 and 6.6 can be calculated in advance of the OR because cost and
land value data of any particular evaluation grid cell are exclusively a function of
the cell’s attributes (type of future use, existing contamination in soil and ground-
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water, location quality) and are independent of neighboring relations (i.e. for the
valuation of the cell under consideration, it does not matter what the situation is
in its neighborhood). The costs for soil and groundwater remediation were calcu-
lated for each land-use class based on clean-up goals listed in Table 6.4, yielding
raster grids of costs per area (Figure 6.3). Raster grids of land value were calculated
accordingly (see Figure 6.4) using the reference land-values and respective factors
given in Table 6.4.

Table 6.4: Characteristic attributes for the three land-use classes considered in the
case study (following Schädler et al. [2012]).

Land-use option class

Residential Commercial Recreational
Clean up goals for:
- TCE in GW [µg/l] 10 100 60
- PCE in GW [µg/l] 10 100 60
- PAH in soil [mg/kg] 2 10 4
Relevant soil depth below grade
[m]

0.35 0.10 0.10

Reference land value Vl,re f
[EUR/m2]

95 40 10

Diminution factor D [%] 80 75 50
Location quality factor ql,i, j [-] 0.87. . . 1.04 0.82. . . 0.99 0.75. . . 0.95
Related land-use type acc. to Table
6.1 (sustainability assessment)

1 4 3

The cost maps illustrate an overlay of the revealed conflicts between present
contamination and clean-up goals of the proposed land-use. Close inspection of
Figure 6.3 reveals that (i) in the uncontaminated south and northeastern parts of
the site, no costs will be incurred and that (ii) the highest remediation costs can be
expected where soil contamination coincides with groundwater contamination.

Figure 6.3: Remediation costs cl per sq.m for uniform land use with (a) residential,
(b) commercial, (c) recreational use-type.

Figure 6.4 depicts the market value for the considered land-use class vl,i, j ac-
cording to Eq. 6.6, divided by the cell’s area (i.e. EUR/m2). The pattern in the vl,i, j
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depiction stems from location quality correction factor matrix Q (cf. Table 6.4),
where the according discount or surcharge factors ql,i, j were defined patch wise
(i.e. on the basis of the planning units).

Figure 6.4: Market value vl per sq.m for uniform land use with (a) residential, (b)
commercial, (c) recreational use-type.

Figure 6.5 illustrates the remaining value rl,i, j = vl,i, j− cl,i, j for uniform alloca-
tion of the considered land-use classes. Assuming the land-use allocation will be
done on the basis of planning units, the market values and remediation costs were
summed up and averaged for each planning unit. The arithmetic mean of remaining
value rl,i, j for each planning unit is illustrated in Figure 6.6. For land-use class ‘res-
idential’, all planning units except no. 6, 8, and 12 yield a positive remaining value.
In contrast, land-use class ‘commercial’ yields a slightly positive remaining value
on planning units 6 and 12, while on planning units no. 2, 5, 9, and 26 remedia-
tion costs are considerably higher than the calculated market value. For recreational
land-use class, remediation costs exceed the market value for almost all planning
units located on the central and for all planning units on the north-western part of
the site.

Figure 6.5: Remaining value R per sq.m depicted per raster grid cell for uniform
land use with (a) residential, (b) commercial, (c) recreational use-type.

The overall remediation costs Ctot , market value Vtot and remaining value R for
the land-use classes are summarized in Table 6.5. The high market value for ‘resi-
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Figure 6.6: Remaining value R per sq.m, arithmetic mean for each planning unit.

dential’ outweighs the remediation costs for almost all patches. Since ‘recreational’
has a lower market value, but comparable sensitivity to subsurface quality, the re-
maining value R becomes significantly lower than for uniform ‘commercial’, or
‘residential’ use.

Table 6.5: Remediation costs Ctot , market value Vtot , remaining value R, and sus-
tainability potential Etot assuming uniform use options and for the initial land-use
layout i.e. configuration Minit (values for a raster grid resolution of 50m and – in
brackets – for 10m) [n.c. = not calculated].

Land use option (uniform) Initial layout

Residential Commercial Recreational Minit
Ctot 6.82 4.56 6.01 5.02
[Mio. EUR] (7.06) (4.65) (6.26) (n.c.)
Vtot 20.91 10.25 4.76 12.05
[Mio. EUR] (20.78) (10.18) (4.73) (n.c.)
R 14.09 5.69 -1.25 7.03
[Mio. EUR] (13.72) (5.53) (-1.35) (n.c.)
Etot -10.21 +9.39 -25.00 +0.59
[-] (n.c.) (n.c.) (n.c) (n.c.)

For comparison, Table 6.5 also lists the values of Ctot , Vtot , and R of the initial
layout Minit (Figure 6.2).

6.3.4 Sustainability evaluation settings

The evaluation of the sustainability indicators is based on the parameters given in
Table 6.2. Indicators no. 1–4, 11, 14, and 19 were evaluated on the basis of spatial
queries. For the remaining indicators, a global default answer ‘True’ or ‘False’
was predefined (i.e. indicator evaluation function ‘Global’). The location of public
bus stations, relevant for spatial query of indicator no. 11, is indicated in Figure 6.1.
The decision to select only a subset of indicators for spatially explicit evaluation was
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based on the reason to keep the results more transparent and traceable for discussion
within the scope of this paper.

To allow comparison to sustainability results of the OR presented further below,
the degree of suitability for sustainable development Etot was calculated for the uni-
form land-use classes, and for the initial layout Minit . Table 6.6) shows the single
indicator results for uniform land-use compositions and Minit . Uniform land-use
composition ‘commercial’ has the highest suitability for sustainable development,
followed by the initial scenario Minit . ‘Residential’ is evaluated slightly worse,
whereas a uniform composition consisting of ‘recreational’ use has a significantly
lower suitability for sustainable development. This is because for ‘recreational’,
only four of 23 indicators have a relevance for evaluation, from which two result in
a score of ex =−1 (and of Ex,s =−457, respectively).

Please note that, the uniform land-use compositions are not affected by indicators
1, 2, and 3 because these need a second land-use type being present for evaluation
(cf. zero values in Table 6.6 and columns ‘Affected use type’ and ‘Evaluation use-
type’ in Table 6.2).

Table 6.6: Sustainability results of relevant indicators x for uniform land-use com-
positions and Minit . Matrix sums of the positive and negative scores of Ex,s, and
Etot acc. to Eqs. 6.8 and 6.9. Indicators 4, 7, 8, 10, 12, 19,and 23 do not affect the
land-use types assigned to the land-use classes used in this case study or receive
zero values due to global default answers.

No. Uniform land-use compositions Initial land-use map Minit
x Residential Commercial Recreational Residential Commercial Recreational

E+
x,s E−x,s E+

x,s E−x,s E+
x,s E−x,s E+

x,s E−x,s E+
x,s E−x,s E+

x,s E−x,s

1 0 0 0 0 0 0 0 0 144 0 156 0
2 0 0 0 0 0 0 157 0 0 0 0 0
3 0 0 0 0 0 0 157 0 0 0 0 0
5 0 0 0 -457 457 0 0 0 0 -144 156 0
6 0 -457 0 -457 0 0 0 -157 0 -144 0
9 0 -457 0 0 0 0 0 -157 0 0 0 0
11 221 -236 221 -236 0 0 60 -97 76 -68 0 0
13 457 0 457 0 457 0 157 0 144 0 156 0
14 0 -457 0 0 0 0 0 -157 0 0 0 0
15 457 0 0 0 0 0 157 0 0 0 0 0
16 0 -457 0 -457 0 0 0 -157 0 -144 0 0
17 457 0 457 0 0 -457 157 0 144 0 0 -156
20 457 0 457 0 0 0 157 0 144 0 0 0
21 0 -457 0 0 0 -457 0 -157 0 0 0 -156
22 0 0 457 0 0 0 0 0 144 0 0 0

∑x E+
x,s 2049 2049 914 1002 796 468

∑x E−x,s -2521 -1607 -914 -882 -500 -312
Es -10.21 9.39 -25.00 -0.55 5.40 -4.27

Etot -10.21 9.39 -25.00 0.52
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6.3.5 Objectives and settings of optimization runs

Purely economically driven optimization runs (OR) were conducted with single and
weighted aggregate objective functions (OF) as defined in Chapter 6.2.7. The single
goals were minimization of remediation costs (Eq. 6.11, w1 = 1 in Eq. 6.18) and
maximization of market value (Eq. 6.13, w2 = 1 in Eq. 6.18). OR with multicriteria
OF were conducted with w1 > 0 and w2 > 0 at different weighting combinations,
aiming at the highest possible remaining value R. The objective of compact land-
use pattern (Eq. 6.16) was evaluated in combination with the economic objectives
(w1 = w2 = w4).

To search for options with maximum suitability regarding sustainable develop-
ment, OR with single OF were conducted (w3 = 1). Additionally, multiobjective
OF were used to trade off economical and sustainability goals (w1 = w2 = w3).

All OR were ran with varying values of constraint c1, (0.2, 0.5, 0.9, and 1.9),
whereas deviations of the total land-use classes area ratio are allowed in positive
(Al(M(g))> Al(Minit)), as well as in negative direction (Al(M(g))< Al(Minit)) (cf.
Eq. 6.20). Note that the highest c1 value of 1.9 was chosen such that a land-use
class cannot disappear completely, i.e. to ensure mixed land-use options. Uniform
land-use compositions’ results were already presented in the previous sections.

Some OR were repeated with a finer grid resolution of d = 10m to investigate
the influence of grid scale to optimization. The majority of OR were conducted
with a coarser grid resolution of 50m to obtain acceptable response times of the
optimization, especially for the evaluation of F3.

Because of the stochastic nature of heuristic optimization techniques such as
GA, it cannot be guaranteed that their algorithms will find the optimum in a single
optimization attempt (i.e. optimization run OR). As a consequence, several OR need
to be conducted to increase the probability of success. Here (at least) 6 attempts
were made for each objective function, and constraint c1, considered in this case
study. The obtained series of multiple solutions give an indication of the reliability
and reproducibility of the optimization result.

The optimization parameters were tuned manually during test runs until a rea-
sonable performance was achieved. The optimization parameters used in the frame-
work presented in this paper are listed in Table 6.7. The settings were kept for all
runs presented in this paper, except for the weighting and constraint parameters.

6.4 Results and Discussion

6.4.1 Economical optimization

The results of all economically directed OR are summarized in Figure 6.7. The
dash-dotted lines indicate equal remaining land value (R). Each marker represents
the respective values for the best individual of an OR for one of the objectives that
has been considered. A total number of 204 OR were conducted with a purely eco-
nomic objective, either minCtot , maxVtot , or maxR (16 runs per objective-constraint
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Table 6.7: Parameters used for the optimization runs.

Parameter Value Description

popSize 200 number of individuals in population
pAU 0.5 probability pau of changing areal units
pCross 0.95 probability of cross-over pCross
pMut 0.01 probability of mutation pMut
pRepl 0.75 proportion of replacement in next generation

pRepl
nGen 4000 maximum number of generations
pConv 0.99 proportion of convergence
nConv 50 number of generations to be compared for

convergence criterion
alleleset_area 100, 200, 300 land use classes used for building allele-set of

genome
area_change_except land-use patches not to be changed
AREA_IDMAP id_area id-map with predefined planning units
areaID_cat 100, 200, 300 land-use ids in initial map that should be con-

sidered
neighborhood 4 type of cell neighborhood (4 or 8 neighbors)
min_area 10 minimum patch/planning unit area to be con-

sidered in GA (here: grid cell size)
weightings 0.25, 0.25, 0.25, 0.25 wi , weighting factor for objective function Fi
constraints 0.5 ci
landusemap lu_map initial land-use configuration from which the

population of individual is generated
inputmaps ROCO100, ROCO200, ROCO300, MV100,

MV200, MV300, pubtrans
evaluation maps

LUTblp 1 ,4, 3 Relation between occurring land-use classes
and sustainability use types in Table 6.1

combination on a 50m by 50m grid discretization and one additional run using a
10m by 10m grid discretization). As could be expected, the results differ remark-
ably, depending on the specified goal that has been targeted with the optimization,
as well as on the value of constraint c1 used in the OR. The OR runs using finer
discretization delivered similar results and, therefore, are not further differentiated
here. Green asterisks mark the best OR for each objective – constraint combination
and are illustrated as maps in Figures 6.8, 6.9, and 6.10, respectively. Summary
statistics of the results are presented in Table 6.8.

Table 6.8: Best, worst and arithmetic mean results for economically directed OR.

c1 Result Objective

Mio. minCtot maxVtot maxR
EUR Best Mean Worst Best Mean Worst Best Mean Worst

0.2
Ctot 4.69 4.90 5.33 6.08 5.74 5.46 4.96 5.19 5.78
Vtot 11.55 11.61 11.97 13.31 13.18 13.04 13.22 13.02 13.02
R 6.86 6.71 6.64 7.23 7.44 7.58 8.27 7.83 7.24

0.5
Ctot 4.57 4.62 4.71 5.58 5.94 6.01 4.86 5.03 4.65
Vtot 10.85 10.43 10.37 14.94 14.78 14.69 14.62 14.42 13.17
R 6.28 5.81 5.66 9.36 8.83 8.69 9.76 9.39 8.51

0.9
Ctot 4.56 4.60 4.68 6.07 6.17 6.25 4.98 5.03 4.66
Vtot 10.61 9.84 11.23 17.07 16.98 16.85 17.11 16.45 15.05
R 6.05 5.24 6.55 11.00 10.82 10.60 12.13 11.42 10.39

1.9
Ctot 4.56 4.56 4.65 6.71 6.69 6.26 5.56 5.39 4.65
Vtot 11.02 9.76 10.06 20.42 20.04 19.26 19.07 17.72 15.10
R 6.46 5.20 5.41 13.71 13.35 13.00 13.51 12.33 10.44

The objective minCtot yields the lowest remediation costs. For c1 = 0.2, 4.69
Mio. EUR are achieved, whereas higher c1 (indicated by different marker colors in
Figure 6.8) yield lower Ctot , since the ratio of less sensitive land-use class ‘com-



6.4 Results and Discussion 89

  8 10 12 14 16 18 20 22
4.5

5

5.5

6

6.5

7

Market value (Million EUR)

R
em

ed
ia

tio
n 

co
st

s 
(M

ill
io

n 
E

U
R

)

w1 = 0.0; w2 = 1.0

w1 = 0.2; w2 = 0.8

w1 = 0.5; w2 = 0.5

w1 = 0.6; w2 = 0.4

w1 = 0.4; w2 = 0.6

w1 = 1.0; w2 = 0.0

w1 = 0.8; w2 = 0.2

Objective weights:

R
 =

 6

R
 =

 8

R
 =

 1
0

R
 =

 1
2

R
 =

 1
4

Constraint:
c1 = 0.2 c1 = 0.5
c1 = 0.9 c1 = 1.9

Figure 6.7: Remediation costs (w1) vs. market value (w2): Best individuals of each
OR. Dash-dotted lines represent isolines of equal remaining value R (in Million
EUR). OR results marked with green asterisk are depicted in Figures 6.8, 6.9, and
6.10.

mercial’ can be raised. Note that the lowest possible Ctot of ca. 4.56 Mio. EUR
(compare Table 6.5) is almost realized at c1 = 0.5. Less strict (i.e. higher) c1 values
yield only a marginal improvement because a certain areal ratio of sensitive land-
use classes can be assigned to the uncontaminated southeastern part of the site (cf.
Figure 6.3). Depending on the allocation of land-use classes in this part of the site,
market values differ at equal remediation costs. Please note further that the repro-
ducibility of multiple OR increase with increasing c1, as indicated by the more and
more narrowed range of results.

The maximum achievable market value strongly depends on the constraint c1.
When only little deviation from the initial land-use class ratio is allowed (c1 = 0.2),
the market value is limited to a maximum of 13.31 Mio. EUR. For a maximum
degree of freedom, values are beyond 20 Mio. EUR. Higher Vtot values are achieved
by higher ratio of land-use class ‘residential’ (cmp. Figure 6.4 and Table 6.5). Thus,
the best OR result in land-use maps showing the maximum allowed ratio of land-
use class ‘residential’ (Figure 6.9). The small range of Vtot values resulting from
multiple OR indicates a high reliability of each single OR.

In order to determine the maximum remaining value Rmax, the trade off of both
goals, minCtot and maxVtot , was examined using weighted aggregates. Different
weighting sets (w1, w2) were applied (see marker symbols for both, w1 > 0, and
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Figure 6.8: Best individuals of OR to minimize remediation cost for different c1
values.

Figure 6.9: Best individuals of OR to maximize the market value for different c1
values.

w2 > 0, in Figure 6.7). Depending on the given value of constraint c1, the optimal
result Rmax varies between 8.27 Mio. EUR and 13.71 Mio. EUR (see also Table
6.8). For low c1 values from 0.2 to 0.9, best results are achieved with weightings
between 0.4 and 0.6 for w1 or w2. For c1 = 1.9, OR with maxVtot (w1 = 0, w2 =
1) yield better results than any of the OR with weighted aggregate OF that were
examined. This is due to high values of Vtot that can be achieved by increasing the
residential area if areal ratios of land-use classes are only a little constrained, and
which cannot be outweighed by lowering Ctot , a goal being included in the aggregate
OF of maximizing R. Exceptions are the patches no. 6 and 12, which pose a higher
R for land-use class ‘commercial’, (cf. also Figure 6.6). These patches get assigned
the land-use class ‘commercial’ in the best outcomes of all OR at all c1 values
considered (Figure 6.10).

OF with an additional objective to maximize the compactness of land-use patches
(w1 = w2 = w4) were used, but those OR did not yield significantly different results
with respect to neither the economical values nor the configuration of shapes and,
therefore, are not separately illustrated in this paper.

It is important to note that similar values of R may be achieved with different
ratios of Ctot and Vtot contributing to the aggregated value of R. The higher the
Ctot value on an R-isoline (Figure 6.7), the higher the portion of remediated area
will be, if the land-use configuration shall be implemented (i.e. preference of risk
reduction). In contrast, the same, or similar R could be achieved by solutions where
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Figure 6.10: Best individuals of OR to maximize the remaining market value R for
different c1 values.

less site remediation is needed due to allocation of less sensitive land-use classes
(preference of least possible remedial action). This range of similar R-values gets
wider, the higher the c1 value is set.

6.4.2 Optimizing suitability for sustainable development

OR using F3 (maxEtot) as single criterion result in a Etot range between +7.122 and
+14.133, as illustrated in Figure 6.11 by triangle markers. Again, the relaxation of
the constraint c1 yields better results i.e. higher values of Etot . The small range of
Etot is caused by the (i) relatively large amount of indicators the value of which is
determined globally (default ‘true’ or ‘false’), and (ii) the relatively large threshold
distance in comparison to the site’s extent. Please note that, for the case study site,
mixed use-type scenarios in general gain relatively high Etot values, as opposed to
most of the uniform land-use scenarios [also see Schädler et al., 2011b,a]. This
is due to the possibly higher numbers of indicators that are relevant for evaluation
at the given mixed-use configurations as opposed to uniform land-use composition
and thus possibly yields a higher impact in the evaluation (cmp. Table 6.6). Only
the uniform land-use composition of ‘commercial’ had a slightly higher Etot than
Minit (Table 6.5).

The maps of the best results of all OR conducted for each c1 are shown in Figure
6.12. It can be seen that patches are successively replaced by land-use class ‘com-
mercial’ with increasing c1 value. However, the remaining patches of ‘residential’
and ‘recreational’ use, even if they only contribute by a few percent to Etot , raising
its value beyond that of uniform ‘commercial’ use (10.205 to 14.133 for c1 values
of 0.5 to 1.9 vs. 9.39 for uniform ‘commercial’).

The allocation of the land-use classes ‘residential’ and ‘commercial’ is prefer-
ably set to planning units with a distance smaller than 500m to the bus stations
(cf. Figure 6.1), controlled by indicator number 11. Consequently, land use class
‘recreational’ is situated rather in the northern part of the site. With higher c1, the
areal fraction of the ‘recreational’ and ‘residential’ land-use classes gradually de-
crease but still have their positive impact for the evaluation of indicators 1, 2, and
3, respectively. The economical parameters have rather low values in all land-use
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Figure 6.11: Remaining land value vs. sustainability potential Etot : Best individuals
of OR. Best individuals marked with green asterisks are depicted in Figures 6.12 and
6.13.

Table 6.9: Sustainability evaluation results for each objective with given constraint
c1. Values for Ctot , Vtot , and R in Mio. EUR.

c1 Result Objective

maxEtot(w3 = 1) max equally weighted
Best Mean Worst Best Mean Worst

0.2

Etot 8.926 8.186 7.122 5.308 3.345 0.253
Ctot 5.89 5.58 5.09 4.85 4.95 5.28
Vtot 11.86 11.66 11.45 13.10 13.03 12.79
R 5.97 6.08 5.64 8.30 8.08 7.83

0.5

Etot 10.205 9.846 9.211 5.589 3.429 1.559
Ctot 5.09 5.31 5.29 4.84 4.94 5.12
Vtot 10.24 10.80 11.65 14.86 13.97 14.70
R 5.16 5.49 6.36 10.02 9.70 9.58

0.9

Etot 11.652 11.193 10.512 5.586 4.611 2.833
Ctot 5.39 5.05 4.88 5.12 4.95 4.87
Vtot 9.65 10.53 11.70 16.91 16.66 16.05
R 4.26 5.48 6.81 11.79 11.71 11.17

1.9

Etot 14.133 13.918 13.669 5.543 4.035 1.938
Ctot 4.79 4.76 4.69 4.76 5.14 5.40
Vtot 11.02 10.92 11.20 16.07 17.45 18.46
R 6.23 6.16 6.51 11.31 12.31 13.06

configurations that resulted from optimizing the suitability for sustainable develop-
ment.
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Figure 6.12: Best individuals of the OR to maximize sustainability potential for
different c1 values.

6.4.3 Trading off economically favorable and sustainable land-
use configurations

Optimizing the re-use of the site from an integrated perspective using an OF that
includes economic criteria (F1 and F2), as well as the sustainability criterion (F3)
with a set of equal weightings (w1 = w2 = w3), leads to land use configurations that
show a mixture of patterns that were observed in the unidirectional OR investigated
previously. While the latter resulted in configurations dominated by one single land-
use class (‘residential’ and ‘commercial’, respectively), the integrated optimization
suggests a fairly balanced allocation of these two land-use classes, as is shown in
Figure 6.13. Though ‘commercial’ areas, having a relatively low reference land
value, are not preferred from a strictly economic point of view (cf. Figure 6.10)
they are obviously a good compromise, as they contribute to a good sustainabil-
ity grade and, due to their relative insensibility, minimize remediation costs in the
northwestern part of the site.

Figure 6.13: Best individuals of OR to maximize the aggregate objective of eco-
nomic and sustainability criteria, with equal weights (w1 = w2 = w3) for different
c1 values.

On the basis of the resulting land-use pattern, it can be inferred that the inte-
grated optimization based on an aggregation of normalized evaluation functions is
satisfactory in the trade-off between economic and non-economic objectives. How-
ever, a closer inspection of Figure 6.11 reveals that, independent of the values of
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cl , best individuals have a R value close to the optimum (cf. to Table 6.13) while
Etot values are relatively low. The fact that for Etot , in contrast to R, hardly any im-
provement can be observed with increasing scope of planning (i.e. larger cl values)
further supports the impression that sustainability may be considered to a minor ex-
tent (see Figure 6.11 and Table 6.9 for a summary). This might be due to the fact
that normalization of suitability for sustainable development (Eq. 6.15) can not be
done in a case-specific way, as opposed to the economic criteria. This is because
the maximum value of Etot that can be achieved within the given planning scope
cannot be calculated a priori. The normalization of Etot with respect to the absolute
maximum (which is, most likely, not achievable in the given case) may also con-
tribute to the relatively small ranges of Etot compared to the possible variations in
R for a given range of land-use class compositions (defined by c1). Changes in the
evaluation of remediation costs and market value, therefore, seem to have a larger
impact on the resulting fitness of the individual under evaluation, giving preference
to individuals gaining a high R.

6.4.4 Computational considerations

The number of generations were set high (nGen = 4000), in order not to compro-
mise the convergence, i.e. stopping, criterion in ending the OR before near-optimal
results were achieved. OR stopped after about 60 to 125 generations, when there
was no significant improvement (less than 2 percent increase of the objective score)
over the last tenths of generations. Using an OF excluding the sustainability eval-
uation function F3 (i.e. w3 = 0), one OR took roughly 4 to 5 hours on a Pentium
IV 3,2 GHz processor for the fine grid discretization. OR including sustainability
assessment using evaluation function F3 (w3 > 0) on the fine grid were discarded
due to the expected large calculation times. For the coarse grid, the runtime for one
OR took between 15 and 20 minutes (excl. evaluation of F3) or between 40 minutes
to 1 hour (incl. evaluation of F3).

6.4.5 Conclusions

The proposed integrated planning, assessment and optimization framework is in-
tended to support decision making for brownfield restoration projects. The frame-
work allows to determine mixed land-use options that are preferable from an eco-
nomic perspective, as well as regarding their suitability with respect to sustainable
development. On basis of spatial evaluation functions that assess the appropriate-
ness (i.e. fitness) of land-use configurations, the framework creates spatial config-
urations of a set of predefined land-use classes, which represent a near-optimum,
according to the given objectives (e.g. to meet stakeholders’ demands with respect
to the number and ratio of individual land-use types), and which cannot be found
intuitively.

The discrete consideration of the two economic variables remediation costs (Ctot),
and market value (Vtot), provides more useful information than would be available
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if only the aggregated economic value in terms of the remaining land value R (mar-
ket value minus remediation costs) were evaluated. It could be shown that similar
values of R can be achieved by various land-use configurations having quite dif-
ferent evaluation results for Ctot and Vtot . For the optimization, this differentiation
between costs and benefits allows to follow two strategies: the maximization of
R at a minimum of costs Ctot , or the maximization of R at a maximum of market
value Vtot . Though both strategies will maximize the economic outcome, their con-
sequences for the environmental system in terms of remaining contamination may
be significantly different. Even if not mandatory, the differentiation will become
more important if uncertainty shall be properly taken into account, which can be
very different in accordance with their particular governing parameters and factors
for Ctot and Vtot .

Pattern metrics were not further discussed in this paper, although implemented in
the optimization approach, because they showed not much impact in the particular
case study presented. Pattern metrics would be a matter of concern for land-use
planning problems including brownfield redevelopment projects, where the given
‘planning units’ are e.g. different in shape or size than the typically required sizes
for implementation of land-use classes under discussion [e.g. Herold et al., 2005,
for discussion of urban landscape metrics], or in cases where they are not defined at
all (i.e. size of planning unit equals the grid cell size in this approach).

Furthermore, it could be demonstrated that sustainability issues can be conve-
niently considered within a spatial optimization framework for land use planning
by means of a fully quantitative scheme. Although such a scheme can not replace
a detailed and expert-based evaluation of sustainability measures, it may strongly
improve the basis for transparent and stakeholder friendly discussions on the re-use
of brownfields. Nevertheless, several issues need to be investigated and elaborated
in more detail, namely the role of the method of normalization in combination with
the weighting and the influence of assumptions made regarding threshold distances,
and with respect to the evaluation of individual indicators (e.g. globally or spatially
explicit).

Finally, it should be pointed out that the results obtained in the presented case
study certainly depend on the assumptions made therein and on the specific charac-
teristics of the site. The parameters used to characterize the land-use classes, namely
the clean-up targets and reference land values, but also the attributed type of land
use according to the classification used in the sustainability assessment, govern the
evaluation of individual land-use configuration’s fitness, and can differ from those
presented here in other cases. Moreover, type, level, and spatial distribution of sub-
surface contamination of the brownfield, may have a strong impact on the outcome
of the optimization, as they determine the extent and costs of remedial activities
required to make the implementation of a particular re-use plan possible.
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6.5 Software availability and supplementary data
The adapted version of LUPOlib called MOOL can be requested free of charge as
windows binary or source code. The megasite management tool suite, including a
simplified version of the presented optimization framework, can be requested via
contact address on its website http://www.safira-mmt.de.
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6.7 Algorithms

Algorithm 4 Sustainability indicator evaluation function ‘Distance’
Read sustainability indicator table {CSV-ASCII file, cf. to Table 6.2}.
Relate occurring land-use classes of L in actual map M to sustainability land-use types {cf. Table
6.1} according to assignment given in configfile (cmp. Table 6.7, parameter ‘lutBLP’).
Read affected and evaluation land-use types and grids
Read land-use type specific positive and negative indicator values
Assign default positive and negative value for indicator to matrix
Get class area of evaluation land-use types
for rows i of actual map do

for cols j of actual map do
for no. of affected types do

for no. of evaluation types do
if s(Mi, j) = s of affected type then

Calculate minimum distance between i, j and evaluation type cells
if minimum distance < dThresh AND class area of evaluation use type > aThresh
then

Assign positive indicator value to ex,s,i, j
else

Assign negative indicator value to ex,s,i, j
end if

else
Assign zero indicator value to ex,s,i, j

end if
end for

end for
end for

end for
Return land-use type specific indicator value matrices Ex,s
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Algorithm 5 Optimization routine, changed after Holzkämper et al. [2006]
Initialization of population:
while individuals in population < population size do

genome initialization→ g
genome to map transformation→M(g)
objective function evaluation→ J(M) {cf. section 6.2.7}

end while
Evolution:
while generation < final number of generations ngen do

Select parent genomes from population acc. to J(M) values (roulette wheel selection)
Crossover between parents with probability pcross
Mutation of new genomes with probability pmut
while individuals npop do

Genome to map transformation→M(g)
objective function evaluation→ J(M)

end while
Resize population by deleting the overlapping proportion of the population prepl
if generation / outputincrement == round(no. of generation / outputincrement) then

Best individual in generation: genome to map, write output map, write score and single
evaluation parameters to score file

end if
end while
Select the best genome of final generation
Genome to map transformation→M(g)
Write output map, score and single evaluation parameters to scores file.
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Chapter 7

Summary and conclusions

Integrated brownfield revitalization projects include economic as well as social as-
pects. Decision support systems that include these different aspects enhance the
assessment of re-use scenarios and can foster transparent decision making. Stake-
holder participation and integrated evaluation of re-use scenarios may yield different
land-use configurations than only looking at a single criterion like e.g. minimization
of remediation costs.

There is still a demand for holistic, integrated DSS that includes all relevant as-
pects of brownfield revitalization assessment. Spatially explicit DSS aids the evalu-
ation process by integrating data management, processing, modeling, analysis, and
visualization of all relevant data and information.

Within this thesis, several methods were presented to improve the integrated as-
sessment of re-use scenarios:

Regarding input data preparation for spatial DSS, a new flow guided interpola-
tion (FGI) method was introduced to generate spatially continuous concentration
distributions in groundwater contaminant plumes. It improves decision making es-
pecially at early stages of site assessment, where only limited amounts of physical
samples are available. The FGI method utilizes additional information on ground-
water flow and the contaminant source zone size and concentration to enable seg-
ment wise interpolation of contaminant concentration point data. This approach
delivers an improved performance and robustness in comparison to standard in-
terpolation methods for determining the contaminant solute distribution in a plume.
Application of FGI at different investigation stages and coupling to conflict analysis
and remediation cost models showed that the uncertainty about expected remedia-
tion costs for re-use scenarios may be reduced by using FGI during the assessment
process.

The identification of remediation requirements in order to avoid or reduce risks
for receptors (human health and environment) being present in the re-use scenario
is seen as an important point in brownfield assessment. GIS based conflict analysis
reveals contaminant, land-use and site specific needs for remediation. Different
land-use types in a re-use scenario can have different sensitivities and demands
with respect to subsurface quality. Therefore, conflict analysis is proposed as a site-
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and land-use specific method that gives valuable input for spatially explicit cost
modeling. This method shows the local relation of expected costs and therefore
aids cost-optimized planning of reuse layouts. Conflict analysis is embedded in the
DSS by utilizing spatial data modeling.

It was shown that brownfield re-use, especially at large sites that allow for many
different scenarios, could be optimized with respect to their spatial configuration
by analyzing the possible layouts and determining the consequences of the specific
configuration of a re-use plan. Integrated brownfield assessment was complemented
by heuristic optimization methods in order to generate better land-use layouts with
respect to different criteria marked as relevant for future site use. These criteria
include economic aspects (i.e. minimization of remediation costs and maximization
of market value) and the suitability for sustainable development (e.g. based on a
context-specific indicator system), which are formulated as a multi-criterial objec-
tive function of a spatial optimization framework. Multi-criteria optimization allows
for trade-off of conflicting interests and supports the identification of near-optimal
planning alternatives based on preference weights of single criteria. Especially at
larger sites with more planning options, optimization embedded in a brownfield
DSS can aid the identification of favorable land-use options and feasible layouts
that are evaluated on the basis of different criteria.

Within a case-study application, it was shown, that multi-criteria optimization
can determine land-use configurations that contain trade-offs of economical aspects
like expected remediation costs and the goal of maximized market value, yielding a
more beneficial re-use layout than manual planning could achieve. The case-study
also reveals that economically beneficial scenarios and layouts do not necessarily
contradict layouts preferable for sustainable development. A trade-off of these as-
pects is supported and an emphasis can be given to compromises that might have to
be made with respect to the stakeholders’ differing perspectives.

The experience from years of work on integrated DSS showed that demand to
support practical decision making with scientific methods can only be fulfilled, if
researchers are allowed not only to understand the societal demands, but also work
on the transfer of scientific knowledge into applied decision making, which is an
abiding challenge.
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tem (MMS): Automatische Optimierung der räumlichen Verteilung der Land-
nutzungen (MOOL: Multi-Objective-Optimisation of Land Re-Use), Hand-
buch / Dokumentation zu Methodik und Anwendung innerhalb der Megasite
Management Toolsuite (MMT), 77pp.

• Morio, M. & Finkel, M. & (2011): SAFIRA II Managementsystem (MMS):
Probabilistische Konfliktanalyse, 15.01.2011, 14pp.
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A.5 Software manuals
Manuals of decision support software systems, developed within the BMBF re-
search projects REFINA–SINBRA and SAFIRA II:

• Handbuch zur Anwendung des Entscheidungshilfesystems EUGEN (for fur-
ther information cf. to http://www.sinbra.de)

• Morio, M., Schädler, S., Finkel, M., Justen, A., Bleicher, A., Bartke, S. & M.
Gross (2010): MMT - Megasite Management System - User’s Guide , v.1.2.0,
March 2011, http://www.safira-mmt.de, 131pp.



Bibliography

Adair, A., Hutchison, N., and Burgess, J. (2001). The valuation of urban regenera-
tion land: A contemporary perspective.

Adams, D. M., Alig, R. J., Callaway, J. M., McCarl, B. A., and Winnett, S. M.
(1996). The forest and agricultural sector optimization model (fasom): Model
structure and policy applications. introduction. Usda Forest Service Pacific
Northwest Research Station Research Paper, (495):1–.

Aerts, J. C. J. H., Eisinger, E., Heuvelink, G. B. M., and Stewart, T. J. (2003a). Us-
ing linear integer programming for multi-site land-use allocation. Geographical
Analysis, 35(2):148–169.

Aerts, J. C. J. H. and Heuvelink, G. B. M. (2002). Using simulated annealing for
resource allocation. International Journal of Geographical Information Science,
16(6):571–587.

Aerts, J. C. J. H., van Herwijnen, M., Janssen, R., and Stewart, T. J. (2005). Evalu-
ating spatial design techniques for solving land-use allocation problems. Journal
of Environmental Planning and Management, 48(1):121 – 142.

Aerts, J. C. J. H., van Herwijnen, M., and Stewart, T. J. (2003b). Using simulated an-
nealing and spatial goal programming for solving a multi site land use allocation
problem. Evolutionary Multi-Criterion Optimization, Proceedings, 2632:448–
463.

Agostini, E., Carlon, C., Critto, A., and Marcomini, A. (2007). A step toward
contaminated megasites management: six european experiences at comparison.
In Velini, A. A., editor, Landfill Research Trends, pages 47–73. Nova Publishers.

Agostini, P. and Vega, A. (2009). Decision support systems (dsss) for contaminated
land management, gaps and challenges. In Decision Support Systems for Risk-
Based Management of Contaminated Sites, pages 275–280. Springer US.

Ahlfeld, D. P., Page, R. H., and Pinder, G. F. (1995). Optimal groundwater remedi-
ation methods applied to a superfund site - from formulation to implementation.
Ground Water, 33(1):58–70.



106 BIBLIOGRAPHY

Ahlfeld, D. P. and Pinder, G. F. (1992). A fast and accurate method for solving sub-
surface contaminant transport problems with a single uncertain parameter. Ad-
vances in Water Resources, 15:143–150.

Alker, S., Joy, V., Roberts, P., and Smith, N. (2000). The definition of brownfield.
Journal of Environmental Planning and Management, 43(1):49–69.

Alker, S. and McDonald, A. (2003). Incorporating sustainable development into
redevelopment. Sustainable Development, 11:171–182.

Altherr, W., Blumer, D., Oldörp, H., and Nagel, P. (2007). How do stakeholders
and legislation influence the allocation of green space on brownfield redevelop-
ment projects? five case studies from switzerland, germany and the uk. Business
Strategy and the Environment, 16:512–522.

Alvarez-Guerra, M., Viguri, J. R., and Voulvoulis, N. (2009). A multicriteria-based
methodology for site prioritisation in sediment management. Environment Inter-
national, 35(6):920–930.

Anderson, M. P. and Cherry, J. A. (1979). Using models to simulate the move-
ment of contaminants through groundwater flow systems. Critical Reviews in
Environmental Science and Technology, 9(2):97 – 156.

Annable, M. D., Hatfield, K., Cho, J., Klammler, H., Parker, B. L., Cherry, J. A.,
and Rao, P. S. C. (2005). Field-scale evaluation of the passive flux meter for si-
multaneous measurement of groundwater and contaminant fluxes. Environmental
Science & Technology, 39(18):7194–7201.

Antrop, M., Mander, l., Marja, R., Roosaare, J., and Uuemaa, E. (2009). Landscape
metrics and indices: An overview of their use in landscape research. Living
Reviews in Landscape Research, 3(1).

Apostolidis, N. and Hutton, N. (2006). Integrated water management in brownfield
sites - more opportunities than you think. Desalination, 188(1-3):169–175.

Ascough, J. C., Maier, H. R., Ravalico, J. K., and Strudley, M. W. (2008). Fu-
ture research challenges for incorporation of uncertainty in environmental and
ecological decision-making. Ecological Modelling, 219(3-4):383–399.

ASTM (2002). Standard guide for risk-based corrective action applied at petroleum
release sites.

Attoh-Okine, N. O. and Gibbons, J. (2001). Use of belief function in brownfield
infrastructure redevelopment decision making. Journal of Urban Planning and
Development-Asce, 127(3):126–143.

Bardos, P. (2004). Sharing experiences in the management of megasites: towards
a sustainable approach in land management of industrially contaminated areas.
Land Contamination and Reclamation, 12(2):127–158.



BIBLIOGRAPHY 107

Bardos, P., Mariotti, C., Marot, F., and Sullivan, T. (2001). Framework for decision
support used in contaminated land management in europe and north america.
Land Contamination and Reclamation, 9(1):149–163.

Bardos, R., Nathanail, C. P., and Weenk, A. (2000). Assessing the wider environ-
mental value of remediating land contamination. environment agency r&d techni-
cal report p238. Available from: Environment Agency R&D Dissemination Cen-
tre, c/o WRC, Frankland Road, Swindon, Wilts SNF 8YF. ISBN 185705 0371.

Bartke, S. and Schwarze, R. (2009a). Marktorientierte wertermittlung - das eugen-
wertermittlungsmodul und das konzept des marktorientierten risikoabschlags
(mra). In Gesellschaft, B. B., editor, SINBRA-Methodenkatalog, pages 96–111.
Zossen.

Bartke, S. and Schwarze, R. (2009b). Mercantile value reduction: Account-
ing for stigma on contaminated land in germany. In 16th Annual European
Real Estate Society Conference, Stockholm, Sweden. http://eres.scix.net/cgi-
bin/works/Show?eres2009_353 , last accessed May 02, 2011.

Basu, N. B., Rao, P. S. C., Poyer, I. C., Annable, M. D., and Hatfield, K. (2006).
Flux-based assessment at a manufacturing site contaminated with trichloroethy-
lene. Journal of Contaminant Hydrology, 86(1-2):105–127.

Batu, V. (2006). Applied flow and solute transport modeling in aquifers : funda-
mental principles and analytical and numerical methods. Taylor & Francis, Boca
Raton, FL.

Bayer, P., Finkel, M., and Teutsch, G. (2005). Cost-optimal contaminant plume
management with a combination of pump-and-treat and physical barrier systems.
Ground Water Monitoring and Remediation, 25(2):96–106.

Bayer-Raich, M., Jarsjo, J., and Teutsch, G. (2009a). Breakthrough of attenuating
contaminant plumes in pumping wells: Analytical model and implications for
integral pumping tests. Water Resources Research, 45:–.

Bayer-Raich, M., Jarsjo, J., and Teutsch, G. (2009b). Breakthrough of at-
tenuating contaminant plumes in pumping wells: Analytical model and im-
plications for integral pumping tests. Water Resources Research, 45:–.
doi=10.1029/2007wr006075.

BBodSchV (1999). Bundes-Bodenschutz- und Altlastenverordnung (bbodschv).

Begley, R. (1996). Risk-based remediation guidelines take hold. Environmental
Science & Technology, 30(10):A438–A441.

Bell, R. (1999). Real Estate Damages: An Analysis of Detrimental Conditions. The
Appraisal Institute. Chicago, IL.



108 BIBLIOGRAPHY

Benner, S. G., Blowes, D. W., and Molson, J. W. H. (2001). Modeling preferential
flow in reactive barriers: Implications for performance and design. Ground Water,
39(3):371–379.

Bennett, D. A., Xiao, N. C., and Armstrong, M. P. (2004). Exploring the geographic
consequences of public policies using evolutionary algorithms. Annals of the
Association of American Geographers, 94(4):827–847.

Bettencourt, L. M. A. and Kaur, J. (2011). Evolution and structure of sustainability
science. Proceedings of the National Academy of Sciences.

Böhner, C. (2006). Decision-support system for sustainable urban planning. In-
ternational Journal of Environmental Technology and Management, 6(1/2):193–
205.

Bockelmann, A., Ptak, T., and Teutsch, G. (2001). An analytical quantification
of mass fluxes and natural attenuation rate constants at a former gasworks site.
Journal of Contaminant Hydrology, 53(3-4):429–453.

Bonnenberg, H., Grunewald, V., Milde, G., Seiffe, E., Spittank, H., and Wasser-
mann, W. (1992). "altlast-schätzung", ein arbeitsinstrument zur komplexen
bewertung ostdeutscher verdachtsstandorte und zur prognose des altlasten-
gesamtrisikos. AbfallwirtschaftsJournal, 4(1):908–917.

Bos, J. (1993). Zoning in forest management: a quadratic assignment problm solved
by simulated annealing. Journal of Environmental Management, 37(1993):127–
145.

Botequilha Leitão, A. and Ahern, J. (2002). Applying landscape ecological con-
cepts and metrics in sustainable landscape planning. Landscape and Urban Plan-
ning, 59(2):65–93.

Boufassa, A. and Armstrong, M. P. (1989). Comparison between different kriging
estimators. Mathematical Geology, 21(3):3313455.

Bracke, R., Klümpen, C., Odensaß, M., and Schroers, S. (2005). Das leistungs-
buch altlasten und flächenentwicklung 2004/2005 des lua nrw - ein hilfsmittel
zur leistungsbeschreibung und kostensch"atzung. altlasten spektrum, 5:291–296.

Bárdossy, A. and Li, J. (2008). Geostatistical interpolation using copulas. Water
Resour. Res., 44(7):W07412.

Bürger, C., Finkel, M., and Teutsch, G. (2003). Reaktionswandsysteme und "pump-
and-treat"-ein kostenvergleich. Grundwasser, 8(3):169–180.

Burger, C. M., Bayer, P., and Finkel, M. (2007). Algorithmic funnel-and-gate sys-
tem design optimization. Water Resources Research, 43(8).



BIBLIOGRAPHY 109

Burger, H. and Schafmeister, M.-T. (2000). Gerichtete interpolation
zur verbesserten darstellung strömungsabhängiger grundwasserbeschaffen-
heitsmerkmale. Grundwasser, 2(2000):79–85.

Burke, R. and Arana, A. (2003). Getting to Know ArcObjects (With CD-ROM).
ESRI Press, pap/cdr edition.

CABERNET (2005). Brownfield definition.
http://www.cabernet.org.uk/index.asp?c=1134, last accessed: 7 Mar 2010.

CABERNET (2005). Cabernet, conceptual models.
http://www.cabernet.org.uk/index.asp?c=1312 , last accessed 25. August
2011.

Cao, K., Bo, H., Shaowen, W., and Hui, L. (2012). Sustainable land use optimiza-
tion using boundary-based fast genetic algorithm. Computers, Environment and
Urban Systems, (-). corrected proof, in press.

Cao, K. and Guan, H. (2007). Brownfield redevelopment toward sustainable urban
land use in china. Chinese Geographical Science, 17(2):127–134.

Carlon, C., Critto, A., Ramieri, E., and Marcomini, A. (2007a). Desyre: Deci-
sion support system for the rehabilitation of contaminated megasites. Integrated
Environmental Assessment and Management, 3(2):211–222.

Carlon, C., Giove, S., Agostini, P., Critto, A., and Marcomini, A. (2004). The role of
multi-criteria decision analysis in a decision support system for rehabilitation of
contaminated sites (the desyre software). In Pahl-Wostl, C., Schmidt, S., Rizzoli,
A. E., and Jakeman, Anthony, J., editors, International Environmental Modelling
and Software Society, iEMSs 2004, International Conference, Complexity and
Integrated Resources Management. Transactions of the 2nd Biennial Meeting of
the iEMSs, Osnabrück, Germany.

Carlon, C., Pizzol, L., Critto, A., and Marcomini, A. (2007b). A spatial risk as-
sessment methodology to support the remediation fo contaminated land. Environ
Int.

Carlon, C., Pizzol, L., Critto, A., and Marcomini, A. (2008). A spatial risk assess-
ment methodology to support the remediation of contaminated land. Environment
International, 34(3):397–411.

Caro, F., Shirabe, T., Guignard, M., and Weintraub, A. (2004). School redistrict-
ing: embedding gis tools with integer programming. Journal of the Operational
Research Society, 55(8):836–849.

Carsjens, G. J. and van der Knaap, W. (2002). Strategic land-use allocation: dealing
with spatial relationships and fragmentation of agriculture. Landscape and Urban
Planning, 58(2002):171–179.



110 BIBLIOGRAPHY

C.De, S. (2001). Contaminated sites: The canadian situation in an international
context. Journal of Environmental Management, 62(2):131–154.

Chang, S. Y. and Jin, A. (2005). Kalman filtering with regional noise to improve ac-
curacy of contaminant transport models. Journal of Environmental Engineering-
Asce, 131(6):971–982.

Chang, S.-Y. and Latif, S. M. I. (2009). Use of kalman filter and particle filter in a
one dimensional leachate transport model. In Proceedings of the 2007 National
Conference on Environmental Science and Technology, pages 157–163. Springer.

Chang, S. Y. and Latif, S. M. I. (2010). Extended kalman filtering to improve the
accuracy of a subsurface contaminant transport model. Journal of Environmental
Engineering-Asce, 136(5):466–474.

Chen, Y., Hipel, K. W., Kilgour, D. M., and Zhu, Y. (2009). A strategic classifica-
tion support system for brownfield redevelopment. Environmental Modelling &
Software, 24(5):647–654.

Chen, Z. (2003). Bayesian Filtering: From Kalman Filters to Particle Filters, and
Beyond. Technical report, Communications Research Laboratory, McMaster
University, Hamilton, Ontario, Canada. .

Chu, W. S., Strecker, E. W., and Lettenmaier, D. P. (1987). An evaluation of data
requirements for groundwater contaminant transport modeling. Water Resources
Research, 23(3):408–424.

Cooper, R. M. and Istok, J. D. (1988). Geostatistics applied to groundwater
contamination .1. methodology. Journal of Environmental Engineering-Asce,
114(2):270–286.

Critto, A., Torresan, S., Semenzin, E., Giove, S., Mesman, M., Schouten, A. J., Rut-
gers, M., and Marcomini, A. (2007). Development of a site-specific ecological
risk assessment for contaminated sites: Part i. a multi-criteria based system for
the selection of ecotoxicological tests and ecological observations. Science of the
Total Environment, 379(2007):16–33.

Crossmann, N. D., Perry, L. M., Bryan, B. A., and Ostendorf, B. (2007). Credos: A
conservation reserve evaluation and design optimisatoin system. Environmental
Modeling & Software, 22(2007):449–468.

Crumbling, D. M., Lynch, K., Howe, R., Groenjes, C., Shockley, J., Keith, L.,
Lesnik, B., E, J. V., and McKenna, J. (2001). Peer reviewed: Managing un-
certainty in environmental decisions. Environmental Science & Technology,
35(19):404A–409A. DOI: 10.1021/es012490g.

Curtis, A., Byron, I., and MacKay, J. (2005). Integrating socio-economic and bio-
physical data to underpin collaborative watershed management. Journal of the
American Water Resources Association, 41(3):549–563.



BIBLIOGRAPHY 111

Cushman, S., McGarigal, K., and Neel, M. (2008). Parsimony in landscape metrics:
Strength, universality, and consistency. Ecological Indicators, 8(5):691–703.

D’Affonseca, F. M., Blum, P., Finkel, M., Melzer, R., and Grathwohl, P. (2008).
Field scale characterization and modeling of contaminant release from a coal tar
source zone. Journal of Contaminant Hydrology, 102(1-2):120–139.

Dasgupta, S. and Tam, E. K. L. (2009). Environmental review: A comprehen-
sive review of existing classification systems of brownfield sites. Environmental
Practice, 11(04):285–300.

De Sousa, C. A. (2003). Turning brownfields into green space in the city of toronto.
Landscape and Urban Planning, 62(4):181–198.

De Sousa, C. A. (2006). Unearthing the benefits of brownfield to green space
projects: An examination of project use and quality of life impacts. Local Envi-
ronment, 11(5):577–600.

Densham, P. and Goodchild, M. (1989). Spatial decision support system: A research
agenda. In GIS/LIS’89, pages 707–716, Orlando.

Deutsch, C. V. and Journel, A. V. (1997). Gslib: Geostatistical software library and
user’s guide.

Deutsche Umwelthilfe e.V. (2004). Indikatoren-Set "Zukunftsfähige Kommune":
Handlungsanleitung.

Doick, K. J., Pediaditi, K., Moffat, A. J., and Hutchings, T. R. (2009). Defining the
sustainability objectives of brownfield regeneration to greenspace. International
Journal of Management and Decision Making, 10(3-4):282–302.

Dotzour, M. (2002). Groundwater contamination and residential property values.
In Rodddewig, R., editor, Valuing Contaminated Properties, pages 398–405. The
Appraisal Insititute, Illinois.

Duczmal, L. and Assuncao, R. (2004). A simulated annealing strategy for the de-
tection of arbitrarily shaped spatial clusters. Computational Statistics & Data
Analysis, 45(2004):269.286.

Duh, J. D. and Brown, D. G. (2007). Knowledge-informed pareto simulated anneal-
ing for multi-objective spatial allocation. Computers Environment and Urban
Systems, 31(3):253–281.

EC, E. C. (2006). Thematic strategy on the urban environment, com (2005). Tech-
nical report, EC.

EEA, E. E. A. (2000). Management of contaminated sites in western europe. topic
report no. 13/1999. Technical report.



112 BIBLIOGRAPHY

Eigbe, U., Beck, M. B., Wheater, H. S., and Hirano, F. (1998). Kalman filtering in
groundwater flow modelling: problems and prospects. Stochastic Hydrology and
Hydraulics, 12(1):15–32.

Eisen, J. B. (1999). Brownfields policies for sustainable cities. Duke Environmental
Law & Policy Forum, 9(2):187–229.

Elder, C. R., Benson, C. H., and Eykholt, G. R. (2002). Effects of heterogeneity on
influent and effluent concentrations from horizontal permeable reactive barriers.
Water Resources Research, 38(8).

ESRI (1992-2005). Arcmap [gis software]. Environmental Systems Research Insti-
tute.

ESRI (2009). Esri developer network documentation library - groundwater model-
ing.

Esty, D. C., Levy, M., Srebotjnak, T., and de Sherbinin, A. (2005). 2005 Envi-
ronmental Sustainability Index: Benchmarking National Environmental Steward-
ship. New Haven.

Evans, G. and Foord, J. (2007). The generation of diversity: mixed use and ur-
ban sustainability. In Thwaites, K., editor, Urban sustainability through environ-
mental design: approaches to time, people, and place responsive urban spaces.
Routledge, New York.

Evensen, G. (1994). Sequential data assimiliation with a nonlinear quasi-
geostrophic model using monte carlo methods to forecast error statistics. Journal
of Geophysical Research, 99(C5):143–153.

Finkel, M., Bartke, S., Rohr-Zänker, R., Morio, M., Schädler, S., and Schwarze,
R. (2010). Flächen- und standortbewertung für ein nachhaltiges flächenmanage-
ment, methoden und konzepte. beiträge aus der refina-forschung. In Frerichs, S.,
Lieber, M., and Preuß, T., editors, Beiträge aus der REFINA-Forschung, volume
Reihe REFINA Band V, page 258. Difu, Berlin.

Fischer, D. T. and Church, R. L. (2005). The sites reserve selection system: A
critical review. Environmental Modeling and Assessment, 2005(10):215–228.

Forman, R. T. T. (1995). Some general-principles of landscape and regional ecol-
ogy. Landscape Ecology, 10(3):133–142.

Forman, R. T. T., Reineking, B., and Hersperger, A. M. (2002). Road traffic and
nearby grassland bird patterns in a suburbanizing landscape. Environmental Man-
agement, 29(6):782–800.

Fuest, S., Berlekamp, J., Klein, M., and Matthies, M. (1998). Risk hazard map-
ping of groundwater contamination using long-term monitoring data of shallow
drinking water wells. Journal of Hazardous Materials, 1998(61):197 – 202.



BIBLIOGRAPHY 113

Fuhrich, M. (2004). Kompass für den Weg zur Stadt der Zukunft. Städte der Zukunft.
Bundesamt für Bauwesen und Raumordnung (BBR), Bonn.

Gabriel, S. A., Faria, J. A., and Moglen, G. E. (2006). A multiobjective optimiza-
tion approach to smart growth in land development. Socio-Economic Planning
Sciences, 40(3):212–248.

Gaucherel, C., Fleury, D., Auclair, D., and Dreyfus, P. (2006). Neutral models for
patchy landscapes. Ecological Modelling, 197(2006):159–170.

German Federal Government (2011). Fortschrittsbericht 2012 zur nationalen nach-
haltigkeitsstrategie - entwurf.

Goldberg, D. E. (1989). Genetic algorithms in search, optimization, and machine
learning. Addison-Wesley Pub. Co., Reading, Mass. 88006276 (David Edward),
[by] David E. Goldberg. ill. ; 25 cm. Bibliography: p. [381]-401. Includes index.

Goltz, M. N., Close, M. E., Yoon, H., Huang, J., Flintoft, M. J., Kim, S., and Enfield,
C. (2009). Validation of two innovative methods to measure contaminant mass
flux in groundwater. Journal of Contaminant Hydrology, 106(1-2):51–61.

Gorder, K. A., Dupont, R. R., Sorensen, D. L., Kemblowski, M. W., and
McLean, J. E. (1996). Analysis of intrinsic bioremediation of trichloroethene-
contaminated ground water at eielson air force base, alaska. In Symposiom on
Natural Attenuation of Chlorinated Organics in Ground Water, pages 106–111,
Dallas, Texas.

Gorder, K. A., Dupont, R. R., Sorensen, D. L., Kemblowski, M. W., and McLean,
J. E. (1997). Field evaluation of intrinsic bioremediation of chlorinated solvents.
In Situ and on-Site Bioremediation, 3(4):189–189 531.

GRASS Development Team (2009). Geographic Resources Analysis Support Sys-
tem (GRASS GIS) Software. Open Source Geospatial Foundation, USA.

Greenberg, M., Lowrie, K., Mayer, H., Miller, K. T., and Solitare, L. (2001). Brown-
field redevelopment as a smart growth option in the united states. The Environ-
mentalist, 21(2):129–143.

Großmann, J., Grunewald, V., and Weyers, G. (1996). Grundstückswertermittlung
bei "altlastenverdacht". Grundstücksmarkt und Grundstückswert, 1996(3):154–
160.

GSD (2010). Geographic Systems Dataservice AG. Internet portal:
http://www.bodenrichtwerte.com/portal/index.php, last accessed 16.02.2010.

Gustafson, E. (1998). Quantifying landscape spatial pattern: What is the state of
the art? Ecosystems, 1(2):143–156.



114 BIBLIOGRAPHY

Hansen, V. (2009). Places: a tool for sustainable land use. Pre-
sented at TASK/USEPA Workshop, Denver, CO, Nov. 12, 2009.
http://cfpub.epa.gov/si/si_public_record_report.cfm?dirEntryId-216066 (ac-
cessed 20.11.09).

Harbough, A. and McDonald, M. G. (1996). User’s documentation for modflow-
96, an update to the u.s. geological survey modular finite-difference ground-water
flow model. Technical Report Open-File Report 96-485, U.S. Geological Survey.

Hartmuth, G., Huber, K., and Rink, D. (2006a). Downscaling von nachhaltigkeit.
das integrative nachhaltigkeitskonzept als bauplan für kommunale indikatoren-
systeme. In Kopfmüller, J., editor, Ein Konzept auf dem Prüfstand. Das inte-
grative Nachhaltigkeitskonzept in der Forschungspraxis, pages 99–114. edition
sigma, Berlin.

Hartmuth, G., Huber, K., and Rink, D. (2008). Operationalization and contextual-
ization of sustainability at the local level. Sustainable Development, 16(4):261–
270.

Hartmuth, G., Rink, D., and Huber, K. (2006b). Kommunales nach-
haltigkeitsmonitoring. das intranet-basierte, georeferenzierte nachhaltigkeits-
informationssystem ignis. UFZ-Bericht, 3(2006).

Hassan, A. E. (2004). Validation of numerical ground water models used to guide
decision making. Ground Water, 42(2):277–290.

Hauschild, M., Wittman, U., and Siegel, G. (2006). Research for the reduction of
land consumption and for sustainable land management - status and outlook. In
German Federal Ministry of Education and Research (BMBF): 2nd International
Conference on Managing Urban Land. Towards more effective and sustainable
brownfield policies, pages 563–568, Stuttgart.

Haylamicheal, I. D. and Dalvie, M. A. (2009). Disposal of obsolete pesticides, the
case of ethiopia. Environment International, 35(3):667–673.

Healy, P. R. and Healy, J. J. j. (1992). Lenders’ perspectives on environmental
issues. Appraisal Journal, 60(3):394–398.

Herold, M., Couclelis, H., and Clarke, K. C. (2005). The role of spatial metrics in
the analysis and modeling of urban land use change. Computers, Environment
and Urban Systems, 29(4):369–399.

Holm, O. (2007). Untersuchung von bohrkernen aus baumstämmen am standort
krampnitzt zum nachweis von schadstoffen mittels hs-spme / gc-ms. Technical
report, Technische Universität Berlin, Fachgebiet Umweltchemie. Interim project
report for BMBF-project REFINA - SINBRA.



BIBLIOGRAPHY 115

Holm, O. (2009). Teilvorhaben 5 “Demonstrations- und Modellstandort Potsdam-
Krampnitz: Parametrisierung, Validierung und Visualisierung der Methoden”.
Technical report, Technische Universität Berlin, Fachgebiet Umweltchemie. Fi-
nal project report for BMBF-project REFINA - SINBRA, contract no. 0330757D,
http://www.sinbra.de.

Holzkämper, A. (2006). Lupolib - a c/c++ library for land use pattern optimization.
http://www.ufz.de/index.php?en=17779 , last accessed: 11.03.2011.

Holzkämper, A., Lausch, A., and Seppelt, R. (2006). Optimizing landscape config-
uratlion to enhance habitat suitability for species with contrasting habitat require-
ments. Ecological Modelling, 198(3-4):277–292.

Holzkämper, A. and Seppelt, R. (2007a). Evaluating cost-effectiveness of con-
servation management actions in an agricultural landscape on a regional scale.
Biological conservation, 136(1):117–127.

Holzkämper, A. and Seppelt, R. (2007b). A generic tool for optimising land-use pat-
terns and landscape structures. Environmental Modelling and Software, 22:1801–
1804.

Huang, C., Hu, B., Li, X., and Ye, M. (2009). Using data assimilation method to
calibrate a heterogeneous conductivity field and improve solute transport predic-
tion with an unknown contamination source. Stochastic Environmental Research
and Risk Assessment, 23(8):1155–1167.

ICLEI (1994). Charter of european cities and towns towards sustainability. interna-
tional council for local environmental initiatives (iclei) and ministry of urban de-
velopment and transport of the federal state of north rhine-westphalia, germany.

ICLEI (2004). Projekt21. nachhaltigkeit messen und konsequent handeln. kom-
munen in rehinland-pfalz steuern um. Technical report, ICLEI - Local Govern-
ments for Sustainability.

Isaaks, E. H. and Srivastava, R. M. (1989). Applied Geostatistics. Oxford University
Press, New York.

Istok, J. D. and Rautman, C. A. (1996). Probabalistic assessment of ground-water
contamination: 2. results of case study. Ground Water, 34 No. 6(1996):1050–
1064. Second Paper from Rautman & Istok 1996.

ITVA (2003). Arbeitshilfe c5-2: Kostenstrukturen im flächenrecycling. Technical
report.

ITVA (2007). Arbeitshilfe c5-3: Monetäre bewertung ökologischer lasten auf
grundstücken und deren einbeziehung in die verkehrswertermittlung (entwurf).

Jackson, T. (2001). The effects of environmental contamination on real estate: A
literature review. Journal of Real Estate Literature, 9(2):91–116.



116 BIBLIOGRAPHY

Jackson, T. O. (2002). Environmental contamination and industrial real estate
prices. Journal of Real Estate Research, 23(1/2):179–199.

Jackson, T. O. and Pitts, J. M. (2005). Groundwater contamination and real estate
investment risk. Journal of Real Estate Practice and Education, 8(1):115–132.

Jakeman, A. J., Chen, S. H., Rizzoli, A. E., and Voinov, A. A. (2008). Chapter one
modelling and software as instruments for advancing sustainability. In A.J. Jake-
man, A. A. V. A. E. R. and Chen, S. H., editors, Developments in Integrated
Environmental Assessment, volume Volume 3, pages 1–13. Elsevier.

Jeb, B. (1996). Planning for sustainability at the local government level. Environ-
mental Impact Assessment Review, 16(4-6):363–379.

Journel, A. G. and Huijbregts, C. J. (1978). Mining geostatistics. Academic Press,
London ; New York.

Journel, A. G. and Rossi, M. E. (1989). When do we need a trend model in kriging.
Mathematical Geology, 21(7):715–739.

Kalman, R. E. (1960). A new approach to linear filtering and prediction problems.
Transactions of the ASME–Journal of Basic Engineering, 82(Series D):35–45.

Kangas, J., Kangas, A., Leskinen, P., and Pykalainen, J. (2001). Mcdm methods in
strategic planning of forestry on state-owned lands in finland: Applications and
experiences. Journal of Multi-Criteria Decision Analysis, 10:257–271.

Kaufman, M., Rogers, D., and Murray, K. (2005). An empirical model for estimat-
ing remediation costs at contaminated sites. Water, Air, &amp; Soil Pollution,
167(1):365–386.

Kübert, M. and Finkel, M. (2006). Contaminant mass discharge estimation in
groundwater based on multi-level point measurements: A numerical evaluation
of expected errors. Journal of Contaminant Hydrology, 84(1-2):55–80. doi: DOI:
10.1016/j.jconhyd.2005.12.003.

Kerry, R. and Oliver, M. (2007). Determining the effect of asymmetric data
on the variogramm. i. underlying asymmetry. Computers and Geosciences,
33(2007):1212–1232.

Kerth, M. and van de Griendt, B. (2000). Monetäre bewertung des "altlastenrisikos".
In Franzius, V. and Wolf, K., editors, Handbuch der Altlastensanierung. C.F.
Müller Verlag, Heidelberg. Loseblattsammlung.

King, M. W. G. and Barker, J. F. (1999). Migration and natural fate of a coal tar
creosote plume 1. overview and plume development. Journal of Contaminant
Hydrology, 39(3-4):249–279.



BIBLIOGRAPHY 117

Kistemann, T., Hundhausen, J., Herbst, S., Claßen, T., and Färber, H. (2008). As-
sessment of a groundwater contamination with vinyl chloride (vc) and precursor
volatile compound (voc) by use of a geographical information system (gis). In-
ternational Journal of Hygiene and Environmental Health, 211:308–317.

Kitanidis, P. K. and Shen, K. F. (1996). Geostatistical interpolation of chemical
concentration. Advances in Water Resources, 19(6):369–378.

Kälberer, A., Klever, S. F., and Lepke, T. (2005). The future lies on brownfields.

Kleiber, W., Simon, J., and Weyers, G. (2007). Kommentar und Handbuch zur
Ermittlung von Verkehrs-, Versicherungs- und Beleihungswerten unter Berück-
sichtigung von WertV und BelWertV. Bundesanzeiger Verlag, 5 edition.

Kok, K. and Verburg, Peter H Veldkamp, T. A. (2007). Integrated assessment of the
land system: The future of land use. Land Use Policy, 24:517–520.

Lambin, E. F. and Meyfroidt, P. (2011). Global land use change, economic glob-
alization, and the looming land scarcity. Proc Natl Acad Sci U S A. Journal
article Proceedings of the National Academy of Sciences of the United States of
America Proc Natl Acad Sci U S A. 2011 Feb 14.

Lange, D. A. and McNeil, S. (2004). Brownfield development: Tools for steward-
ship. Journal of Urban Planning and Development-Asce, 130(2):109–116.

Larsen, M., Burken, J., Machackova, J., Karlson, U. G., and Trapp, S. (2008). Using
tree core samples to monitor natural attenuation and plume distribution after a pce
spill. Environmental Science & Technology, 42(5):1711–1717.

Lee, O., Ferber, U., Grimski, D., Millar, k., and Nathanail, P. (2004).
The scale and nature of european brownfields. In CABERNET,
http://www.cabernet.org.uk/resourcefs/417.pdf, page 8.

Lemser, B. and Tillmann, A. (1997). Wirtschaftlichkeit von Bodensanierungen.
Schmidt.

Lesage, P., Ekvall, T., Deschênes, L., and Samson, R. (2007). Environmental assess-
ment of brownfield rehabilitation using two different life cycle inventory models.
The International Journal of Life Cycle Assessment, 12(7):497–513.

Leschik, S., Musolff, A., Krieg, R., Martienssen, M., Bayer-Raich, M., Reinstorf,
F., Strauch, G., and Schirmer, M. (2009). Application of integral pumping tests
to investigate the influence of a losing stream on groundwater quality. Hydrology
and Earth System Sciences, 13(10):1765–1774.

Li, X., He, H., Bu, R., Wen, Q., Chang, Y., Hu, Y., and Li, Y. (2005). The adequacy
of different landscape metrics for various landscape patterns. Pattern Recogni-
tion, 38(12):2626–2638.



118 BIBLIOGRAPHY

Liedl, R. and Teutsch, G. (1998). Statistische absicherung der probenahme bei
der gefahrenherderkundung. Abschlußbericht LAG 98-01/0460, EBERHARD-
KARLS-UNIVERSITÄT TÜBINGEN, Geologisches Institut, Lehrstuhl für
Angewandte Geologie. BWplus.

Liedl, R., Yadav, P. K., and Dietrich, P. (2011). Length of 3-d mixing-controlled
plumes for a fully penetrating contaminant source with finite width. Water Re-
sour. Res., 47(8):W08602.

Ligmann-Zielinska, A., Church, R., and Jankowski, P. (2005). Sustainable urban
land use allocation with spatial optimization. In 8th International Conference on
Geocomputation, University of Michigan, Eastern Michigan University, USA.

Ligmann-Zielinska, A., Church, R. L., and Jankowski, P. (2008). Spatial optimiza-
tion as a generative technique for sustainable multiobjective land-use allocation.
International Journal of Geographical Information Science, 22(6):601–622.

Linkov, I., Satterstrom, F., Kiker, G., Batchelor, C., Bridges, T., and Ferguson,
E. (2006). From comparative risk assessment to multi-criteria decision analysis
and adaptive management: Recent developments and applications. Environ Int,
2006(32):1072–1093.

Liu, G., Chen, Y., and Zhang, D. (2008). Investigation of flow and transport pro-
cesses at the made site using ensemble kalman filter. Advances in Water Re-
sources, 31(7):975 – 986.

LUA, L. B. (2006). Fachinformation des landesumweltamtes (internetpräsentation)
- nr. 5-2006: Handlungsempfehlung zur beurteilung der gefahrenlage anhand von
prüf- und maßnahmenwerte sowie sonstiger erkenntnisse im rahmen der altlas-
tenbearbeitung und der bearbeitung von anlagenbezogenen schädlichen boden-
veränderungen sowie dadurch verursachten gewässerverunreinigungen.

Mack, J., Crumbling, D. M., and Ellerbusch, F. (2004). A data integration frame-
work to support triad projects. Remediation, 15(1):21–37.

MacKay, D. M. (1990). Characterization of the distribution and behaviour of con-
taminants in the subsurface. In Conway, R. A., editor, Ground water and soil
contamination remediation: toward compatible science, policy, and public per-
ception : report on a colloquium sponsored by the Water Science and Technology
Board, pages 70–90. National Academy Press, Washington.

Malczewski, J. (2004). Gis-based land-use suitability analysis: a critical overview.
Progress in Planning, 62:3–65.

Malczewski, J. (2006). Integrating multicriteria analysis and geographic informa-
tion systems: the ordered weighted averaging (owa) approach. International
Journal of Environmental Technology and Management, 6, Nos. 1/2(2006):7–19.



BIBLIOGRAPHY 119

Marsland, P. and Carey, M. (1999). Methodology for the derivation of remedial
targets for soil and groundwater to protect water resources environment agency
r&d publication 20.

Mathey, A. H., Krcmar, E., Dragicevic, S., and Vertinsky, I. (2008). An object-
oriented cellular automata model for forest planning problems. Ecological Mod-
elling, 212(3-4):359–371.

Matthews, K. B., Buchan, K., Sibbald, A. R., and Craw, S. (2006). Combining
deliberative and computer-based methods for multi-objective land-use planning.
Agricultural Systems, 87(2006):18–37.

Matthews, K. B., Craw, S., Elder, S., Sibbald, A. R., and MacKenzie, I. (2000).
Applying genetic algorithms to multi-objective land use planning. In Whitley,
D. e. a., editor, Genetic Evolutionary Computation Conference (GECCO 2000),
pages 613–620, Las Vegas. Kaufmann, Morgan.

Matthews, K. B., Sibbald, A. R., and Craw, S. (1999). Implementation of a spa-
tial decision support system for rural land use planning: integrating gis and en-
vironmental models with search and optimisation algorithms. Computers and
Electronics in Agriculture, 23(1999):9–26.

McDonnell, M. D., Possingham, H. P., Ball, I. R., and Cousings, E. A. (2002).
Mathematical methods fpr spatially cohesive reserve design. Environmental
Modeling and Assessment, 7(2002):107 – 114.

McGarigal, K. and Marks, B. (1995). Fragstats: spatial pattern analysis program for
quantifying landscape structure. Technical Report Tech. Rep. PNW-351, Forest
Science Department, Oregon State University.

McGrath, W. A. and Pinder, G. F. (2003). Search strategy for groundwater
contaminant plume delineation. Water Resources Research, 39(10):1298–+.
doi:10.1029/2002WR001636.

McKnight, U. S., Funder, S. G., Rasmussen, J. J., Finkel, M., Binning, P. J., and
Bjerg, P. L. (2010). An integrated model for assessing the risk of tce groundwa-
ter contamination to human receptors and surface water ecosystems. Ecological
Engineering, 36(9):1126–1137.

Meadows, D. H., Meadows, D. L., Randers, J., and Behrens, W. W. I. (1972). Limits
to Growth:Report for the Club of Rome’s Project on the Predicament of Mankind.
Universe Books, New York.

Mehran, M., Olsen, R. L., and Rector, B. M. (1987). Distribution coefficient of
trichloroethylene in soil-water systems. Ground Water, 25(3):275–282.

Mehrjardi, R. T., Jahromi, M. Z., Sh, M., and Heidari, A. (2008). Spatial distribution
of groundwater quality with geostatistics (case stude: Yazd-ardakan plain). World
Applied Sciences Journal, 4-1(2008):9–17.



120 BIBLIOGRAPHY

Mendoza, G. A. (1997). A mathematical model for generating land-use allocation
alternatives for agroforestry systems. Agroforestry Systems, 5(4):443–453.

Meyer, B. C. and Grabaum, R. (2008). Mulbo: Model framework for multicrite-
ria landscape assessment and optimisation. a support system for spatial land use
decisions. Landscape Research, 33(2):155–179.

Meyer, W. B., Turner, B. L., and University Corporation for Atmospheric Research.
Office for Interdisciplinary Earth Studies. (1994). Changes in land use and land
cover : a global perspective. Cambridge University Press, Cambridge [England]
; New York, NY, USA.

Michalak, A. M. and Kitanidis, P. K. (2004a). Application of geostatistical inverse
modeling to contaminant source identification at dover afb, delaware. Journal of
Hydraulic Research, 42, Extra Issue(2004):9–18.

Michalak, A. M. and Kitanidis, P. K. (2004b). Estimation of historical groundwa-
ter distribution using the adjoint state method applied to geostatistical modeling.
Water Resources Research, 40(2004):14.

Michalak, A. M. and Kitanidis, P. K. (2005). A method for the interpolation fo
nonnegative functions with an application to contaminant load estimation. Stoch
Environ Res Risk Assess, 19(2005):8–23.

Michalski, F. and Peres, C. (2005). Anthropogenic determinants of primate and car-
nivore local extinctions in a fragmented forest landscape of southern amazonia.
Biological conservation, 124(3):383?396.

Miles, B., Maji, R., Sudicky, E. A., Teutsch, G., and Peter, A. (2008). A pragmatic
approach for estimation of source-zone emissions at lnapl contaminated sites.
Journal of Contaminant Hydrology, 96(1-4):83–96.

Müller, W. and Rohr-Zänker, R. (2009). Bewertung von Nachhaltigkeitspotenzialen
städtischer Brachflächen, volume 4 of IMU Infodienst. Eigenverlag, München.
For English translation, cf. to http://www.stadtregion.net/Downloads.36.0.html.

Morio, M. and Finkel, M. (2010). A screening level method to derive contam-
inant distributions in groundwater for early stage assessments of brownfields.
In Schirmer, M., Hoehn, E., and Vogt, T., editors, GQ10 : Groundwater Qual-
ity Management in a Rapidly Changing World. Proceedings of the 7th Interna-
tional Groundwater Quality Conference held in Zurich, Switzerland, 13-18 June
2010, volume 342 of IAHS Red Book Series, pages 189–193, Zürich, Switzerland.
IAHS.

Morio, M., Finkel, M., and Martac, E. (2010). Flow guided interpolation - a gis-
based method to represent contaminant concentration distributions in groundwa-
ter. Environmental Modelling & Software, 25(12):1769–1780.



BIBLIOGRAPHY 121

Morio, M., Finkel, M., Schädler, S., Harthmuth, G., and Hermann, R. (2008). Im-
proving mega-site revitalisation strategies by trading off benefits from future land
use and clean-up costs. In Trefry, M. and ICGQ, M. C. H. A., editors, GQ 2007:
Securing Groundwater Quality in Urban and Industrial Environment, pages 555–
562, Fremantle, Western Australia. IAHS-Press.

Morio, M., Schädler, S., Finkel, M., Justen, A., Bleicher, A., Bartke, S.,
and Gross, M. (2011). Mmt – megasite management toolsuite user’s guide.
http://www.safira-mmt.de , last accessed: 28 August 2011.

Mundy, A. R. (1992). Stigma and value. Appraisal Journal, 60(1):7–13.

Mundy, B. and Kilpatrick, J. A. (2003). Appraisal of contaminated property in the
united states. Journal of Japan Real Estate Institute.

Neupauer, R. M. and Wilson, J. L. (2003). Backward location and travel time prob-
abilities for a decaying contaminant in an aquifer. Journal of Contaminant Hy-
drology, 66(1-2):39–58.

Nijkamp, P., Rodenburg, C. A., and Wagtendonk, A. J. (2002). Success factors for
sustainable urban brownfield development: A comparative case study approach
to polluted sites. Ecological Economics, 40(2):235–252.

NRTEE (2003). Cleaning up the past, building the future: A national brownfield
redevelopment strategy for canada.

Nuissl, H. and Schroeter-Schlaack, C. (2009). On the economic approach to the
containment of land consumption. Environmental Science & Policy, 12(3):270–
280.

Openshaw, S. (1983). Location-allocation techniques: practical methods for spatial
planning. Journal of Environmental Planning and Management, 26(1):7 – 14.

O’Reilly, M. and Brink, R. (2006). Initial risk-based screening of potential brown-
field development sites. Soil & Sediment Contamination, 15(5):463–470.

Parker, P., Letcher, R., Jakeman, A., Beck, M. B., Harris, G., Argent, R. M.,
Hare, M., Pahl-Wostl, C., Voinov, A., Janssen, M., Sullivan, P., Scoccimarro, M.,
Friend, A., Sonnenshein, M., BAker, D., Matejicek, L., Odulaja, D., Deadman,
P., Lim, K., Larocque, G., Tarikhi, P., Fletcher, C., Put, A., Maxwell, T., Charles,
A., Breeze, H., Nakatani, N., Mudgal, S., Naito, W., Osidele, O., Eriksson, I.,
Kautsky, U., Kautsky, E., Naeslund, B., Kumblad, L., Park, R., Maltagliati, S.,
Girardin, P., Rizzoli, A., Mauriello, D., Hoch, R., Pelletier, D., Reilly, J., Olafs-
dottir, R., and Bin, S. (2002). Progress in integrated assessment and modelling.
Environmental Modelling & Software, 17(3):209–217.

Patchin, P. (1988). Valuation of contaminated property. Appraisal Journal, pages
7–16.



122 BIBLIOGRAPHY

Patchin, P. (1991). Contaminated properties - stigma revisited. The Appraisal Jour-
nal, 59(1):167–172.

Pediaditi, K., Doick, K. J., and Moffat, A. J. (2010). Monitoring and evaluation
practice for brownfield, regeneration to greenspace initiatives: A meta-evaluation
of assessment and monitoring tools. Landscape and Urban Planning, 97(1):22–
36.

Pollard, S., Brookes, A., Earl, N., Lowe, J., Kearney, T., and Nathanail, C. P. (2004).
Integrating decision tools for the sustainable management of land contamination.
Science of the Total Environment, 325(1-3):15–28.

Pollock, D. W. (1994). User’s guide for modpath/modpath-plot, version 3: A par-
ticle tracking post-processing package for modflow. Technical Report Open-File
Report 94-464, U.S. Geological Survey.

Porter, D. W., Gibbs, B. P., Jones, W. F., Huyakorn, P. S., Hamm, L. L., and Flach,
G. P. (2000). Data fusion modeling for groundwater systems. Journal of Con-
taminant Hydrology, 42(2-4):303–335.

Possingham, H., Ball, I., and Andelman, S. (2000). Chapter 17 mathematical meth-
ods for identifying representative reserve networks. In Ferson, S. and Burgman,
M., editors, Quantitative methods for conservation biology, pages 291 – 305.
Springer Verlag, New York.

Potschin, M. and Haines-Young, R. (2006). "rio+10", sustainability science and
landscape ecology. Landscape and Urban Planning, 75(3-4):162–174.

Power, D. (2007). A brief history of decision support systems. DSSRe-
sources.COM, World Wide Web.

Preuß, T., Braun, J., Schrenk, V., and Weber, K. (2006). Brachfl"achenrecycling:
Herausforderungen, l"osungen, nutzen! dokumentation der deutsch-
amerikanischen abschlusskonferenz "´brownfield redevelopment: Challenges,
solutions, benefits"‘ am 18./19.4.2005 in berlin. Technical Report 978-3-88118-
412-0, Difu, Deutsches Institut f"ur Urbanistik.

Prommer, H., Barry, D. A., and Davis, G. B. (2002). Modelling of physical and
reactive processes during biodegradation of a hydrocarbon plume under transient
groundwater flow conditions. Journal of Contaminant Hydrology, 59(1-2):113 –
131.

Qi, H., Altinakar, M. S., Vieira, D. A. N., and Alidaee, B. (2008). Application of
tabu seach algorithm with a coupled annagnps-che1d model to optimize agricul-
tural land use. Journal of the American Water Resources Association, 44(4):866–
878.



BIBLIOGRAPHY 123

Quantum GIS Development Team (2009). Quantum GIS Geographic Information
System. Open Source Geospatial Foundation.

R Development Core Team (2009). R: A Language and Environment for Statistical
Computing. R Foundation for Statistical Computing, Vienna, Austria. ISBN
3-900051-07-0.

Rautman, C. A. and Istok, J. D. (1996). Probabalistik assessment of ground-water
contamination: 1. geostatistical framework. Ground Water, 34, No. 5(1996):899
– 909.

Razavi, A. H. (2004). ArcGIS Developer’s Guide for Visual Basic Applications.
OnWord Press., 2 edition.

Reed, P. M., Ellsworth, T. R., and Minsker, B. S. (2004). Spatial interpolation
methods for nonstationary plume data. Ground Water, 42(2):190–202.

REFINA (2007). Towards more effective and sustainable brownfield revitalisa-
tion policies. proceedings of the 2nd international conference on managing urban
land, 25 to 27 april, theaterhaus suttgart, germany. A Publication of the Research
Program ’"Research for the Reduction of Land Consumption and for Sustain-
able Land Management’" (REFINA) of the Federal Ministry of Education and
Research (BMBF), page 706, Stuttgart, Germany.

Reichert, P. and Borsuk, M. E. (2005). Does high forecast uncertainty preclude
effective decision support? Environmental Modelling & Software, 20(8):991–
1001.

Rein, A., Holm, O., Popp, S., Bittens, M., Rotard, W., and Dietrich, P. (2008a).
Revitalisation of rural megasites - adaptive strategies and technologies for risk-
based site characterisation and monitoring. In ConSoil 2008, pages C 93– C100,
Milano.

Rein, A., Popp, S., Leven, C., Bittens, M., and Dietrich, P. (2008b). Comparison of
approaches for the characterization of contamination at rural megasites. submit-
ted to Environmental Geology.

Rein, A., Popp, S., Zacharias, S., Leven, C., Bittens, M., and Dietrich, P. (2010).
Comparison of approaches for the characterization of contamination at rural meg-
asites. Environmental Earth Sciences, pages 1–11.

Rein, A., Popp, S., Zacharias, S., Leven, C., Bittens, M., and Dietrich, P. (2011).
Comparison of approaches for the characterization of contamination at rural meg-
asites. Environmental Earth Sciences, 63(6):1239–1249.

Reynolds, B. and Wu, A. M. (1999). Do landscape structural and functional units
exist? In Tenhunen, J. D. and Kabat, P., editors, Integrating Hydrology, Ecosys-
tem Dynamics and Biogeochemistry in Complex Landscapes, pages 273–296.
John Wiley & Sons Ltd.



124 BIBLIOGRAPHY

Rügner, H., Finkel, M., Kaschl, A., and Bittens, M. (2006). Application of moni-
tored natural attenuation in contaminated land management-a review and recom-
mended approach for europe. Environmental Science & Policy, 9(6):568–576.

Rügner, H., Henzler, R., Bittens, M., Weiß, H., Leven, C., Bayer, P., and Finkel,
M. (2007). Safira ii - revitalisierungskonzepte für großskalige boden- und grund-
wasserverunreinigungen. altlasten spektrum, 16(1):7–12.

Rinaldi, A. (1991). Contaminated properties - valuation solutions. The Appraisal
Journal, 59(3):377–381.

Rizzoli, A. E., Leavesley, G., Ascough Ii, J. C., Argent, R. M., Athanasiadis, I. N.,
Brilhante, V., Claeys, F. H. A., David, O., Donatelli, M., Gijsbers, P., Havlik, D.,
Kassahun, A., Krause, P., Quinn, N. W. T., Scholten, H., Sojda, R. S., and Villa,
F. (2008). Chapter seven integrated modelling frameworks for environmental
assessment and decision support. In A.J. Jakeman, A. A. V. A. E. R. and Chen,
S. H., editors, Developments in Integrated Environmental Assessment, volume
Volume 3, pages 101–118. Elsevier.

Romanos, M. C. and Hatmaker, M. L. (1980). Urban activity allocation under
criteria of transportation energy efficiency. Energy Research, 4:1–10.

Sante-Riveira, I., Boullon-Magana, M., Crecente-Maseda, R., and Miranda-Barr,
D. (2008a). Algorithm based on simulated annealing for land-use allocation.
Comput. Geosci., 34(3):259–268.

Sante-Riveira, I., Crecente-Maseda, R., and Miranda-Barros, D. (2008b). Gis-based
planning support system for rural land-use allocation. Computers and Electronics
in Agriculture, 63:257–273.

Schädler, S., Finkel, M., Bleicher, A., Morio, M., and Gross, M. (2011a). System-
atic improvement of sustainable brownfields redevelopment by automated quan-
titative spatial assessment of sustainability indicators. submitted to Landscape
and Urban Planning.

Schädler, S., Finkel, M., and Pulsani, B.-R. (2010a). Raumbezogene repräsentation
der nutzungs- und lageabhängigen marktpreisbewertung von flächen. Technical
report, Universität Tübingen.

Schädler, S., Finkel, M., Pulsani, B.-R., and Morio, M. (2009). Interactive land
use map (ilum) - dokumentation und handbuch. Technical report, Universität
Tübingen.

Schädler, S., Morio, M., Bartke, S., and Finkel, M. (2012). Integrated planning
and spatial evaluation of megasite remediation and reuse options. Journal of
Contaminant Hydrology, 127:88–100.



BIBLIOGRAPHY 125

Schädler, S., Morio, M., Bartke, S., Rohr-Zänker, R., and Finkel, M. (2011b). De-
signing sustainable and economically attractive brownfield revitalization options
using an integrated assessment model. Journal of Environmental Management,
92(3):827–837.

Schädler, S., Morio, M., and Finkel, M. (2008). Land use related cost estimates
for contaminated site development: consequences of uncertainty to planning and
invest-ment decisions. In Trefry, M., editor, Groundwater Quality 2007: Securing
Groundwater Quality in Urban and Industrial Environments., IAHS Redbook,
Fremantle, Western Australia.

Schädler, S., Morio, M., and Finkel, M. (2010b). Integrated screening level evalu-
ation of megasite redevelopment. In Schirmer, M., Hoehn, E., and Vogt, T., ed-
itors, GQ10 : Groundwater Quality Management in a Rapidly Changing World.
Proceedings of the 7th International Groundwater Quality Conference held in
Zurich, Switzerland, 13-18 June 2010, volume 342 of IAHS Red Book Series,
pages 163–166, Zürich, Switzerland. IAHS.

Sächsiches Landesamt für Umwelt, Landwirtschaft und Geologie (2001). Mate-
rialien zur altlastenbehandlung 2001: Marktorientierte bewertung altlastenbe-
hafteter grundstücke.

Schumacher, J., Struckhoff, G., and Burken, J. (2004). Assessment of subsurface
chlorinated solvent contamination using tree cores at the front street site and a
former dry cleaning facility at the riverfront superfund site, new haven, missouri,
1999-2003. Technical Report Scientific Investigations Report 2004-5049, U.S.
Department of the Interior & U.S. Geological Survey.

Schwarz, R., Ptak, T., Holder, T., and Teutsch, G. (1998). Groundwater risk assess-
ment at contaminated sites: a new investigation approach. Groundwater Quality:
Remediation and Protection, 250:68–71 598.

Schwarze, R. and Bartke, S. (2007). Sozialkostenansätze für die nutzung von grün-
flächen: Methodenüberblick und stand der forschung. Unpublished document
(working draft) within the BMBF research project REFINA-SINBRA.

Schwarzenbach, R. P., Gschwend, P. M., and Imboden, D. M. (2003). Environmen-
tal organic chemistry. Wiley, Hoboken, N.J., 2nd edition.

Semenzin, E., Critto, A., Carlon, C., Rutgers, M., and Marcomini, A. (2007a). De-
velopment of a site-specific ecological risk assessment for contaminated sites:
Part ii. a multi-criteria based system for the selection of bioavailability assess-
ment tools. Science of the Total Environment, 397(2007):34–45.

Semenzin, E., Critto, A., Marcomini, A., and Rutgers, M. (2007b). Dss-eramania:
A decision support system for site-specific ecological risk assessment of contam-
inated sites. In Hull, R., Barbu, C.-H., and Goncharova, N., editors, Strategies



126 BIBLIOGRAPHY

to Enhance Environmental Security in Transition Countries, volume 26 of NATO
Security through Science Series, pages 35–46. Springer Netherlands.

Shan, C. and Javandel, I. (2005). A multilayered box model for calculating prelim-
inary remediation goals in soil screening. Risk Analysis, 25(2):339–349.

Shlomi, S. and Michalak, A. M. (2007). A geostatistical framework for incorporat-
ing transport information in estimating the distribution of a groundwater contam-
inant plume. Water Resources Research, 43(3):–.

Shmelev, S. E. and Rodríguez-Labajos, B. (2009). Dynamic multidimensional as-
sessment of sustainability at the macro level: The case of austria. Ecological
Economics, 68(10):2560–2573.

SINBRA (2009). SINBRA – Methodenkatalog. Vorstellung der im Verbund-
vorhaben SINBRA entwickelten Methoden zu Inwertsetzung nicht wettbewerbs-
fähiger Brachflächen. http://www.sinbra.de.

Singh, R. K., Murty, H. R., Gupta, S. K., and Dikshit, A. K. (2009). An overview of
sustainability assessment methodologies. Ecological Indicators, 9(2):189–212.

Smit, W. and Smit, I. (2003). How much support can we expect from decision
support systems? International Journal of Technology, Policy and Management,
3(3/4):251.

Sorvari, J. and Seppälä, J. (2010). A decision support tool to prioritize risk
management options for contaminated sites. Science of the Total Environment,
408(8):1786–1799.

Sounderpandian, J., Frank, N., and Chalasani, S. (2005). A support system for
mediating brownfields redevelopment negotiations. Industrial Management &
Data Systems, 105(1-2):237–254.

Sterk, B., van Ittersum, M. K., and Leeuwis, C. (2011). How, when, and for what
reasons does land use modelling contribute to societal problem solving? Envi-
ronmental Modelling & Software, 26(3):310–316.

Stevens, D., Dragicevic, S., and Rothley, K. (2007). icity: A gis-ca modelling tool
for urban planning and decision making. Environmental Modeling & Software,
22:761–773.

Stewart, R. R. and Possingham, H. P. (2005). Efficiency, costs and trade-offs
in marine reserve system design. Environmental Modeling and Assessment,
10(2005):203 – 213.

Storck, P., Eheart, J. W., and Valocchi, A. J. (1997). A method for the optimal
location of monitoring wells for detection of groundwater contamination in three-
dimensional heterogenous aquifers. Water Resour. Res., 33(9):2081–2088.



BIBLIOGRAPHY 127

Strange, N., Meilby, H., and Bogetoft, P. (2001). Land use opimization using self-
organizing algorithms. Natural Resource Modeling, 14(4):541–571.

Strenge, D. and Chamberlain, P. (1995). Multimedia environmental pollutant as-
sessment system (mepas): Exposure pathway and human health impact assess-
ment models.

Strenge, D. and Smith, M. (2006). Multimedia environmental pollutant assessment
system (mepas): Human health impact module description. Technical Report
PNNL-16164, Engineer Research and Development Center, U.S. Army Corps of
Engineers.

Sudicky, E. A., Cherry, J. A., and Frind, E. O. (1983). Migration of contaminants
in groundwater at a landfill: A case study : 4. a natural-gradient dispersion test.
Journal of Hydrology, 63(1-2):81 – 108.

Syms, P. (1999). Redeveloping brownfield land: The decision making process.
Journal of Property Investment and Finance, 17(5):481–500.

Syms, P. M. and Weber, B. R. (2003). International approaches to the valuation of
land and property affected by contamination. Research Reviews. RICS Founda-
tion, London.

Tam, E. K. L. and Byer, P. H. (2002). Remediation of contaminated lands: a decision
methodology for site owners. Journal of Environmental Management, 64(4):387–
400.

Taylor, P. D. and Ramsey, M. H. (2006). Sampling strategies for contaminated
brownfields. Soil Use and Management, 21:440–449.

Teichert, V. (2000). Die arbeitsgruppe Ökonomie und Ökologie der fest: Entwick-
lung von indikatorensystemen zur (regionalen) nachhaltigkeit. TA-Datenbank-
Nachrichten, 9(1):84–87.

Toms, L.-M. L., Mortimer, M., Symons, R. K., Paepke, O., and Mueller, J. F. (2008).
Polybrominated diphenyl ethers (pbdes) in sediment by salinity and land-use type
from australia. Environment International, 34(1):58–66.

Tong, D. Q., Murray, A., and Xiao, N. C. (2009). Heuristics in spatial analysis:
A genetic algorithm for coverage maximization. Annals of the Association of
American Geographers, 99(4):698–711.

Turban, E. and Watkins, P. R. (1986). Integrating expert systems and decision sup-
port systems. Mis Quarterly, 10(2):121–136.

Turner, M. (1990). Spatial and temporal analysis of landscape patterns. Landscape
Ecology, 4(1):21–30.



128 BIBLIOGRAPHY

Ulmer, F., Ortwin, R., Ruther-Mehlis, A., Jany, A., Lilienthal, M., Malburg-Graf,
B., Pietsch, J., and Selinger, J. (2007). Erfolgsfaktoren zur reduzierung des
flächenverbrauchs in deutschland. evaluation der rats-empfehlungen "mehr wert
für die fläche: Das ziel 30ha". Technical report, Rat für Nachhaltige Entwicklung.

Umweltbundesamt (1995). Entwicklung einer systematik zur kostenermittlung bei
der altlastensanierung ( kosal ).

Umweltbundesamt (2000). The soil - value - balance, a local authority decision aid
for sustainable land management. Technical report, Umweltbundesamt.

Umweltbundesamt (2005). Die zukunft liegt auf brachflächen.

U.N. (1987). Report of the world commission on environment and development:
Our common future. Technical report, United Nations, WCDE.

United Nations (1992). Agenda 21: Earth summit – the united nations programme
of action from rio.

U.S.EPA (1990). Risk assessment guidance for superfund, vol. i - human health
evaluation manual, part a.

U.S.EPA (1991). Risk assessment guidance for superfund: Volume i - human health
evaluation manual (part b, development of risk-based remediation goals).

U.S.EPA (2002). Small business liability relief and brownfields revitalization act
brownfields revitalization and environmental restoration act of 2001.

U.S.EPA (2003). The dnapl remediation challenge: Is there a case for source deple-
tion. expert panel on dnapl remediation. US Environmental Protecion Agency.

Uuemaa, E., Roosaare, J., and Mander, . (2005). Scale dependence of landscape
metrics and their indicatory value for nutrient and organic matter losses from
catchments. Ecological Indicators, 5(4):350–369.

Uuemaa, E., Roosaare, J., and Mander, . (2007). Landscape metrics as indicators of
river water quality at catchment scale. Nordic Hydrology, 38(2):125–138.

Venema, H. D., Calamai, P. H., and Fieguth, P. (2005). Forest structure optimiza-
tion using evolutionary programming and landscape ecology metrics. European
Journal of Operational Research, 164(2):423–439.

Walker, W. E., Harremoes, P., Rotmans, J., Sluijs, J. P. v. d., Asselt, M. B. A. v.,
Janssen, P., and Krauss, M. P. K. v. (2003). Defining uncertainty: A conceptual
basis for uncertainty management in model-based decision support. Integrated
Assessment, 4(1):5–17.

Wall, M. (1996). GAlib: A C++ library of genetic algorithm components. Mechan-
ical Engineering Department, Massachusetts Institute of Technology.



BIBLIOGRAPHY 129

Wang, T. A. and McTernan, W. F. (2002). The development and application of a
multilevel decision analysis model for the remediation of contaminated ground-
water under uncertainty. Journal of Environmental Management, 64(3):221–235.

Warrick, A., Young, M., and Wierenga, P. (1998). Probabilistic analysis of moni-
toring systems for detection of subsurface contaminant plumes. Ground Water,
36(6):894–900.

Wedding, G. C. and Crawford-Brown, D. (2007). Measuring site-level success in
brownfield redevelopments: A focus on sustainability and green building. Jour-
nal of Environmental Management, 85(2):483–495.

WertR (2002). Wertermittlungsrichtlinien, 19. juli 2002, banz. nr. 238a vom
20.12.2002.

WertV (1998). Verordnung über grundsätze für die ermittlung der verkehrswerte
von grundstücken (wertermittlungsverordnung-). vom 6. dezember 1988 (bgbl. i
s. 2209) geändert durch art 3 des baurog vom 18.8.1997 (bgbl. i s. 2081,2110).

Wright, J., ReVelle, C., and Cohon, J. (1983). A multiobjective integer program-
ming model for the land acquisition problem. Regional Science and Urban Eco-
nomics, 13(1983):31–53.

Wycisk, P., Hubert, T., Gossel, W., and Neumann, C. (2009). High-resolution
3d spatial modelling of complex geological structures for an environmental risk
assessment of abundant mining and industrial megasites. Computers & Geo-
sciences, 35(1):165–182.

Xiao, N., Bennett, D. A., and Armstrong, M. P. (2007). Interactive evolutionary
approaches to multiobjective spatial decision making: A synthetic review. Com-
puters, Environment and Urban Systems, 31(3):232–252.

Xiao, N. C. (2008). A unified conceptual framework for geographical optimization
using evolutionary algorithms. Annals of the Association of American Geogra-
phers, 98(4):795–817.

Xiaoli, L., Yingyi, C., and Daoliang, L. (2009). A spatial decision support sys-
tem for land-use structure optimization. WSEAS Transactions on Computers,
8(3):439–448.

Zavadskas, E. K. and Antucheviciene, J. (2006). Development of an indicator
model and ranking of sustainable revitalization alternatives of derelict property:
A lithuanian case study. Sustainable Development, 14:287–299.

Zhang, L. and Wong, M. H. (2007). Environmental mercury contamination in china:
Sources and impacts. Environment International, 33(1):108–121.



130 BIBLIOGRAPHY

Zheng, C. and Wang, P. (1999). MT3DMS, A modular three-dimensional multi-
species transport model for simulation of advection, dispersion and chemical
reactions of contaminants in groundwater systems: Documentation and user’s
guide. Technical Report Contract Report SERDP-99-1, U.S. Army Engineer Re-
search and Development Center.

Zitzler, E. (1999). Evolutionary Algorithms for Multiobjective Optimization: Meth-
ods and Applications. PhD thesis, ETH Zurich, Switzerland.






	Introduction
	Assessment methods for brownfield revitalization
	Finding optimal re-use plans using an integrated assessment scheme
	Thesis outline

	Improving mega-site revitalisation strategies by trading off benefits from future land use and clean-up costs
	Introduction
	The conceptual approach
	Site description
	Land use scenario
	Evaluation of monetary benefits and sustainability
	Evaluation of costs
	Minimising costs by optimal land use allocation
	Comparison of benefits and costs
	Acknowledgments

	Flow guided interpolation - a GIS-based method to represent contaminant concentration distributions in groundwater
	Introduction
	Methodology
	Model site: Investigation data and flow model
	Method evaluation
	Purpose
	Evaluation test case
	Evaluation method
	FGI performance

	Method application
	Summary and conclusions
	Acknowledgments
	List of symbols

	A screening level method to derive contaminant distributions in groundwater for early stage assessments of brownfields
	Introduction
	Methods
	Flow guided interpolation

	Application, results and discussion
	Acknowledgements

	Designing sustainable and economically attractive brownfield revitalization options using an integrated assessment model
	Introduction
	Brownfield revitalization
	Necessity for appropriate decision support systems
	Objectives

	Description of Methods
	Data Requirements
	Conflict Analysis
	Estimation of Costs for Site Preparation
	Groundwater Remediation Costs
	Soil remediation costs
	Building deconstruction costs

	Market value estimation and mercantile value reduction (MVR)
	Sustainability assessment

	Case study
	Description of model site
	Characterization of land use types and definition of redevelopment options

	Results and Discussion
	Evaluation of redevelopment options
	Discussion

	Conclusions
	Acknowledgements

	A multi-criteria genetic algorithm framework for the identification of holistically optimum brownfield redevelopment options
	Introduction
	The brownfields issue
	Integrated assessment and decision support
	Spatial optimization approaches
	Objectives

	Methods
	Integrated assessment of mixed re-use options
	Problem representation
	Economic Assessment
	Identifying the need for remediation: conflict analysis
	Remediation and site preparation costs
	Site market value

	Sustainability Assessment
	Evaluation of shape and compactness of land use pattern
	Optimization Algorithm
	Formulation of objective function

	Case study
	Site description
	Basic land-use scenario and initial land-use configuration
	Economic valuation data
	Sustainability evaluation settings
	Objectives and settings of optimization runs

	Results and Discussion
	Economical optimization
	Optimizing suitability for sustainable development
	Trading off economically favorable and sustainable land-use configurations
	Computational considerations
	Conclusions

	Software availability and supplementary data
	Acknowledgments
	Algorithms

	Summary and conclusions
	Publications related to brownfield and megasite management
	Peer reviewed papers
	Book chapters
	Conference Proceedings
	Project reports
	BMBF project REFINA–SINBRA
	SAFIRA II - Megasite Management System

	Software manuals

	References

