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Abstract

The aim of this work is to experimentally investigate the suitability of the

single wall carbon nanotubes (SWNT) for single electron charge pumps. Ap-

proaches using surface acoustic waves, local gating and properties of the

superconducting–isolating–normal conducting interface (SINIS) are examined.

These investigations result in a novel SWNT device. In the SINIS config-

uration an individual SWNT or a thin bundle is contacted by layered Nb/Ti–

contacts. The periodic modulation is provided by the AC signal applied at a

nearby gate. The first SWNT–based SINIS device is successfully operated

in the frequency range up to 80 MHz with quantized currents of several pi-

coamperes. The quantization of the current is achieved as function of applied

source–drain voltage, the magnitude of the applied AC–signal and the value

of the DC gate voltage. Effects observed during the operation of the device

are discussed.

Zusammenfassung

In der vorliegenden Arbeit wird die Eignung der einwändigen Kohlenstoff-

röhrchen (SWNT) für Einzelelektronenpumpen untersucht. Verfolgt werden

unterschiedliche Ansätze basierend auf Oberflächenwellen, lokalem Gaten

und Eigenschaften vom Übergang zwischen einem Supraleiter, Isolator und

einem Normalleiter (SINIS).

Das Ergebnis dieser Untersuchungen ist eine neuartige SWNT–basierte

Einzelelektronenpumpe basierend auf dem SINIS–Ansatz. Im Kern besteht

sie aus einem Kohlenstoffröhrchen(bündel) mit Nb/Ti–Kontakten. Die Strom-

quantisierung wird durch das Anlegen von einem HF–Signal am Gate er-

reicht. Die quantiesierten Ströme sind in der Größenordnung von einigen Pi-

koampere. Die Quantisierung kann durch Variiren von unterschiedlichen Pa-

rametern erreicht werden. Im Anschluss werden Effekte diskutiert, die wärend

des Betriebs einer solchen Pumpe beobachtet werden können.
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Chapter 1

Motivation & Overview





1.1 The SI and the Metrological Triangle

1.1 The SI and the Metrological Triangle

The International System of Units – or SI in short – provides a set of basic units.
This set is internationally used for measurements both in and outside of science.
Its choice influences not only the numbers resulting from our experiments, but also
our understanding of the matter we are dealing with. It is therefore not surprising,
that SI is subject to careful but continuous changes going along with progresses
in technology and scientific insight.
In the beginnings of SI the basic units were connected to artefacts. So, metre was
defined by the length of a particular metal bar. This type of definition, albeit intu-
itive, has intrinsic limitations in usability and precision as it depends on material
properties of this very artefact. Only after the metre was linked to the speed of
light – a natural constant – its definition became universal.
Electric basic units – voltage, current and resistance – all connected by Ohm’s
law, form the so called metrological triangle[1–3]. In analogy to the metre, it is
possible to link the edges of this triangle to natural constants, as can be seen
in Fig. 1.1. The precision of the experiments employing the quantum Hall effect,
discovered by von Klitzing[4, 5], and Josephson effects[6] is sufficiently high for
metrological purposes[7].
However, it is not yet possible to produce a current, which would satisfy metrolog-
ical requirements. This poses a problem in several respects. Firstly, it prevents
a direct experimental validation of the metrological triangle, which is still missing
and highly desirable. The second reason is that in SI the uncertainties of basic
units are interconnected, just as the respective units themselves. Therefore, the
low precision of the base unit Ampere affects the overall precision of the SI, which
is a serious obstacle on the way to new physics.
Over the last two decades several methods for quantized charge pumping were
proposed and realized, using both static[8] and modulated[9] tunneling barriers,
multiple tunneling junctions[10, 11], local gating of 1D-channel[12], scaled–down
charge-coupled devices[13] and moving quantum dots created by surface acous-
tic waves[14].
Most of the approaches aiming at the solution of the problem involve top–down
technological processes which result in devices which are as small as hundreds of
nanometres. However, as of now, despite of a large variety in approaches, there
are no metrologically satisfying results.
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Chapter 1 Motivation & Overview

Figure 1.1: Illustration of the metrological tri-
angle. Electrical units can be linked to fun-
damental constants. Josephson and quan-
tum Hall effect provide a possible definition
for voltage and resistance, respectively. In
analogy, electrical current can be defined
precisely by single electron pumping.

1.2 Carbon nanotubes – a nano-playground

Since the publication by Iijima in 1991[15] much attention was devoted to car-
bon nanotubes – in many aspects, by many scientists[16]. Carbon nanotubes
(CNT) are often described as elongated fullerenes or as seamlessly wrapped up
graphene sheets. They exist either as a single shell (so called single wall carbon
nanotube, SWNT, Fig. 1.2(a)), or as shells nested within each other (multi wall
carbon nanotube, MWNT, Fig. 1.2(b)) A good introduction into the field of car-
bon nanotubes can be found in [17–20]; details relevant for this work are given in
Appendix C on page 99.

Dimensions CNTs are very thin (typically 1–100 nm) but long (typically several
µm) which leads to a large ratio between length and thickness (so called aspect
ratio) of 103–108. The length of the CNTs is macroscopic (single tubes with more
than 2 mm length have been reported by Zheng et al. in 2004[22]). On the other
hand, the small width of CNTs gives rise to effects specific for low–dimensional
structures (e.g. single electron charging/Coulomb oscillations or van Hove sin-
gularities). CNTs represent so called mesoscopic1[23] material. Their properties
originate from the transition between the macroscopic to the microscopic, atom–
size scale.

Material properties CNTs are light but tougher than steel; they conduct heat
better than diamond. As for electrical conduction, CNTs show a certain peculiar-

1 from Greek µεσoς = in between
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1.2 Carbon nanotubes – a nano-playground

Figure 1.2: Illustration of different carbon nano structures

(a) An illustration of a fullerene (top left cor-
ner) and a (single wall) carbon nanotube
(middle and bottom right).

(b) An illustration of a SWNT bundle (upper
left) and an individual multi wall carbon nan-
otube (bottom right) [21]

ity: depending on how the imaginary graphene sheet is wrapped up to form a
nanotube (so called rolling vector1) its properties can vary from semiconducting
to metal-like. The size of the band gap depends on the rolling vector. For van-
ishing band gap one obtains so called metallic tubes, which allow higher current
densities than copper wires.
Under certain circumstances electrons in CNTs can have a very long (up to sev-
eral hundred nanometer[24]) mean free path. For mean free paths longer than
the actual length of the CNT one speaks of ballistic transport .
These outstanding properties gave rise to the popularity of CNTs. In the last years
a large variety of devices was reported, which utilize either individual features or
a suitable combination of them. The dimensions, semiconducting/metallic proper-
ties, and the ballistic nature of the electrical and spin transport in nanotubes lead
among other things to following CNT–devices:

• cold electron sources[25]

• CNT-based transistor[26]

• light emitting devices[27]

• spintronic devices[28]

1 sometimes also called helicity vector
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Recently, a new development in the research of carbon nanotubes gained weight,
namely the frequency–dependent behaviour of SWNT. A high frequency transistor
based on an individual carbon nanotube was implemented by Appenzeller and
Frank in 2004[29]. This device, switched by a back gate, showed no degradation
of signal up to 580 MHz, a limit imposed by the experimental setup. Another
device, operating via top–gates in the range of 0.1–1.6 GHz at room temperature
was reported by Chaste et al. in 2008[30] (see Fig. 1.3). Also flexible transistors
based on SWNT networks and operating in gigahertz regime were reported [31].

Figure 1.3: Top–gate SWNT tran-
sistor operating in gigahertz regime
[30]. The gate length is 300 nm.

It is obvious that a nanotube device oper-
ating at such frequencies could have an
variety of applications, as demonstrated
by a nanotube radio (Jensen et al.[32]).
Another application, which might be rele-
vant for metrology, is the real–time electron
counting as reported by Bylander et al. in
2005[33].
Beyond that, the SWNT is expected to
operate in terahertz regime due to its
properties as a ballistic conductor and
its very small capacitances. This area
is also a subject of intensive current
investigations[34, 35].

1.3 Quantized current with SWNTs

Both the field of carbon nanotubes and single electron pumping evolved strongly
in the last two decades. Combining these two fields creates many unexplored
aspects. Consequently, the application of SWNT in devices generating quantized
currents was not only suggested recently by several authors (Talyanskii et al.[36]
and Kaestner[37]), but also partly implemented by Leek et al.[38] and Würstle
et al.[39].
Indeed, using SWNT has several advantages compared with conventional semi-
conducting or metallic systems. As a rule of thumb, both accuracy and the max-
imum current which of a charge pump depend on the charging energy Ec of the
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island. Increasing of Ec usually implies a reduction of island’s dimensions, a pro-
cedure which has been extensively followed[40]. Yet there’s an alternative to this
top-down approach.
The field of molecular electronics offers a great variety of suitable candidates for
small size, high Ec single electron devices. Especially carbon nanotubes offer
an extended playground for low dimensional physics and single electron devices
since 1990s[41].
The capacitance of a SWNT with 1–1.5 nm in diameter and 300–900 nm length
can be as small as some attofarad, resulting in a charging energy Ec=2–20 meV.
This value is 1-2 orders of magnitude higher than the one obtained by common
methods, giving a big advantage for generation of quantized currents.
Despite of the large amount of SWNT–related work, their use for metrological
purpose remained a topic addressed by a few publications[38, 39, 42]. Also many
aspects are not clear or not investigated so far.
The aim of the presented work is to experimentally investigate the suitability of
single wall carbon nanotubes for devices generating quantized current. Several
possibilities were analyzed and examined. As a result of these investigations a
novel SWNT device could be implemented and operated, based on the idea of
the hybrid turnstile device as proposed by Pekola et al.[43].
The resulting device allows the generation of quantized charge currents controlled
to an extend which was not achieved before with nanotube–based devices.

1.4 Organization of this thesis

This work is organized in several chapters. Chapter 2 starts with an overview of
basic principles of charge pumping. Several proposals for sources of quantized
currents, including SWNT-based, are introduced, together with their implementa-
tions and experimental data.
Chapter 3 gives details on experimental part of the thesis. The first part of the
chapter deals with the device fabrication. Details on the measurement setup and
techniques used in this work are discussed in the second part.
Several implementations for a SWNT based source of a quantized current were
tested during this work. Chapter 4 is therefore devided in three parts, each dealing
with results obtained for each individual implementation.

7



Chapter 1 Motivation & Overview

Finally, Chapter 5 summarizes the thesis and gives an outlook on the field of
SWNT based quantized charge pumps and turnstiles.
For an easier access to the very diverse topic discussed within this work, there is
an appendix with several short introductions to the respective fields. Appendix A
on page 89 gives a quick overview on the field of surface acoustic waves. Single
electron transport is introduced in Appendix B on page 93. Single wall carbon
nanotubes, and their properties are dealt with in Appendix C on page 99.
These introductions are not meant to give an exhaustive overview of each field
involved. Instead, their purpose is rather to provide the reader with important
details and main facts relevant for this thesis.
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Charge Pumping





2.1 Basic Principles of Quantized Charge Pumping

2.1 Basic Principles of Quantized Charge Pumping

Thouless[44] introduced the idea of a quantized charge transport in 1983. Yet the
development of quantized charge pumping devices – similarly to SWNT devices
– started in the 1990s. It was triggered by realizing that due to the Coulomb
repulsion electrons can be loaded one by one on a small metal or semiconducting
island even though the total number of electrons on such an island might be very
large[45–47] (see also Appendix B.1 on page 93). The possibility of manipulating
single electrons attracted large interest and created a broad field of single electron
devices. The island has to be separated from the (source) lead by a tunneling
junction (with a resistance higher than RK = h

e2
=25.812 kΩ) and its Fermi level

is to be modified by a nearby gate. This arrangement is known as single-electron
box. Adding an drain lead results in a device known as single electron transistor
(SET) as illustrated in Fig. 2.1.

Figure 2.1: A scheme of a single electron tran-
sistor (SET). The source and drain leads are
separated from the island by high–ohmic junc-
tions. Therefore, the electron transport can
occur by tunneling only. The coupling of the
gate electrode to the island is purely capaci-
tive. Its function lies in the alignment of the
energy states of the island.

Capturing n electrons from the source lead on the island and releasing them some
time later on the drain lead results in transferring a charge of exactly n · e, with e

being the elementary charge. If this cycle is repeated with some frequency f , the
resulting current is described by a simple relation

I = n · e · f. (2.1)

Such devices are commonly referred to as turnstile devices if an additional source–
drain voltage Vsd across the source of quantized current is essential for its opera-
tion, otherwise they are denoted as charge pumps.
To generate quantized current it is not only necessary to localize a well-defined
number of electrons n on an island (which is the case, if the contact resistance

11



Chapter 2 Charge Pumping

R >> RK [46]). One also has to ensure that the desired number of electrons
tunnels to the desired direction. Difficulties linked to this second issue can be
illustrated by analyzing the SET.
Although an SET is perfectly able to confine charge on the single electron level
(i.e. in the off–state, see Fig. 2.2(a)), it fails to control one-by-one electron flow.
Indeed, Fig. 2.2(b) shows that when the energy states of the island are between
the Fermi energy of the leads (the on–state), there is no possibility of controlling
electrons tunneling from source to drain in a one–by–one way.

Figure 2.2: Working principle of a single electron transistor

(a) Off–state of an SET. Despite of applied
bias no electron transport is possible. The
energy of the electron in the highest occupied
state of the island is not sufficient to escape
to neither of the electrodes. The next higher
energy state of the island is energetically not
available.

(b) On–state of an SET. When the energy
state of the island is in the energy range be-
tween the Fermi levels of the source and drain
electrodes (tuned by the gate electrode), tun-
neling events from/to the island take place.

Therefore, a plain SET cannot be employed as a device for generating quantized
current. However, the existing implementations of such devices either are built
upon a modified version of an SET or use a core part of it. In the following, some
of these implementations will be introduced and discussed in rough chronological
order.

12



2.2 Geerligs device

2.2 Geerligs device

One of the early implementations was presented by Geerligs et al. in 1990[8].
Similar to the devices discussed above, it requires a small source–drain voltage
to operate. As illustrated in Fig. 2.3(a), the central part of the device resembles
an SET. This central SET is extended by additional tunneling junctions. The two
extra islands, if charged by a single electron, control the current flow through the
central SET. This setup ensures a one–by–one electron transport through the
device even if the central SET is in the on–state. If the gate voltage is modulated
by a high frequency source then a quantized current is generated, as can be seen
in Fig. 2.3(b).

Figure 2.3: Geerligs turnstile device

(a) Geerligs turnstile device scheme. The
central part resembles an SET (Fig. 2.1).
Additional island regulate the electron tun-
neling through the central SET such allow-
ing quantized currents.

(b) Quantized current generated by the
Geerligs turnstile device (for different fre-
quencies) by Geerligs[48].

2.3 Kouwenhoven device

The setup presented by Kouwenhoven et al. in 1991[9] makes use of a slightly
different approach and does not employ additional static structures. Instead, it
can be seen as a single island, possessing tunneling barriers with tunable height.

Fig. 2.4 illustrates the working principle of Kouwenhoven’s device. The central
island is separated from the leads by tunneling barriers, the height of which can

13



Chapter 2 Charge Pumping

Figure 2.4: Operation cycle of Kouwenhoven’s pumping device

(a) Charging of the
quantum dot (QD)

(b) Charged QD (c) Discharging of
the quantum dot

(d) Discharged QD

be modulated by an applied voltage. At the beginning of the cycle both barriers
are sufficiently high to suppress any tunneling events from and to the island. An
applied RF signal can lower the barrier such allowing the electrons to tunnel. If
the phase of RF signals applied to both tunneling barriers differ by π, it is possible
to allow the electrons to tunnel consecutive from the source lead to the island and
from the island to the drain lead[49]. Therefore, applying a small source–drain
voltage results in a quantized net current according to the relation (2.1).

2.3.1 Drawbacks of the Geerligs and Kouwenhoven devices

Albeit functioning, the approaches presented above have serious experimental
disadvantages which prevent these implementations to satisfy high metrological
requirements. Sufficiently high accuracy it given only if exactly one1 electron is
transferred in each working cycle. However, to ensure the tunneling of an elec-
tron through a barrier some finite time must be spent. Therefore, the operation
frequency of devices described so far is limited to several MHz if accuracy re-
quirements are to be met. As a consequence of this limitation achieved currents
can be only as high as few pA. So far the highest accuracy (15 ppb) was achieved
by a serial arrangement of 7 devices similar to the Geerligs device [10, 50] (see
Fig. 2.5). However, while this accuracy is sufficient for a metrological standard,
the current produced by this pump is as low as 1 pA.

1 or any other well defined number of electrons
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.

Figure 2.5: A 7–junction electron pump.
This arrangement allows an accuracy of
15 parts in 109 at 5 MHz pumping fre-
quency (by Keller et al.[10, 50])

2.4 Surface acoustic wave charge pumps

These limitations gave rise to an alternative approach, involving surface acoustic
waves (SAW). In analogy to light, which is a combination of electric and magnetic
waves, SAW in piezoelectric materials combine a mechanical longitudinal wave
with an electrical transversal wave (more on the nature and properties of SAW
can be found in the Appendix A). Approaches described below make use of the
electrical part of SAW.

2.4.1 Charge pumps based on 2DEG

Fig. 2.6 shows a typical device scheme used for generating quantized current by
SAW. The substrate is usually based on GaAs and fulfills two functions. Being a
piezoelectric material it conducts SAW generated by the transducers T1,2. A GaAs-
based heterostructure also provides a specific electron configuration known as 2–
dimensional electron gas (2DEG, see for example Weis[45]). In a 2DEG, electrons
are free to move in x– and y–direction only, being restricted in the z–direction. The
electrostatic potential within the 2DEG can be shaped by electrodes lying on the
surface. Applying negative voltage to these structures called split–gates (G1−3 in
Fig. 2.6) depletes parts of 2DEG from electrons.

Figure 2.6: Scheme of the
SAW based quantized charge
pump[51]
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Chapter 2 Charge Pumping

Figure 2.7: Operation principle of the quantized charge pump driven by SAW by
Shilton et al.[14].

(a) top view of the potential landscape (b) side view of the potential landscape

The 2DEG within the split–gate is depleted to form an one dimensional chan-
nel with a length of some hundred nanometer. Inside of this channel electrons
are confined within moving quantum dots, defined by SAW potential minima (see
Fig. 2.7). By choosing suitable parameters it is possible to generate a quantized
current. This approach underwent an extensive investigation by both experimen-
talists and theoreticians[14, 51–64]. As the SAW can be generated with frequen-
cies of several GHz, the resulting current is high enough to serve as metrological
standard. Indeed, quantized currents close to 1 nA have been generated. How-
ever, the accuracy of this pumping mechanism is severely limited due to non adi-
abatic processes taking place during the pumping. This is caused by the fact,
that the exact electrostatic potential of each moving dot is changing as it travels
through the split–gates. This makes it difficult to keep a well defined number of
electrons in each cycle. Also, the tunneling coupling between the electron gas
and the moving dot rapidly decays with time. These processes limit the accuracy
of the quantization achieved with SAW devices to a value of 10−2–10−4[62].

2.4.2 Charge pumps based on carbon nanotubes

As introduced above, coupling of surface acoustic wave to low dimensional elec-
tron systems is a well–known principle for a quantized charge pump. However, the
quantized charge pumping based on a SWNT, as proposed by Talyanskii et al.[36]
in 2001 was a novelty (see Fig. 2.8). While conventional SAW–pumps would also
benefit from high charging energies of carbon nanotube quantum dots, the moti-
vation to use the SWNT was different.

16



2.4 Surface acoustic wave charge pumps

Figure 2.8: Scheme of the pro-
posed SWNT based SAW adi-
abatic pump[65]

The electronic properties of SWNTs, such as ballistic transport and Luttinger Liq-
uid behaviour combined with high electron density, opened the prospect of exper-
imentally reaching the regime of quantized adiabatic quantum pumping, a novel
effect, which has been predicted by Thouless[44]

Proposal for an SWNT based adiabatic quantum charge pump

It is characteristic for quantum pumps that the periodic deformation of the con-
fining potential slowly changes the wave function of the system. One speaks of
adiabatic quantum pumping, if the deformation of the confining potential of the
mesoscopic system in question is slow on the relevant scale, i.e the dwell time of
an electron within the dot. The wave function extends into the leads and transports
charge to or from the reservoirs through the changes of the confining potential.
This principle does not require the quantum dot to be well–separated by the leads
and does not rely on Coulomb blockade, as in case of Geerligs and Kouwenhoven
devices. Indeed, current pumping was shown by Switkes et al. in 1999[66] on the
open dot, i.e. a structure well–coupled to the leads.
Under certain circumstances current generated by adiabatic quantum pumps can
be also quantized. The regime of the quantized adiabatic quantum pumping is
predicted to be insensitive to disorder and many–body interactions. This results in
a very high accuracy[67]. There are similarities to the quantum hall effect, which
produces highly accurate (10−8–10−9) results on less–than–perfect devices due
to its topological nature[68]. The quantized adiabatic charge transport is expected
to generate highly accurate currents for same reasons[69, 70].
The figure 2.9 shows the electron energy spectrum of an SWNT acting as an
one–dimensional conductor in a adiabatic periodic potential of the form

V (x, t) = A cos(kx− ωt)
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Figure 2.9: Energy spectrum
calculated for an SWNT in
a periodic SAW–induced elec-
trostatic potential shows nu-
merous minigaps (Talyanskii
et al.[36]) . Quantized current
is generated if the Fermi level
lies within such a minigap

as generated by SAW[36]. Several minigaps open within this spectrum. Thouless
showed that if the Fermi level is within such a minigap, the amount of charge
transferred during a pumping cycle is quantized and follows the relation

I = n · e · f.

Reported results on SWNT based current pumps

Figure 2.10: Observations of SAW induced quantized current in SWNT

(a) By Ebbecke et al. in 2004[71] (b) By Würstle et al. in 2007[39]

Recently, two groups reported experimental progress in the SAW induced charge
pumping in carbon nanotubes. Ebbecke et al.[71] reported in 2004 quantized
charge pumping on carbon nanotubes. The nanotubes were dispersed on LiNbO3

18



2.4 Surface acoustic wave charge pumps

and subsequently contacted. The quantization was observable for both frequen-
cies available with the device (the primary frequency of 475 MHz and the third
harmonic1 at 1425 MHz; all reported measurements were conducted at liquid he-
lium temperature). While a reproducible current quantization could be observed
(Fig. 2.10(a)), its value did not correspond to the expected value given by the
relation I = e · f .
The distance between the SWNT contacts was chosen to be 2 µm, which cor-
responds to λSAW/4 at the frequency of 475 MHz. Hence, the SAW modulated
the barriers to the SWNT-QD in analogy to the Kouwenhoven device. Quantized
charge pumping – based on the same principle – was reported by Würstle et al.
in 2007[39] (using a similar fabrication method, see Fig. 2.10(b)) and by Leek in
2006[72] (on quartz in a metallic CVD–grown nanotube).

Figure 2.11: Current induced by
SAW in a semiconducting SWNT
as reported by Leek et al.[38].
(Red and blue colors correspond
to positive and negative current,
respectively)

Leek et al.[38] reported in 2005 also non quantized charge transport induced by
SAW. It was observed in a semiconducting SWNT grown by CVD on a quartz
substrate. The sign of pumped current could be modified by gate voltage applied
at the SWNT as illustrated in Fig. 2.11. The data interpretation is illustrated in
Fig. 2.12. According to this model, SAW creates an electric field at the interface
between the metal contact and the nanotube. This bends the band structure al-
lowing injection of selectively electrons or holes, depending on the sign of the gate
voltage applied at the carbon nanotube.

1 For more information on SAW generation of higher harmonics see also Appendix A.2 on page 91
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Figure 2.12: The SAW packet transport model proposed by Leek et al.[38]

2.5 Quantized current by local gating

Figure 2.13: Scheme of the lo-
cally gated current pump by
Blumenthal et al.[12]. The
SEM micrograph shows the
etched channel (horizontal)
acting as 1D–conductor and
several local gates (vertical).
Two of them are denoted as
(L)eft and (R)ight.

The dilemma of having either high current at the expense of the accuracy or vice
versa made it necessary to look for new approaches. One of them is based on
shaping of the electrostatic potential along an one–dimensional ballistic channel
by applying voltage at locally acting gates. It was reported in 2007 by several
authors[12, 73, 74]. The device scheme and its operation principle are illustrated
in Figures 2.13 and 2.14. Its implementation involves a quantum wire, etched
out of GaAs/Al-GaAs 2DEG, and two top gates labeled as R and L in Fig. 2.14.
The voltage at the gate R is chosen so that the quantum wire beneath the gate
is depleted of electrons at all times. The RF signal is applied to the gate L. Dur-
ing the cycle a quantum dot is formed loading electrons from the left part of the
device and unloading them to the right. As no bias voltage is needed for the op-
eration of this device, one obtains a quantized charge pump generating current at
frequencies as high as several GHz and an accuracy of 10−4[12]. Higher accu-
racy is expected for devices with higher charging energy, which can be achieved
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Figure 2.14: Operation principle of the locally gated current pump. Main stages of
the time–dependent potential as seen by individual electrons in the channel.

(a) The potential at L in-
creases forming a quantum
dot. The potential hill at R
keeps its height at all times.

(b) The potential at L
matches the potential at R.
A quantum dot capturing
electrons is developed.

(c) The potential at L is so
high that the QD tilts to the
right. The electron transfer is
completed.

by decreasing the width of the quantum wire from currently several hundreds of
nanometers to a much smaller value. Alternatively, several of these devices can
be connected in parallel to increase the overall output current while low pumping
frequency ensures a high value of accuracy.

2.6 Hybrid superconducting–normal conducting

design

In 2008, Pekola et al.[43] reported a realization of another device type for gener-
ating quantized charge current. It comprises an SET combining superconducting
(S) and normal conducting (N) materials (Fig. 2.15). Due to this combination it
is known as hybrid device[43, 76]. Its principle of operation involves not only
the electron–electron interaction governing the energy quantization on a small is-
land but also features of the S–N interface. Both NISIN (normal conducting leads
separated by an insulating layer from a superconducting island[43]) and SINIS
configuration[75] were shown to generate quantized currents.
The latter is depicted in Fig. 2.15(a), where a small Cu–island is contacted by Al–
contacts. In the superconducting state the charge carriers condense as Cooper–
pairs below the the Fermi energy (for introduction in superconductors see[77, 78]).
These states are separated from the higher energy states by the energy gap 2∆,
where ∆ is the superconducting (BCS) band gap. In these states electrons can
exist as individual particles (so called quasi–particles). At low temperatures the
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Figure 2.15: The hybrid device[43, 75, 76]

(a) The SEM picture of the all–metal SINIS
hybrid device with superconducting leads
(Al, barely visible grainy metal) and normal
conducting island (Cu, bright metal). Alu-
minium oxide between these metals act as
the tunneling barrier.

(b) Quantized current produced by the
(NISIN) hybrid device[43] in units of elemen-
tary charge as function of gate amplitude
(Measured for different d.c. gate voltages
at 20 MHz)

(c) SINIS device working principle. The density of states in the superconducting leads
is is zero for EF ±∆, where EF is the Fermi energy and ∆ the superconducting gap. At
low temperatures the states below the gap are fully occupied, while the states above the
gap are empty.

22



2.6 Hybrid superconducting–normal conducting design

states below the gap are almost perfectly occupied, while the states above the
gap are empty.

Fig. 2.15(c) depicts the operation principle of the SINIS device. Essentially it com-
prises a ’regular’ SET, yet with superconducting leads. Analogous to the normal
SET, a small source–drain voltage Vsd is applied over the device and the energy
states of the central island can be shifted by a nearby gate. The island is charged
by a single electron when one of its available energy states is aligned with the
Cooper pair state of the source lead. The island is discharged, when the occu-
pied state is aligned with the quasi–particle state.
The band gap effectively suppresses tunneling effects for Vsd < 2∆/e. In con-
trast to the normal conducting (NININ) SET, this configuration allows a precise
and controllable one–by–one electron transfer necessary for the quantized current
generation. It is important to point out that a fully superconducting (SISIS) device
could not provide the necessary quantization condition neither. Here, Josephson
effect would cause superconducting currents with no applied bias. The hybrid SIN
interface is therefore vital for this device type.
The function of the BCS band gap is illustrated by the stability diagrams1 in
Fig. 2.16. The pumping is schematically depicted for different configurations of
the SET. For the regular (NININ) SET the stability regions of the states for charged
(n = 0) and uncharged (n = −1) island are barely touching each other. The pump-
ing signal (the thick red line) passes an area outside the stability regions, which
results in an uncontrollable current through the device. However, the stability re-
gions of the regular SET are extended in the hybrid device by the magnitude of
the BCS band gap. Consequently they overlap, such forming a bi–stable config-
uration (charged/uncharged island) which allows a controlled charge transfer and
quantized charge pumping.
One of the main advantages of the hybrid design is that it allows quantized charge
pumping with a single island and a simple design. A pump with several islands (as
reported by Keller et al. in 1996[50] and shown in Fig. 2.5) requires considerable
engineering and experimental effort. Also the operation frequency is lowered by
the high number of junctions. The hybrid design on the other hand could easily
allow to employ several devices in parallel, such achieving much higher currents2.

1 More on the topic of single–electron transport and stability diagrams can be found in the ap-
pendix B.3 on page 95

2 Kemppinen et al.[75] estimates that compared to the serial N–island pump (Fig. 2.5) hybrid design
can provide roughly N2 times higher currents while keeping the same amount of complexity
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Figure 2.16: Schematic picture of pumping with different SET configurations. The
coloured diamond–like areas are the stability regions of charge states n = 0
(charged island) and n = −1 (uncharged island). The lines represent the transi-
tion thresholds from these states by tunneling through left (L) or right (R) junction
in (wanted) forward (F) or (unwanted) backward (B) direction. The thick red line
corresponds to pumping with Vsd = ∆/e. ng = CgVg/e is the amount of charge
induced on the island by the gate. All energies are normalized in ∆ respective in
Ec, all charges are in units of e (from[75]).

(a) Regular (NININ) SET (b) Hybrid SET with equal charging
and BCS gap energies

The accuracy of the hybrid device is predicted[43, 76] to be sufficiently high to
fulfill the metrological requirements of generating quantized current in the order
of 100pA at an error rate of 10−6–10−8. The main way of reaching this goal is
(besides from optimization of the experimental parameters, such as using a rect-
angular signal shape) to obtain devices with ratios Ec/∆ > 10. This property
ensures suppression of higher–order processes (such as multiple Andreev reflec-
tion), which are the source for errors in the turnstile operation. As ∆ is given
by the superconducting contact material, this effectively requires fabrication of is-
lands with charging energy of several milli-electron volts . The feasibility of such
devices has been shown [40, 79], however linked with significant technical chal-
lenges.
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3.1 Sample Preparation

3.1.1 Fabricating SWNT Devices – General Remarks

Top–down approach Many devices used to study the physics of low–dimensional
system are usually fabricated in a so–called top–down approach. Here the prop-
erties of the material are defined during a technological process1 resulting in a
macroscopic amount of the material in question. This material is shaped and
modified using a various number of techniques2. These techniques result in a
microscopically small device, which is used for the actual investigation.
But however long a SWNT might be, it is still just one single molecule. Despite
of huge interest and some encouraging reports[22, 80] it is still not possible to
produce an individual SWNT on a length scale of several centimeters. Hence
the top–down approach described above cannot be applied for the fabrication of
SWNT devices.
While the top–down approach has proven itself, there is always a size limit down
to which the structures can be modeled. Even though this limit is continuously
pushed down by technical development, the imposed restrictions for the research
on mesoscopic structures (e.g. SWNT) are substantial. To solve this problem a
complementary approach is used.

Bottom–up approach In the so–called bottom–up approach the devices are
not fabricated by shaping the matter with the tools and techniques described
above. Instead the experimentalist rely on the fundamental interactions occur-
ring on molecular and sub–molecular level. If chosen carefully, components and
processes result in spontaneous organization of molecular or atomic structures,
which properties can then be studied.
This approach involves several processes known from chemistry and material re-
search, such as Langmuir–Blodgett–films, self–assembled monolayers, chemical
vapour deposition (CVD) and MBE, which are widely used and are of great value.

1 This could be purification of metals or semiconductors; doping of semiconductors, fabrication of
heterostructures by the molecular beam epitaxy (MBE)

2 Commonly used techniques are: optical and electron beam lithography, thermal and electron beam
evaporation of thin films, various wet, dry, and plasma assisted etching processes
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On the downside, these processes are more stochastic and erratic than the pro-
cesses known from the macroscopic world. The outcome of an technological step
can be predicted only statistically and not for each device individually.
SWNT, being a truly mesoscopic system, requires understanding and applying not
only the features of the top–down approach but also of the bottom–up. While this
is true for any mesoscopic system (e.g. 1D–whiskers or graphene nanoribbons),
the SWNT have an additional characteristic. The electrical properties of a SWNT
are very sensitive to its diameter and helicity. However, there is currently no pos-
sibility of controlling these properties. This introduces an additional uncertainty
element in fabricating a device with specific characteristics.
Summing up, one can say that since their discovery SWNT have not lost anything
of their exciting nature.

3.1.2 Device fabrication using the SWNT suspension

The three main ways of making SWNTs rely on obtaining carbon vapour in a cat-
alytic environment, which would allow formation of SWNT. Out of these three, only
with the chemical vapour deposition (CVD) method it is possible to place SWNT
on predefined positions of a chip directly during their synthesis. This approach
is both technologically challenging and promising and is often used for achieving
high quality SWNT devices[81–83]. The usability of this approach for the fabrica-
tion of SWNT based quantized charge devices was also investigated within this
work.
Devices used in the course of this work were fabricated using a different approach,
which is also used very often for SWNT–devices. Here, the individual carbon
nanotubes are brought into a suitable suspension to be absorbed on the surface
of the substrate.
The carbon material is produced by arc–discharge or laser ablation. In both cases
graphite is vaporized at temperatures around 2000 ◦C. Under the influence of
the catalyst carbon atoms form a mixture of different carbon allotropes such as
fullerenes, amorphous carbon, and various types of CNT. Typical source material
for the experiments conducted during this work is illustrated in Fig. 3.1(a).
In order to obtain individual single walled nanotubes, several steps are needed.
First of all, a stable suspension of carbon nanotubes has to be prepared. In
the second step individual SWNT are extracted by centrifugation. Consequently,
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Figure 3.1: Source SWNT material for this work

(a) Raw CNT material (b) A ready-made SWNT suspension in an
aqueous SDS solution

Figure 3.2: Preparation of the suspension
of carbon nanotubes in a SDS solution.
The first step is the separation of individ-
ual parts in the raw CNT material by the
ultrasound. In the second step the long–
chain SDS molecules surround the parti-
cles, which results is a stable suspension.
Adapted from [84].

these nanotubes are adsorbed on the substrate and are ready for further pro-
cessing. The results of the adsorption can be modified by an additional surface
modification. Below, these steps are described in detail.

Preparation of the SWNT suspension Deionized water is often used as the
base for SWNT suspensions. A small piece of the CNT–material (after optional
chemical purification) is put into deionized water. The dispersion of the CNT–
material is achieved by ultrasonication where the energy deposited by the ul-
trasound rod is pulling the carbon conglomerates (consisting of individual and
bundled CNT, amorphous carbon and catalyst rests) apart1. However, as carbon-

1 At the same time the ultrasonication is known to introduce additional defects to CNTs which effec-
tively leads to cutting of CNTs
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atious material is hydrophobic, large agglomerates form after a very short time.
Therefore, a stable suspension of individual SWNT is obtained by using suitable
surfactants.
Commonly, the sodium dodecyl sulfate (SDS, C12H25NaO4S) molecule is used[85].
It has a hydrophilic part (Na+) and a long hydrophobic tail. For our purpose a 1 wt%
solution of SDS was used. It surrounds separated particles (Fig. 3.2), which re-
sults in a stable suspension. The separation of catalyst particles, amorphous
carbon and (individual) carbon nanotubes is done by centrifuging.

Extraction of individual SWNT by centrifugation When needed, the original
SDS suspension was centrifuged at 14000 RPM for 30 min to separate the (light)
SWNT from (heavy) bundles, amorphous carbon and catalyst particles. After cen-
trifuging the upper part of the suspension was used for adsorption. This procedure
was repeated until satisfactory results were achieved. An example of resulting
SWNT suspension is shown in Fig. 3.1(b).

Chip surface modification On some surfaces it can be necessary to modify
the surface chemistry in order to obtain better adsorption and/or better selectiv-
ity for SWNTs. For SiO2 this can be achieved by creating an additional surface
layer, for example by a water solution (1:1000) of N-[3-(Trimethoxysilyl)Propyl]-
Ethylen-Diamin (97%) [86, 87]. This additional step, known as silanization greatly
increases the number of adsorbed nanotubes1.
For this work also other substrates were used, such as quartz and lithium nio-
bate (LiNbO3). Materials with different surface chemistry might require different
silanization processes. As quartz is chemically strongly related to the thermally
grown (amorphous) silicon dioxide on the silicon chips, the same silane could be
applied. However, for LiNbO3, appropriate silanes need to be chosen. Good re-
sults were obtained by using (3–Aminpropyl)–triethoxysylan (99%). Examples of
adsorbed SWNT are shown in Fig. 3.3.

Adsorption and selection of suitable SWNT Suspended tubes were adsorbed
on the chip either by putting on its surface a droplet of the suspension or by dipping
the chip into it. After this the chip was blow dried to remove the suspension. The
density of adsorbed CNTs on the surface was controlled by adsorption time and

1 A similar result can be obtained if instead of silane a layer of Al2O3 is used [88]
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Figure 3.3: Results of the SWNT deposition from a suspension on different sub-
strates. The density of adsorbed nanotubes can be controlled by the time the
substrate and suspension stay in contact.

(a) LiNbO3 (b) Quartz (the small
squares have the dimensions
of 500 nm×500 nm)

(c) Si/SiO2

monitored by atomic force microscopy (AFM) imaging. With some experience this
very simple technique allows to obtain desirable results.
After adsorbing the nanotubes onto the chip surface it is necessary to locate and
select the most promising candidates for successfully operating devices as pre-
cisely as possible1.
As the nanotubes used in this work were usually only 1–1.5 nm thick, a method
was required which reliably allows for resolving objects in nanometer scale. Among
several existing techniques (such as scanning electron microscope SEM or near
field optical microscope NFOM), the AFM has the benefit of working in ambi-
ent environment providing excellent resolution in sub–nanometer range2. These
properties make AFM the type of microscopy often employed in the fabrication of
CNT–based devices (an overview on AFM is given e.g. in [86]).
As the wafers of piezoelectric materials do not have a sufficiently smooth surface
they need to be polished for further processing. Otherwise, the scratches left after

1 In the beginnings[41] it was common to either randomly place contacts on top of suspended net-
works of CNTs or (randomly again) adsorb CNTs on top of predefined contacts. The experience
showed however that with increasing demands towards more reproducibility, device characteris-
tics, and device complexity this randomized approach is reaching its limits.

2 This is valid at least for the z–direction. The lateral resolution in x– and y–directions are typically
much lower. The consequence is that while it is possible to determine a diameter of a SWNT, it is
very hard to exclude the possibility of two thin nanotubes running alongside or partly overlapping
each other[89]
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individual wafers were cut from the ingot make the location of adsorbed SWNT
difficult.

3.1.3 Chip characteristics

Silicon chip The silicon based chip has become a de facto standard for DC–
measurements on carbon nanotubes. The silicon is highly doped and therefore
electrically conducting down to cryogenic temperatures. Thermally grown SiO2

(200 nm thickness) on top of silicon is on the other hand insulating. The back
side of the chip is metalized, allowing a good electrical contact. Hence, if voltage
is applied at the back side, the silicon acts as a global gate and SiO2 as the
dielectric. This setup is widely used to investigate and implement SWNT–based
devices such as transistors and diodes (see e.g. [90]).

Piezoelectric chips An important feature of presented work is the behaviour
of SWNTs under the influence of high frequency electric fields. This can be im-
plemented by several techniques. One possibility is to generate surface acoustic
waves (SAW, see Appendix A on page 89). As SAW require piezoelectric ma-
terials, silicon based chips cannot be used. During this work the use of lithium
niobate (LiNbO3, yz–cut) and quartz (36◦ rotated y–cut) as substrate for SWNT–
based devices was investigated.
An issue arising from using substrates other than the highly doped silicon is the
lack of a global back gate. As both quartz and LiNbO3 are bulk insulators, devices
can be gated only by side or top gates, which might involve additional fabrication
steps.

3.1.4 Contacting of SWNT

Contact Patterning All chips had in common predefined structures fabricated
by xLith GmbH in the case of silicon chips and by Physikalisch–Technische Bun-
desanstalt in Braunschweig (PTB) in the case of piezoelectric chips. These struc-
tures provided metal leads which were used later for contacting the nanotubes.
They also act as a system of markers (see Fig. 3.3(c)), which allows to localize a
specific carbon nanotube for each of the necessary fabrication steps.
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After the deposition on the substrate and the AFM selection suitable contacts to
SWNT were patterned by means of standard electron beam lithography (EBL) (a
detailed description of this step is given in e.g. [87, 91, 92]).

Figure 3.4: Wetting behaviour of some metals on SWNT (by Zhang and Dai[93])

Contact Metalization After the lithography contacts to carbon nanotube were
fabricated by evaporating or sputtering of various metals. The choice of the con-
tact metal has a direct consequence on the nature of the electrical contacts1 . One
of the reasons is the wetting of the surface of a SWNT by the specific metal during
the evaporation. The second is the Schottky barrier at the interface between the
metal contact and a semiconducting carbon nanotube.

Wetting behaviour of different metals As illustrated in the introductory part,
SWNT is basically all surface and no bulk. Therefore, surface effects are ubiq-
uitous when dealing with nanotubes especially in the process and nature of the
tube–metal interface.
An obvious example is wetting of SWNTs by different metals as shown in Fig. 3.4.
While some metals and alloys form a continuous film, others tend to form clusters.
When dealing with small dimensions as in the case of SWNT, this might lead to a
contact interface which consists of a number of point contacts. Usually this results
in a low reproducibility of contacts and a high contact resistance.

Schottky barrier and doping of SWNT by contact metal At the interface of a
semiconducting nanotube and the metal contact additional effects occur. Caused

1 An optional post processing step, such as annealing, is also known to have a certain influence on
the quality of some SWNT–metal contact[92, 94–96]
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by the difference in work function of SWNT and the metal, the band structure of
the nanotube bends (Fig. 3.5), creating a tunneling barrier. This phenomenon is
known as the Schottky barrier (see e.g. [27]. This tunneling barrier can signifi-
cantly increase the contact resistance of the SWNT–device. Moreover, a doping of
the carbon nanotube caused by the contacts can be observed in gate–dependent
measurements, as illustrated in Fig. 3.6.

Figure 3.5: Schottky barrier at the SWNT–metal interface (from Liang[91]). The
exact value of the work function in SWNT (≈4.5–5.5 eV[97]) depends on diameter
and chirality (more information is provided by[98–100]; also see the discussion of
nanotube/metal contacts in[19])

(a) High work function of AuPd (5.4 eV)
cause p–doping of SWNT

(b) Aluminium contacts (work function
4.1 eV) results in n–doping

Contact resistance Theoretically[17, 23], the resistance of a well–coupled metal-
lic nanotube equals to

RK/4 ≈ 6.45kΩ, (3.1)

where 4 is the number of conducting channels (two modes carrying two spins
each) in a metallic SWNT[104]. The resistance originates solely from the con-
tact resistance as the carbon nanotube is able to carry electrical current with no
scattering and losses (so–called ballistic transport1[105]).
The experimentally achievable resistance is usually much higher than predicted by
relation (3.1). As mentioned above, this is partly caused by poor metal wetting and
Schottky barrier. Additional tunneling barriers can also be introduced by organic

1 The assumption of a ballistic transport in a SWNT is valid only for low currents[91].
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Figure 3.6: Doping of carbon nanotubes by contacting with different metals

(a) n–doped behaviour after contacting by aluminium (T=300 K)

(b) p–doped behaviour after contacting by a layered NbTi (5 nm Ti followed by 30 nm
Nb) contact (T=4.2 K). More on work function of Ti in [101, 102]
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Figure 3.7: A schematic equivalent cir-
cuit of a SWNT–based transistor (from
Yao[103]). This is also the device type used
in this thesis. The gate electrode is coupled
purely capacitively (Cg), while the source
and drain electrodes are parameterized by
contact resistances Rs,d and capacitances
Cs,d

impurities (e.g. remains of SDS or EBL resist) originating from the fabrication
process1.
Another reason for the high value of measured resistance is that the assumption
of ballistic, scattering–free transport cannot be justified for all devices. In a SWNT
device, scattering centres can be introduced in several ways, such as: twisting,
bending and kinking of nanotubes; nanotube–nanotube interaction within a bun-
dle; structural defects (hepta– and pentagons instead of hexagons) introduced
during growth or device fabrication; scattering centres introduced by adsorbates
on the SWNT (residues, catalyst particles, individual gas molecules). Some of
these factors can be controlled experimentally to some extend, e.g. by refined
fabrication and selection. Other factors appear randomly.
In Fig. 3.7 these contributions caused by tunneling barriers and defects are pa-
rameterized as contact resistances Rs,d and contact capacitances Cs,d.
Figure 3.8(a) shows the result of a detailed investigation of the electron beam
lithography procedure with following development. The micrographs show that
even optimized parameters for the resist composition, its thickness, electron beam
exposure, and developing time do not guarantee a flawless removal of the resist,
which later might separate the SWNT from the evaporated metal contact. In addi-
tion, during the developing procedure floating debris of already solved resist might
cover the nanotube, again preventing a good electrical contact (see Fig. 3.8(b)).
This explains a strong variation of contact resistance.
During this work best values were obtained by using a very thin (3–5 Å) titanium
film prior to evaporating 30–40 nm AuPd (60:40) alloy. Superconducting contacts
(see Section 4.3) were fabricated by thermal evaporating of 5 nm titanium followed
by in situ sputtering of 30–40 nm niobium.

1 Also other factors influencing the contact resistance are under discussion, e.g. precise position of
the contact on the SWNT[106].
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Figure 3.8: Problems encountered during the fabrication process.

(a) Not completely removed resist layer (b) Resist lumps covering the nanotube

Titanium possesses a high degree of wetting both for the chip surface and the
carbon nanotube. It therefore provides an additional adhesion of the contacts on
the chip surface. It also enhances the electrical contact transparency. During
the fabrication of the superconducting contacts the titanium layer had also an
additional function of providing a necessary protection for the carbon nanotube
during the sputtering process.
Resistances achieved with this fabrication method were of the order of 10–100 kΩ

at room temperature. This resistance values can increase significantly at low
temperatures, depending on the electrical structure of the nanotube under test
and the nature of the contacts.

Electron beam lithography on insulating substrates As already mentioned
above, using quartz and LiNbO3 requires different handling during the device fab-
rication. In particular, the electron beam lithography on these substrates requires
additional measures. During the EBL an electron beam accelerated by an elec-
tron gun is breaking up chemical links in the organic resist such creating a pattern
for e.g. metal contacts. As the silicon chip is highly conducting, it can be grounded
easily and the electrons dissipate.
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The piezoelectric oxides, however, are insulating. This leads to a strong charge
accumulation on the substrate which deflects the incoming electron beam, such
making a successful lithography impossible.
To solve this problem, the resist-covered side of the chips was covered by ca
10 nm thick film of chromium directly before the EBL step. This film provides the
possibility of electrical grounding, while staying sufficiently transparent. Before
proceeding with standard treatment (e.g. developing), the chromium needs to be
removed by chromium etch1.

1 Similar results can be obtained by evaporating a 5 nm Au film. This procedure has the benefit that
no extra etching step is required as the metal is removed during the developing step.
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3.2 Experimental Setup

After the fabrication of the SWNT devices measurements have been conducted
on several systems. This section gives necessary details on the experimental
setup used during this work.

3.2.1 DC-measurements

Figure 3.9: Electronics rack

Most of the DC–measurements were done at
the Max Planck Institute for Solid State Re-
search in Stuttgart. Here several systems of
the same type were used for device develop-
ment and characterization. One of these mea-
surements setups was built up during this work
(Fig. 3.10).

Measurement electronics Figure 3.9 shows
main parts of the electronic equipment used for
measurements. Applied voltages and currents
were generated by source–measurement–
units Keithley K2400, voltages were measured
by digital multimeters Keithley K2000. Addi-
tional current amplifiers were used for mea-
surements of low currents (pico– to nanoam-
peres). Temperature was monitored by using
sensors incorporated into the sample stick. For
this purpose sensors fabricated by Lake Shore
Cryotronics were chosen for their applicabil-
ity in a wide temperature and magnetic field
range. Cryostates with a built–in superconduct-
ing magnetic field coil also require a power sup-
ply (Oxford PS-120).
A central part plays the connector box. Here,
individual lines leading to the nanotube de-
vice (via measurement cable and sample stick)
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Figure 3.10: Experimental setup built up and used for the measurements

could be connected to measurement instruments. In order to protect delicate de-
vices on the chip from damage of an electrostatic discharge or unintended leak-
age currents the connector box provided also the possibility of selectively keeping
individual connections grounded i.e. on the same as the reference potential.
During assembly of the entire setup particular care was taken to minimize elec-
trical noise resulting from the cross-talk in measurement lines or ground loops.
Therefore, several measures were taken, such as additional electro–magnetic
shielding of individual measurement lines and enforcing of a well-defined refer-
ence potential by galvanic decoupling of sensitive parts of the setup using opto-
couplers and isolating transformers.

4Helium dewars & cryostats Cryogenic conditions were achieved by cooling
with the liquid helium (4He) in dewars or 4He bath cryostates. Usually this type of
equipment was used for temperature dependent measurements in the range from
4.2 K to room temperature (≈ 300 K). A vacuum pump can also be connected
to the associated system of helium recovery pipes. By pumping at the helium
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bath inside the cryostat the temperature of the system could be temporarily low-
ered to approximately 1.8 K. The sample was placed inside the cryostat/dewar by
the sample stick. It enclosed the sample, providing mechanical support, electro-
magnetic shielding and also the possibility of measurements in other than helium
environments.

Figure 3.11: Graphical user interface of the software ViDi

The ViDi software The control of the measurement system was performed by
the means of ”ViDi1”, a data acquisition and measurement control system based
on the LabView framework and developed during this work. The software con-
trols each involved instrument, such allowing applying and reading out voltages,
currents, temperatures, and magnetic fields. It is also capable of taking electronic
records of carried out experiments.
Figure 3.11 shows the screen shot of the graphic user interface. Along with the
real time visualization of the measured data it contains the input of settings, mon-
itoring of the experimental process (leakage current, temperature, magnetic field,

1 formed from the first letters of authors’ names: Viktor Siegle and Dirk Obergfell
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estimated duration of the experiment), and the dialogue box for the storage of
recorded data.
For an easier use of the program it provides several predefined modes of oper-
ation. These modes correspond to different measurements types typically con-
ducted on SWNT–devices (current–voltage characteristics, dependence on gate
voltage, temperature or magnetic field, 2– and 4–terminal measurements). In ad-
dition, the modes can be programmed to run over longer periods of time, which
allows for automated detailed measurements. Additional features of the program
are its ease of operation, usage of commercially available instruments, and adap-
tivity to new requirements.
Although the program was developed for personal needs it is now routinely used
on several measurement setups both in and outside of the the Max Planck In-
stitute. At the moment of writing, adapted versions of ViDi are used by several
research groups at the Solid State Physics Laboratory of the ETH Zürich, Institute
of Nanotechnology at KIT, and Trinity College Dublin.
An exhaustive description of the construction, configuration and operation of the
measurement setup can be found in Obergfell[87], along with detailed information
on the ViDi–software.

3.2.2 AC-measurements

As already discussed in the previous chapter, the operation of an electron pump
or turnstile requires the application of an AC signal. A setup designed for high–
frequency measurements was provided by the Physikalisch–Technische Bunde-
sanstalt in Braunschweig.
Similar to MPI, the measurement setup at PTB can also be separated in three
main parts, namely the cryostat, measurement electronics, and measurement
software.

Dilution refrigerator Measurements at PTB were conducted using a cryostat
system known as dilution refrigerator. The principle of operation is based on the
mixture of two helium isotopes: 4He and 3He. In a mixing chamber of the cryostat,
the 3He isotope evaporates, cooling the system. Temperatures achieved by these
systems are well in the millikelvin range.
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The cryostat used at PTB is a Oxford sorption pumped 3He cryostat with a base
temperature of circa 30 mK. However, during the RF experiments, unavoidable
power losses and a limited cooling power of the mixing chamber lead to heating
up of the system. During the measurements the temperature oscillated in close
vicinity of 100 mK, which can therefore be reasonably assumed as the base tem-
perature.

Figure 3.12: Modular DAD measurement system developed at PTB

Measurement electronics The electronics used for the measurement was based
on a home–made digital–analogue–digital (DAD) system which was designed for
low noise and high sensitivity (see Fig. 3.12). The setup is modular and provides
up to 16 current/voltage sources and 8 voltmeters. The voltage resolution can be
as small as 56 nV for voltage sources and 3 µV for voltmeters.
In order to minimize the electrical noise, the measurement system is operated
by a rechargeable battery. For the same reason the communication to PC takes
place via optical fibers. Also additional precautions were made in the design of
the measurement system (such as wiring of the sample stick and the design of
the chip holder) to minimize the cross–talk during the RF measurements.
The RF signal necessary for pumping experiments was provided by the Hewlett–
Packard high frequency generator operating in the range of 100 kHz–10 GHz with
maximum amplitude of 3 V. Due to impedances of the lines connecting the RF
source and the sample, power losses occur. These losses are taken into account
by the calibration curve shown in Fig. 3.13.

ModuLab software The measurement system was controlled by ModuLab, a
powerful LabView–based in–house written software (see Fig. 3.14). It provides
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Figure 3.13: Calibration curve
for the RF–lines at PTB

Figure 3.14: Graphical user in-
terface of the software Modu-
Lab

similar functionality as ViDi, such as control of the devices necessary for the mea-
surements, as well as data visualization and storage. One of the outstanding
features of this software is the built–in interpret for an internal batch language.
Therefore, any routine sequency involving arbitrary number and type of measure-
ment instruments can be programmed for the experiment. This provides the ex-
perimentalist with a flexible, easy to handle and powerful option.

3.2.3 Sample holders used during this work

Different aspects of this work required highly specific conditions. This is reflected
in the choice of the used material, of the measurement systems, and also sample
holders. As pointed out in section 3.1.3, most of the measurements on SWNT
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Figure 3.15: Sample holders used during this work

(a) The 20 pin sample holder mounted
on the sample stick

(b) Sample holder optimized for RF
measurements

devices are conducted on silicon/silicon dioxide chips. Figure 3.15(a) shows the
corresponding sample holder. The chip (dark square in the centre) is glued into
the sample holder and bonded to the bond pads on the holder. These pads are
connected to notches on the outside perimeter and contacted by spring contacts
to the sample stick. This sample holder was mostly used for DC measurements,
as well as for the hybrid turnstile measurements (see section 4.3 on page 62).
The sample holder originally designed and optimized for (SAW) RF–measure-
ments is shown in Fig. 3.15(b). All connections to the device are bonded to the
printed circuit boards (PCB), visible on each side of the sample holder. The PCB
on the side, providing 10 contacts in total, are used to contact the devices on the
chip. The top PCB is dedicated to the RF–line for SAW generation. All PCB are
connected to the sample stick by pogo–pins (as shown in Fig. 3.16(b)). The holes
in each corner are used to mount the holder on the sample stick. Unlike the DC–
holders, the chips in the RF–chip holders are mounted upside down, so that the
pogo–pins press directly on the PCB and the RF–chip holder acts as additional
shielding against electrical noise.
The original RF sample holder was designed to carry a 2 mm×4 mm piezoelectric
chip. The depicted sample holder was modified to accommodate the standard
4 mm×4 mm silicon based chip for the local–gate pumping experiments (see sec-
tion 4.2 on page 55).
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Figure 3.16: Modules used for mounting of the sample holders during this work.
The design of the module follows the same scheme. On the left is the mounting
gear for the respective sample holder (using springs in (a) and pogo pins in (b)).
In the middle part a small heating coil is placed. On the right pins are visible which
provide mechanical and electrical connection to the sample stick.

(a) Module for the 20–pin sample holder (as illustrated in Fig. 3.15(a))

(b) Module for the SAW sample holder (as illustrated in Fig. 3.15(b))

Sample sticks After the bonding procedure sample holders were mounted on
sample sticks. As all used measurement setups differ slightly, also different sam-
ple sticks are required. Therefore, a modular solution was developed. The sample
stick consists of two parts. One part is specific for each individual measurement
setup and contains all necessary connectors and cables. The second part com-
prises a small module containing the chip and sensors. This module is compati-
ble to all systems and can be adjusted for the needs of each specific experiments.
Typical applications are the different alignment of the chip within the magnetic field
of the cryostat or the integration of the SAW sample holder.
Using this feature the same sample can be easily moved from one setup to an-
other, depending whether a quick test on a simple dewar system is desired or
more sophisticated setups, like magnetic field in a liquid helium cryostat or a di-
lution refrigerator. At the same time the efforts for fabrication of a new sample
stick are significantly reduced. The modules used during this work are illustrated
in Fig. 3.16.
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4.1 SWNT based SAW charge pump

As introduced in Section 2.4.2, the first proposal for using carbon nanotubes as
basis for charge pumps was made by Talyanskii et al. in 2001[36]. Therefore, the
first part of this work was concerned with implementation of the surface acoustic
waves (SAW) driven charge pump based on individual single wall carbon nan-
otubes (SWNT). Figure 4.1 illustrates the proposed device and its essential parts,
which are the substrate, the transducer, the SWNT, and the metal leads. For a
successful operation both SAW and SWNT related issues have to be considered.

4.1.1 Choice of the substrate

Taking into account its piezoelectric properties, the lithium niobate (LiNbO3), is
on the first look the material of choice to be used as substrate for the SAW ex-
periments. Its value of piezoelectric coupling κ2 is very high (κ2

LiNbO3
≈ 200).

This allows to achieve high electrostatic SAW potentials at low RF power applied.
Lithium niobate also allows generation of SAW with very high (up to 17 GHz[107])
frequencies. This is a great advantage, considering the fact that for metrologically
required current sources of about 1 nA frequencies of several GHz are needed.
A good alternative to LiNbO3 is quartz (SiO2). Even though its piezoelectric prop-
erties are not as well pronounced, it is a fairly good candidate. In addition, its sur-
face chemistry is very close to the one of the amorphous silicon (di)oxide which
covers the standard silicon chips. This allows similar handling for the surface
modification as described in Section 3.1.2 on page 28.
Another advantage is that the ”recipes” developed for electron beam lithography
on silicon can be used on quartz, as well. The background is that fabrication
of the interdigital transducers is a critical step, with the difficulty lying in the pro-
duction of several (around 200) long and thin metal fingers (250 nmx80 µm) in

Figure 4.1: Scheme of the SAW/SWNT
charge pump. Sketched are parts neces-
sary for the operation: IDT (in red) for SAW
generation, SWNT (black) as 1–D channel,
contacts and side gate (yellow). The sub-
strate is piezoelectric.
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a periodic arrangement. A micrograph of a transducer used during this work is
shown in Fig. 4.2. To obtain the required precision in fabrication it is necessary to
take into account not only the electrons originating from the electron gun (primary
electrons) but also the electrons backscattered from the substrate and generated
during such scattering (secondary electrons). These corrections strongly depend
on the substrate and need careful adjustments.

Figure 4.2: An AFM picture of
an IDT fabricated on LiNbO3

by PTB Braunschweig. The
periodicity of the IDT struc-
ture is 1 µm (80 pairs with fin-
ger width and finger–finger dis-
tance of 250 nm), resulting in
3.4 GHz operation frequency

Another material broadly used for SAW application is gallium arsenide (GaAs), a
widespread material in semiconductor applications. However, it was not consid-
ered for this experiment due to its low value of piezoelectric coupling.
As discussed in Section 3.1.2, the problem of getting the SWNT on the substrate
can be solved by two approaches: either by adsorption out of a suspension, or by
growing it directly on the surface by CVD. Both of the approaches were involved
during this thesis.

4.1.2 Synthesis of single wall carbon nanotubes by chemical
vapour deposition on LiNbO3

Synthesis of carbon nanotubes via chemical vapour deposition (CVD) offers nu-
merous advantages in fabrication of SWNT devices. The nanotubes are grown

50



4.1 SWNT based SAW charge pump

directly on the surface, where they will be utilized as main parts of devices. This
reduces the fabrication process enormously.
The preparation of a suspension, on the other hand, involves several steps, which
have unfavourable consequences. The sonication process is known to introduce
defects in SWNT, which effectively results in cutting and breaking the nanotubes
down to sub–micrometer length. Especially for the planned SAW experiments this
is of a big disadvantage, as the nanotube should be much longer than the SAW
wavelength λSAW . However, to achieve λSAW <1 µm frequencies above 3 GHz
are necessary on most of the piezoelectric materials. This, however, requires
a significant effort and is technologically very challenging. Nanotubes grown by
CVD, on the other hand, do not undergo any mechanical transformations, which
leaves them long (several centimeter have been reported[22]).
Also the fact, that the suspension preparation requires additional chemicals (SDS)
is causing problems during the contacting of the SWNT. As SDS wraps around a
single SWNT, it might prevent a good electrical contact between the nanotube and
the evaporated metal.
In addition, the CVD grown nanotubes tend to have larger diameters (2–5 nm)
as compared to nanotubes from laser ablation or arc discharge production (1.2–
1.5 nm). Kim et al.[108] showed that SWNT with larger diameter are more likely to
have near–ohmic contact. This again speaks in favour of CVD–grown nanotubes
to be used for SAW-experiments.

Figure 4.3: Scheme of an
chemical vapour deposition
setup

A typical CVD setup is sketched in Fig. 4.3. A carbonatious gas (methane, ethane,
acetylene) is decomposed at high temperatures of around 1000 ◦C providing car-
bon feedstock. Carbon atoms saturate within catalyst particles (typically nickel,
iron or alumina compounds) which nucleate carbon nanotubes. By choosing and
controlling parameters such as temperature, heating time, gas flow etc, desired
results can be achieved. By applying catalyst on specific spots of the chip surface
the growth of SWNT can be positioned with sufficient precision.
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Figure 4.4: A setup built up
and used for CVD tests on
LiNbO3

At this point of time there was no data available on LiNbO3 in combination with
CVD. Therefore, tests were conducted in a CVD setup (see Fig. 4.4) to determine
the suitability of lithium niobate for this process.

Figure 4.5: Annealing of LiNbO3 under ambient conditions

(a) Original substrate (before
heating)

(b) After heating to 300 ◦C (c) After heating to 900 ◦C

Tests showed that the material is strongly incompatible with the process. The sur-
face of LiNbO3 suffers from high temperature and reactive environment. It devel-
ops a strong soot–like deposit and the resulting surface roughness the evapora-
tion of transducers impossible. The development of the deposit is documented in
Fig. 4.5. This result is also supported by findings of Leek[72] which were reported
shortly after the described experiments. According to Smolenskii et al.[109] and
Wong[110] LiNbO3 undergoes several phase transitions with increasing tempera-
tures. As a consequence, it cannot be used for SAW applications after the CVD
procedure.
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Therefore, the devices for this thesis were fabricated by adsorption of SWNT out of
a aqueous SDS suspension as described in section 3.1.2. The carbon nanotubes
were produced by both the ark discharge and laser ablation method.

4.1.3 Experimental Results

Testing of the IDT performance The simplest SAW device, the so–called delay
line is depicted in Fig. 4.6. High frequency AC voltage is applied at the source IDT.
If the applied frequency matches the resonance frequency of the IDT, a SAW is
generated. In the simplest case it travels to the second (load) IDT, generating a
voltage signal across the load RL.
Additional processes occur in experiments, as indicated in Fig. 4.7, such as mul-
tiple reflection of the SAW and high frequency electromagnetic cross talk.
If the surface acoustic wave running across the sample reaches a discontinuity –
such as the second IDT, or the sample edge – a part of the wave is reflected. A
second reflection of the back wave occurs also on the source transducer. Hence,
a part of the wave runs the distance between the IDTs three times. This effect is
known as triple transit echo (TTE). The resulting interference between the original
and the reflected signal leads to increased noise in the measurement.
When a high frequency signal is applied at the source IDT, it can also act as an
antenna, emitting the RF signal directly as an electromagnetic wave. This signal
is also picked up by the second IDT, contributing to the noise level.
In order to measure the overall transmission of the SAW from the source to the
load IDT a network analyzer was used (Agilent E5071B with the range of 300 kHz–
8.5 MHz). A network analyzer is a device able to measure frequency dependent
transmissions and reflections of electrical signals, in our case occurring at each
IDT. The AC–signal was fed into an IDT and transferred via SAW to the second
IDT where it was picked up again. A typical measurement is shown in Fig. 4.8.
The measured curve obtained without any filtering (black) shows clear influence of
effects described above. The curve is visibly noisy, modulated, and has an offset.
Using the fast Fourier transformation, it is possible to transform this signal into the

Figure 4.6: An SAW delay line
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Figure 4.7: Noise sources
in a SAW device. Multi-
ple reflections of the SAW on
IDTs (TTL) and the AC sig-
nal transmitted by the source
IDT as electromagnetic wave
(EM cross talk) interfere with
the desired signal.

time domain. There, the signal can be restricted to a certain time range. This
range starts after the EM signal emitted by the source IDT reaches the load IDT.
The time range ends before the multiple reflected wave parts arrive at the load IDT.
Using this technique, it is possible to obtain a filtered, noise free measurement
(plotted in red). In addition to the expected maximum at 3.35 GHz it also shows a
minor peak at 3.42 GHz. The origin of this reproducible peak could not be clarified.
A possible reason could be a wave other than a plain Rayleigh surface acoustic
wave (e.g. Love wave or a bulk wave, see Campbell[111]) caused by misalignment
of the IDT with respect to the crystal axes.

Influence of the suspension on the interdigital transducer As carbon nan-
otubes are adsorbed from an aqueous suspensions, the IDTs are exposed to
(de-ionized) water and SDS. Therefore, the influence of aqueous SDS solution on
the IDTs was investigated.
Surprisingly, the experiments showed a severe influence. Several IDTs did not
function after the samples have been processed in a way necessary for SWNT
deposition. In fact, even the pure SDS solution containing no SWNT decreased
or permanently aborted the performance of IDT. The exact reasons could not be
fully clarified.

SWNT–SAW device yield During the fabrication process (electron beam litho-
graphy and metal evaporation) of SWNT–SAW devices massive difficulties ap-
peared. Structures necessary for SAW generation and SWNT localization (i.e.
the IDTs and the marker system) could not be reliably fabricated. This made the
production of a sufficient number of devices impossible. Nonetheless, a few sam-
ples could be contacted using an AuPd–alloy and provided with side gates, as
illustrated in Fig. 4.9(a). The photograph of the chip is shown in Fig. 4.10.
However, no current could be driven through the resulting devices. Failed de-
vices were investigated under the electron microscope. The results are shown
54



4.2 Local gating charge pump

Figure 4.8: Measured response of the SAW delay line, as measured (black) and
filtered from the influence of TTE and EM cross talk(red).

in Fig. 4.9. Obtained micrographs show a strong destructive influence of electro-
static charge on the SWNT–devices (figures 4.9(a) and 4.9(b), taken at PTB) not
observed to this extend on nanotube devices adsorbed on silicon/silicon (di)oxide
chips. The probable reason is the LiNbO3–substrate. As it strongly insulating, the
induced charge cannot dissipate through the bulk therefore destroying the device.
Facing the difficulties with a reliable fabrication of SAW relevant device parts and
extreme sensitivity of the device to SDS and electrostatic charge, other possibili-
ties for an SWNT based electron charge pump had to be investigated.

4.2 Local gating charge pump

Utilizing the notable properties of carbon nanotubes for the generation of quan-
tized currents without using the SAW technique can be solved by different ap-
proaches. One of them, based on local gating of a one–dimensional quantum
wire as described in Section 2.5, was also suggested for carbon nanotubes[37].
The carbon nanotube is much thinner than the GaAs based quantum wire used so
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Figure 4.9: Impact of static charge on SWNT–devices on LiNbO3

(a) A SEM micrograph of a SWNT device
with three side gates. The nanotube suffered
an electrical breakdown by static charge.
The width of the white box corresponds to
200 nm.

(b) A device completely destructed by
electro-statical charge. The scale bar is
1 µm.

Figure 4.10: Optical image of
the 4 mm×2 mm SAW device
as used in this work. Clearly
visible are the IDT with contact
pads (T–like structures on both
sides of the sample) and three
marker fields with predefined
contact leads. The black line
corresponds to 1 mm.

far (1–2 nm vs 100 nm). Accordingly, the quantum dots formed by local gating in
SWNT have much higher charging energy, a favourable factor for single electron
pumping.
Previous works on local gating of carbon nanotubes were reported by e.g. Biercuk
et al.[112] and Mason et al. in 2004[113] . The device design, using local gates
underneath the SWNT involved several EBL steps and CVD growth of SWNT.
During this work two local gate configurations were tested for the gating of carbon
nanotubes deposited out of a suspension: side gates and top gates. In both
cases the chip design was similar to the one used for the SAW devices. One
difference was, however, that instead of piezoelectric materials standard silicon
substrate was used with 200 nm dry–grown SiO2. Also the IDT from the original
SAW design were omitted, as shown in Fig. 4.11.
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Figure 4.11: Scheme of the lo-
cal gate SWNT–device (side
gates)

Figure 4.12: An AFM picture
of the SWNT (in the upper left
corner) on the substrate with
indicated contacts and side
gate. (Device 01067-M-1-7-
56)

4.2.1 Side gate design

The easiest design from the point of view of fabrication is the side gate design.
It has the benefit of processing the complete device in one lithography step and
avoids the use of additional materials, such as gate dielectrics. Several devices
were fabricated following the scheme illustrated in Fig. 4.11.
Carbon nanotubes obtained from the suspension were 800–1200 nm long. There-
fore, the width of all structures (contacts, gate leads, and spacings between them)
had to be below 150 nm. This is technologically challenging, considering the irreg-
ularities of randomly deposited SWNT which prevent the determination of globally
valid exposure and uniform sizes of exposed patterns.
Results obtained on one of the devices with two side gates are presented in Figs.
4.13–4.15.
Due to a short these two local gates acted as a single, even though not a uni-
form, gate. Using this arrangement it was also possible to conduct several mea-
surements on this device which show the main features of side gated SWNT. A
comparison of the back gate and side gate operation is given in Fig. 4.13 and
Fig. 4.14. In both cases the p–doping of the device by AuPd contacts is clearly
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Figure 4.13: Back gate response of an SWNT–device (device 01067-M-1-7-56,
T=4.2 K).

Figure 4.14: Gating by the side gates (device 01067-M-1-7-56, T=4.2 K).
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Figure 4.15: A diamond plot measured using side gates (device 01067-M-1-7-56,
T=4.2 K).

visible. It shows also a hysteretic shift in the current curve for ascending and
descending back gate voltage sweeps. This is a feature often present in SWNT
measurements on SiO2. This hysteresis is especially strongly pronounced for
large values of applied gate voltage and is caused by impurities in SiO2. Acting
as charge traps (see Appendix B.2), they are activated by the changing back gate
voltage and modify the electrostatic potential around the device.
This hysteresis is not present for side gates, as the number of such charge traps
influenced by a local gate is much smaller. Side gate have, however, the drawback
that very high gate voltages could not be applied. For voltages beyond some
threshold leakage currents between the side gate and the drain leads increased
abruptly, destroying the device. At the same time, comparably high voltages are
necessary for the side gate operation, due to the lack of a dielectric between the
gate lead and the SWNT. Results presented in Fig. 4.14 bear a resemblance to
the back gate response.
The diamond plot of this device1 is depicted in Fig. 4.12. Due to high tunneling
barriers at the SWNT/metal interface the current was suppressed completely up

1 For a short introduction into single electron tunneling see Appendix B
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to bias values as high as Vsd=100 mV. The measured plot deviates strongly from
the theoretical shape. That is due to several reasons. Carbon nanotubes are
rarely free of defects on the length scale more than 100–200 nm. As the SWNT
under test is longer than 1 µm (see Fig. 4.12), it is very likely that it has additional
scattering centres, creating serial and/or parallel QD configurations on a single
SWNT. In addition, the electrostatic potential created by the forked side gate is
not uniform. Thirdly, the electron energy is high due to the bias voltage necessary
to overcome the tunnel barriers at the contacts. This energy is sufficient to excite
additional states of the SWNT–QD, far beyond the shape expected for a simple
SET.
While it was possible to obtain SWNT devices with side gates, the yield of the
devices was low. Main critical points, along with high contact resistance, were
leakage currents between the side gates and the SWNT, probably due to SDS
leftovers on the chip surface.

4.2.2 Top gate design

Figure 4.16: Top gates SWNT device

(a) Top gate design involving two EBL steps. (b) A SEM picture of a top gate SWNT

As alternative, the top gate design was developed. Although connected with ad-
ditional lithography and evaporation steps, it has several advantages. As the layer
between the SWNT and the gate leads is well defined, the occurrence of leakage
currents can be controlled much easier. Indeed, evaporated layers of SiO2 and
Al2O3 as thick as 15–20 nm were found to be completely sufficient for the pur-
poses of this work. Also, a very efficient gating with low values of gate voltage is
possible due to the electrostatic coupling of used dielectrics and to the small dis-
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tance between the gate and the SWNT (compared to circa 200 nm in the case of
back gate, with SiO2 as dielectric and circa 100 nm for side gate, with no dielectric
involved). In addition, more devices can be contacted per chip when using the top
gate design compared to using the side gate design, as contacts and gate leads
can be shared much easier among several devices.
The design involving two lithography steps is shown in Fig. 4.16(a). In the first step
the areas for later evaporation of the dielectric layer were defined. At the same
time, stripes of dielectric material are used to pin down the ends of the SWNT.
This prevents the nanotube from shifting around between the fabrication steps. In
the second step the contacts and gate leads were defined.
A SEM picture of a top gate SWNT device is shown in Fig. 4.16(b). The dielectric
layer is visible as a dark shadow. Recognizable are thin stripes used for fixing
the SWNT on the substrate and the larger area used for separating the nanotube
from the leads. An example for the performance of top gates at room temperature
is given in Fig. 4.17.

Figure 4.17: Local gating of a SWNT by a top gate (ambient conditions)

While the back gate (separated by 200 nm SiO2) had no influence on the device,
gating by the top gate (10 nm SiO2) reveals the nanotube to have a small band
gap.
During the measurements on top gated devices it was noticed that many devices
had either very high contact resistances or no conductivity at all. Investigating the
reasons with scanning electron microscopy revealed that the dielectric material
covered the SWNT completely with no gaps for metal contacts left.
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Figure 4.18: A SEM picture of a failed de-
vice. The spacing between the areas which
are covered by oxide (first fabrication step)
is too small to provide a sufficient electrical
contact to metal leads (second fabrication
step)

The apparent reason lies in the behaviour of the evaporated oxides. Dose tests
were run before device fabrication in order to obtain optimal parameters for struc-
tures defined by electron beam lithography. While resulting metal structures devi-
ated from the design by not more than 10–30 nm in width, the evaporated oxide
structures were up tp 100 nm wider than designed. An explanation is that during
the evaporation the oxide particle (which are evaporated at much higher temper-
atures than metals) are more mobile and fill out not only the space defined by the
opening in the resist, but also the much larger area defined by the undercut which
results from the 2–layered resist in the EBL..
The idea of using local gating on carbon nanotubes to achieve quantized current
pumping is appealing. Also, local gating on nanotubes could be shown in this
work using nanotubes adsorbed from a suspension. Both side gate and top gate
design were implemented and tested. However, further investigations have shown
another alternative which provides desired results with much lower requirements
in the fabrication process. Details for this approach are given in the next section.

4.3 Hybrid design based on SWNT

Carbon nanotube quantum dots were investigated for several decades now, also
with different types of contacts including superconducting (e.g by Graber et al.,
Zhong et al.[114, 115]; more on superconductivity in SWNT can be found in [81,
116–120]). Yet there were so far no efforts to employ a SWNT contacted by
superconducting leads for the purposes of generating quantized current. This
approach, which in the following will be denoted as hybrid approach is the subject
of the following section.
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Figure 4.19: Hybrid turnstile device based on an individual SWNT

(a) SWNT based SINIS hybrid device
scheme

(b) SEM picture of the device 2366-x-x-D2.
The length of the carbon nanotube is circa
700 nm

4.3.1 Fabrication and characterization of superconducting
contacts

Compared to the previously introduced device designs the hybrid design requires
merely a SWNT separated from superconducting leads by tunneling barriers and
gated by a global (back) gate.
Carbon nanotubes were adsorbed on the surface and selected as already de-
scribed above. The contacting procedure was also very similar with two additions.
Firstly, the area of the SWNT covered by contact metal could be increased signif-
icantly compared to the SAW and local gate approaches. This could be done, as
for the hybrid approach the length of the SWNT between the contacts is neither
bound to a specific parameter such as e.g. SAW wave length, nor does it have
to accommodate several local gates. Also a thin titanium layer of circa 5 nm was
evaporated directly on the SWNT for the purpose of higher adhesion and trans-
parency of the contacts. These two measures resulted in contact resistances of
several hundreds kiloohm on average.
Although titanium is a superconducting metal as well, its superconducting band
gap is small. However, a large superconducting band gap is beneficial for the pre-
cision of the underlying pumping principle, as illustrated in Fig. 2.15 on page 22.
Therefore, niobium was chosen as superconducting material. It combines high
(up to 9 K) critical temperature and easy technological use. Highest quality nio-
bium films are produced by sputtering in ultra high vacuum (10−9 mbar and bet-
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Figure 4.20: Current depen-
dent voltage drop measured at
the Nb/Ti metal strip. Both
here and in Fig. 4.21 the tran-
sition from super to normal
conducting state are clearly
visible.

Figure 4.21: Temperature de-
pendent voltage drop mea-
sured at the Nb/Ti metal strip.
The critical temperature is es-
timated to be 1.6 K. Similar
to the above figure, features
of two critical temperatures are
observable. These can be at-
tributed to two layers of super-
conductors (Nb and Ti)

ter), a process where a metal layer on the substrate surface is created by highly
energetic atoms.
This procedure, albeit commonly used for conventional Josephson junctions, is
not applicable in the case of carbon nanotubes, as their mechanical stability is not
sufficient to withstand the bombardment by metal atoms. Resulting defects lead
to a low yield and ill-defined superconductor–nanotube interface. Therefore, an
additional effect of evaporated Ti was to provide mechanical protection during the
sputtering of niobium (30–40 nm).
The critical temperature of the resulting a two–layered contact structure (see
Fig. 4.19(a)) was determined in a four–probe measurement. For this purpose
a metal strip was defined on the chip containing the SWNT devices. The di-
mensions of the strip were chosen to correspond to the dimensions of the typical
contact lead (several micrometers long, about 250 nm wide, and 35 nm in thick-
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ness). The strip was defined and metalized at the same time and under the same
conditions as the metal leads used to contact the measured nanotubes. The four–
probe measurement was conducted using the same bonding pads on the chip, as
used for SWNT measurements to consider all effects involved.
The measurements of the voltage drop across the metal strip as function of ap-
plied current (Fig. 4.20) and temperature (Fig. 4.21) showed the the transition from
the superconducting to the normal conducting state. It was yet not possible to ob-
tain an exact value of the critical temperature and the resulting superconducting
band gap ∆. The reason was that used 4He–systems could only achieve tempera-
tures around 1.8 K, without reaching the superconducting state of the metal strip.
By using dilution refrigerators, the superconducting state could be reached and
also the transition into the normal state could be observed (Fig. 4.21) by warming
up the sample stick from the base temperature of 180 mK to the room temper-
ature. However, the transition occurred at a temperature beyond the sensitivity
range of the temperature sensor, limited to circa 1.6 K. Therefore, the transition
temperature could not be measured directly in the range between 1.6 K and 1.8 K.
Therefore, the value of the critical temperature is estimated with 1.6 K. A similar

Figure 4.22: Dependence of the critical tem-
perature of Nb/Ti layered structures on rel-
ative thickness of layers and their number
(Sato[121])

reduction of the critical temperature in Nb/Ti two–layer contacts was also reported
by Grove-Rasmussen et al. in 2009[122]. On the other hand, much higher critical
temperatures of 7 K were reported by Pallecchi et al. in 2008[117], just by using a
thicker Nb–layer. The dependence of the critical temperature of a Nb/Ti–layered
structure on the thickness of each layer has been also investigated by Sato in
1990[121] (see Fig. 4.22). This dependence has been explained as the conse-
quence of the superconducting proximity effect between two superconductors with
different superconducting band gaps.
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4.3.2 Superconducting proximity effect

If a superconductor is brought in contact with a normal conducting metal (or a su-
perconductor with a smaller band gap), the superconducting wave function does
not end abruptly at the interface but extends into the neighbouring metal. This
proximity superconductivity is usually limited to few nanometers. In carbon nan-
otubes, however, this effect can be observed in structures as long as several hun-
dreds of nanometers due to the very long phase coherence length in the carbon
nanotubes[81, 117, 123] (more information on superconducting proximity effect
can be found in e.g. [124, 125]).
For the SWNT used in the hybrid device it is necessary to stay a normal conduc-
tor even in the presence of the superconducting leads. Otherwise the designed
SINIS structure changes to a SISIS structure which is not suitable for generat-
ing quantized current. Therefore, the nanotubes for SWNT–hybrid devices were
chosen to be as long as possible to avoid the proximity effect.

Figure 4.23: Superconducting proximity effect. A superconducting material (S)
is in contact with a normal conducting material (N) or a superconductor with a
smaller band gap (S*). The superconducting wave function of S (in red) reaches
into the N/S* part (blue).

4.3.3 Observation of current quantization

For the RF measurements the experimental setup at Physikalisch–Technische
Bundesanstalt in Braunschweig was employed. There, a dilution refrigerator at a
base temperature of circa 100 mK was used with the possibility of applying high
frequency signal at the back gate of the silicon chip. The signal has the shape of

Vbg(x) = Voffset + Vampl(sinωt),

where Voffset is the static gate value and Vampl is the amplitude of the applied RF
gate signal.
Current quantization is expected as function of gate amplitude as shown in Fig. 4.24.
Several features of the pumping are clearly visible. For example, the number of
electrons n transferred per cycle can be modified by simply changing the signal
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Figure 4.24: Gate amplitude dependence of quantized currents generated by the
SWNT based hybrid turnstile device. (Device 2366-19-20-D2; absolute current
values not corrected for AC power losses)

amplitude. This corresponds to several plateaus in Fig. 4.24. Following the rela-
tion

I = n · e · f

the current generated by the turnstile device depends also linearly on applied
frequency. The third plateau measured at a frequency of 10 MHz coincides quite
well with the first plateau measured at 30 MHz.
Due to power losses in the RF signal lines, a plateau shift toward higher ampli-
tudes is observable with increasing frequencies (compare red (30 MHz) and black
(10 MHz) lines in Fig. 4.24 and 4.25). Using the calibration data in Fig. 3.13 it is
possible to correct for this experimental artefact, as shown in Fig. 4.26, where the
current quantization for different frequencies is illustrated again.
The features mentioned above can be observed also for a wider frequency range
(Fig. 4.27 and Fig. 4.28, respectively). In addition, the hybrid device allows the ob-
servation of current quantization as function of source–drain bias and back gate
offset. Both plots reveal the fact that the SWNT is coupled asymmetrically to the
superconducting leads. This is visible in the shift to the negative bias voltages
(Fig. 4.29) and in different slopes for increasing and decreasing gate offset in
Fig. 4.30. The narrowing down of the plateaus with increasing frequency as func-
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Figure 4.25: Gate amplitude dependence of quantized currents in units of e per
operation cycle (not corrected for AC power losses)

Figure 4.26: Gate amplitude dependence of quantized currents with AC power
losses correction.
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Figure 4.27: Dependence of quantized currents on gate amplitude for several fre-
quencies. (not corrected for AC power losses, here and following: device 2366-
19-20-D2)

Figure 4.28: Dependence of quantized currents on gate amplitude for several fre-
quencies with AC power loss correction
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tion of the gate offset is another consequence of power losses in the RF supply
lines (increased plateau width at 50 MHz is caused by a different choice of the
amplitude value of the AC gate voltage).

Table 4.1: Table of frequencies
and gate amplitudes used for the
pumping.
Frequency Pumping
(MHz) amplitude (mV)

5 7
7.5 10
10 15
12.5 20
15 25
17.5 30
20 30
22.5 40
25 42
27.5 45
30 50
32.5 60
40 90
50 110(150)
60 140
70 180
80 200

In order to compensate for the power losses,
the values of gate amplitude at the center of
each developed plateau in Fig. 4.27 were noted
(see Table 4.1) and used to measure curves in
Figs. 4.29 and 4.30.
The summary plot in Fig. 4.31 shows a
clear current quantization in dependence of
all three parameters involved, namely source–
drain bias, gate offset and gate amplitude.
Plotting the generated quantized current as
function of gate amplitude and gate offset
(Fig. 4.32) gives a quick access to specific fea-
tures of a mesoscopic, SWNT–based device.
One of the issues immediately attracting the at-
tention is the structure of the current plateaus.
While some of them are clearly and fully de-
veloped even when several electrons are trans-
ferred per cycle, there are other plateaus with
irregularities. Partly, these irregularities in the
shape and size of plateaus originate from the
decreasing size of the turnstile’s central island.
The charging process of a small metal island
is governed by the Coulomb repulsion of elec-
trons. Shrinking the island down to dimensions
comparable with the electron wave length leads
however to additional energy quantization according to the quantum mechanical
particle-in-a-box-model (compare Fig. B.4 on page 98).
The characterization of the above device (Fig. 4.33) showed a strongly pronounced
band gap, which prevents the areas of Coulomb blockade regime from closing.
This is expected (see Fig. 2.16 on page 24). Indeed, this expansion of stability
regions is the necessary condition for the operation of a hybrid turnstile, as in-
troduced in Fig. 2.16, Section 2.6. However, the size of this gap is larger than
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Figure 4.29: Dependence of quantized currents on source–drain bias (not cor-
rected for AC power losses)

the estimated band gap of contacts used in the experiment and even the gap
expected for pure niobium contacts.
Hence, the large band gap is at least not entirely due to the superconductivity.
A closer investigation of the carbon nanotube showed it to be a thin bundle con-
sisting of several SWNT. Its gate response (Fig. 4.34) is clearly composed of a
(p–doped) semiconducting part, where current increases with negative gate volt-
age and a metallic part, distinguishable by non–vanishing current at positive gate
voltage. It is known, that a defect can split a SWNT in several parts, which then
act as individual quantum dots (in both parallel and serial configurations). This
can happen due to SWNT kinks, twists, structural defects, or – as very likely in
this case – by the interaction within the bundle in question. This explains also the
high two–contact resistance of circa 6 MΩ, which deviates noticeably from other
resistances achieved under similar circumstances.
This suggests, that in the case of the measured device not one but several (at
least two) and different in size quantum dots are present (compare Fig. 4.35).
Although the dots couple equally to the back gate, the energy level spacing in
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Figure 4.30: Dependence of quantized currents on gate offset (not corrected for
AC power losses)

the two different asymmetric dots is not equal. Therefore, the probability for the
overall transfer of the electron varies depending on the energy state alignments
of both QDs.
The development of the steps in the I(Vampl) characteristics (Fig. 4.25) stands
out from the results obtained in similar experiments. Typically quantized plateaus
monotonically degrade when pumping parameters move away from the optimum
settings. We, on the other hand, observe a reappearance of pronounced plateaus
with increasing value of Vampl. Also the fact, that the generation of quantized
current at Voffset=−1136 mV sets in only at considerable pumping amplitude, hints
at an additional, dynamic process intrinsic to this specific device. This also speaks
in favour of the ’split–SWNT’ model.

4.3.4 Influence of superconducting proximity effect

While for an all–metal SINIS turnstile device the total sub-gap leakage is estimated
to be very small, the situation in a SWNT based device is somewhat different.
Contacted by superconducting metals, the SWNT may become superconducting
as well due to the proximity effect. Consequently the quantization steps in the
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Figure 4.31: Results summary for source–drain bias, gate offset and amplitude

current–voltage characteristics smear out. It is also the behaviour observed in
one of our samples (2366-7-8-D1, RRT =80 kΩ, metallic, ca. 700 nm long).
The gate amplitude dependence of the quantized current is shown in Fig. 4.36.
The data shows additional features, not shown in the previous plots.
Firstly, the plateaus are developed much poorer and are not equidistant (expected
difference between individual plateaus is 1.6 pA at 10 MHz). Also the frequency
dependency of the current shown in Fig. 4.37 deviates significantly from the ex-
pected straight line. During following experiments these features could be identi-
fied as the consequence of the superconducting proximity effect. Indeed, Fig. 4.38
shows for some values of gate voltage a vanishing band gap, as expected in the
case of proximity superconductivity. This feature, however, is gate dependent and
can be tuned by the gate voltage as also reported by Morpurgo et al.[81].
The peak, reproducibly observed at Vampl =72 mV as well as a dip at Vampl =5 mV
could not be explained. However, it is striking that this dip coincides very well with
the quantized charge pumping of holes instead of electrons as charge carriers.
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Figure 4.32: Three–dimensional plot of generated currents (f =10 MHz,
Vsd =8 mV)

4.3.5 Random Telegraph Noise

Another feature known as random telegraph noise (RTN) reveals itself in the
region starting at Voffset=−1070 mV and Vampl=80–160 mV in Fig. 4.32. Ran-
dom telegraph noise is also observed in other mesoscopic systems, such as
MOSFETs1 or small metal stripes (see e.g. Averin and Likharev[47]). Commonly,
the origin of this effect is attributed to motion of defects in the sample or to charge
traps in the silicon oxide. As seen in Fig. 4.32 and also reported previously by Yu
et al.[126] and Jhang et al.[127], RTN is dependent on the back gate and bias volt-
age. It is peculiar that the random telegraph noise strongly developed between the
current plateaus is virtually not present in the plateaus themselves. The apparent

1 metal oxide semiconductor field-effect transistor
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Figure 4.33: Stability diagram for the device 2366-19-20-D2 (T=30 mK). Yellow
lines mark the band gap expected for pure Nb contacts, orange lines for the Nb/Ti–
contacts used in the experiment.

reason for this behaviour is that the locked charge state successfully suppresses
the stochastic noise.

4.3.6 Possible error sources

Results presented in Fig. 4.31 deviate from expected values given by

I = e · f

by a very few percent. While this is sufficient for testing the concept of an molec-
ular turnstile, a SWNT-based definition of a current standard would require a thor-
ough consideration of involved processes. A detailed theoretical analysis of error
sources in the operation of a metal hybrid turnstile can be found was done by
Averin and Pekola[76] and Pekola et al.[43].
The operation of the hybrid turnstile relies on the suppression of tunneling events
in the energy scale corresponding to ∆. For small source–drain voltages the
tunneling at the S-N interface is strongly diminished due to fully occupied states
below the gap in the superconductor and sets in for energies exceeding ∆.
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Figure 4.34: Gate characteristics of the device 2366-19-20-D2. For negative back
gate voltages the device clearly displays semiconducting behaviour. Significant
currents flow, however, also independent of the gate setting, indicating a metallic
component. This I(V) characteristic is typical for thin bundles, containing metallic
and semiconducting nanotubes.

Figure 4.35: Suggested model for the device 2366-19-20-D2
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Figure 4.36: Gate amplitude dependence (device 2366-7-8-D1, f = 10 MHz)

There are, however, several processes enhancing the unwanted forward tunneling
for Vsd < ∆/e. Apart from pin-holes in the S-I-N interface caused by the fabrication
process, there is a contribution to the sub–gap leakage caused by superconduct-
ing proximity effect.
An estimate of thermal errors, which at theoretically optimal conditions are pro-
portional to exp−∆/kBT leads to a vanishingly small value of 10−16. It is worthwhile
mentioning that the effective temperature of the turnstile is influenced by joule
heating on one hand, and cooling effect arising at the interface between a super-
conductor and a normal conductor[43, 128] on the other.
A significant error source is a missed cycle. The probability for this process is
proportional to exp−∆/2πfe2RT , which in the case of the presented device can be
estimated to 10−5 for 10MHz. This value mainly results from the high two-terminal
resistance of the presented device. However, contacts to nanotubes with resis-
tances in the order of several hundreds kiloohm have been routinely obtained
before and do not pose a serious technological hurdle.
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Figure 4.37: Summary for the device 2366-7-8-D1

Figure 4.38: Differential conductivity diagram of the device 2366-7-8-D1. The in-
fluence of the superconducting proximity effect is visible in the vanishing band
gap.
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4.3.7 Alternative explanation of the data

Using the SWNT as the base for electronic nano devices involves a vast variety
of physical phenomena. This is especially true for the interfaces to metal con-
tacts. Given the variety of known implementations for quantized current pumps
and turnstiles and in the light of properties of SWNT observed during this work
a direct proof is advisable that the data presented above is described exclusively
by the hybrid turnstile mechanism. Such a proof is usually provided by lifting the
superconductivity applying a sufficiently high magnetic field. It was also attempted
during measurements, however without success, as the critical field of the contact
material was higher then the maximum magnetic field provided by the measure-
ment setup (2 T).
Therefore, the possibility that mechanisms other than hybrid turnstile could be – at
least partly – responsible for the current quantization was not ruled out. A possible
candidate is a pumping principle similar to the one implemented by Geerligs and
introduced in Section 2.2 on page 13. Due to the Schottky effect additional states
could be created in the vicinity of contacts and separated from the main part of
the carbon nanotube by some tunneling barrier as sketched in Fig. 4.39(c). This
would effectively split a single SWNT into three quantum dots, such making a
Geerligs–like pumping possible. Observations made on SWNT which showed
negative differential resistance (Fig. 4.39(a)) due to a strong doping of the SWNT
by the contacts in a configuration similar to a Esaki diode make this assumption
plausible.
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Figure 4.39: Alternative explanation of the data by Geerligs mechanism

(a) Observed negative differential resistance on a SWNT with Nb/Ti contacts

(b) Scheme of the Esaki–diode (c) Proposed scheme of several QD on a
single SWNT allowing Geerligs–like pump-
ing
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5.1 The SAW–SWNT approach

Generating quantized currents with a high precision is a task involving fundamen-
tal and diverse physics. One of the approaches aimed at the fabrication of a
metrological current source involves loading individual electrons on a very small
conductor, usually denoted as quantum dot. The performance of such a device
increases with decreasing size of the island. Usually, this is accomplished via
the top–down approach. There, the fabrication tools are continuously refined to
achieve steadily smaller structures.
Carbon nanotubes, on the other hand, offer an alternative, so–called bottom–up
approach. Being tubular structures with some micrometers in length and a few
nanometers in diameter they do not require additional resizing. Quantum dots
based on individual single wall carbon nanotubes (SWNT) have a charging energy
– a figure of merit, significant for the operation of single electron quantized current
sources – of up to two orders of magnitude higher than available by the top–down
approach.
The aim of the presented work is to investigate the suitability of SWNTs as basis
for a quantized current source. Three implementation were checked involving
surface acoustic waves (SAW), local gating, and properties of normal conducting–
superconducting interface.

5.1 The SAW–SWNT approach

The device proposed by Talyanskii et al.[36] involves properties of both SWNT
and SAW. The carbon nanotube provides an one–dimensional ballistic conductor.
Ideally, it is several SAW wave lengths long and has an appropriate electronic
structure. The surface acoustic wave provides a periodically changing electro-
static potential, which is responsible for the electron transport. The resulting de-
vice does not require any bias voltage to drive electrons and, therefore, is a real
electron pump.
In contrast to other SAW charge pumps implemented on two–dimensional electron
gas by e.g. Shilton et al.[14], the SWNT based device opens the prospect of
the quantized adiabatic charge pumping. Similar to the quantum hall effect, it
is expected to enable current generation with outstanding precision despite of
imperfection of devices involved.
Albeit the SAW driven SWNT charge pump could not be implemented during this
thesis, manifold insights could be obtained.
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Generating SAW is a complex process, even more so at high frequencies. Sev-
eral effects come into operation, such as different kinds of induced waves and
additional noise sources. Also not only a thorough understanding of the devices
is required but also a reliable and reproducible sample fabrication.
Merging SAW and SWNT, two equally demanding areas of research on one de-
vice, causes additional issues. Direct synthesis of carbon nanotubes on the piezo-
electric substrate via chemical vapour deposition is a promising approach. How-
ever, not every substrate is equally suitable for this process, as the investigation
of lithium niobate – an otherwise excellent piezoelectric material – showed dur-
ing this thesis. Adsorbing individual carbon nanotubes on the substrate out of
an aqueous SDS suspension entails also several unfavourable consequences.
Firstly, treatment of the SAW generating transducers by SDS suspension showed
a pronounced and harmful effect. Secondly, leftovers of SDS can prevent a good
electrical contact to evaporated contacts. Also, the CVD grown nanotubes have
larger diameters and are more likely to have near–ohmic contacts, as opposed to
small–diameter nanotubes obtained in laser ablation or arc discharge and used
for SDS suspension. The most serious limitation imposed by the usage of the
suspension, however, is the maximum length of obtained individual SWNTs. Due
to the sonication and centrifugation of the SWNT material only rather short (1 µm)
individual nanotubes can be obtained. This, however, corresponds merely to one
wave length of the surface acoustic wave at 3 GHz (transducers for higher fre-
quencies and hence shorter wave lengths are extremely difficult to fabricate).
The choice of the substrate for a SWNT device is also of a great importance.
Carbon nanotube devices are generally very vulnerable to electrostatic charges,
and require extended protection. During this work it became evident that the use
of (strongly isolating) piezoelectric materials intensifies the problem. The elec-
trostatic charges on surfaces of the substrates destroy sensitive SWNT devices,
which resulted in the observed low yield.
Leek[72] reports also that LiNbO3 is poorly suitable for SWNT–based devices for
an additional reason. Being a ferroelectric material, LiNbO3 forms surface do-
mains with large electrostatic potentials, resulting in high electric fields. This,
however, is highly undesirable for sensitive measurements.
Based on the obtained experience, the system of choice for further investigations
of the SAW/SWNT–device is rather a CVD grown long SWNT on top of a quartz
substrate.
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Considering the observed obstacles, the demonstration of SAW induced quan-
tized current on SWNT devices by Würstle et al.[39] and Ebbecke et al.[71] is
encouraging. It shows that the system SAW/SWNT is in principle capable of pro-
viding new perspectives and exciting research (see e.g. [129–131]). On the other
hand, the quantized current data obtained so far is not entirely conclusive and
does not provide a full picture.
Also concerning the metrological application one has to state that the original
proposal by Talyanskii et al.[36] of achieving the quantized adiabatic quantum
pumping with the aspired accuracy has not been implemented so far, despite of
efforts by Buitelaar et al.[42] and Leek et al.[38]. All pumping data is compatible
with the turnstile model with tunneling barriers modulated by the SAW. This device
type is however limited in its possibilities of generating quantized current.

5.2 Local gating approach

The local gating approach is taking advantage of the one–dimensional and bal-
listic nature of carbon nanotubes. It also requires transparent SWNT–metal con-
tacts. The experience obtained during this work shows that a considerable effort
is required for a successful and reproducible fabrication of locally gated SWNT
devices.
This effort, however, is of purely engineering nature, where existing well–known
approaches and tools (multiple steps of EBL, evaporation of different materials,
etc) have to be combined in an appropriate order with optimal parameters.
In addition, there is also the aspect uncertainty generated by SWNT. Different
existing types of SWNT make a directed development of a device time consum-
ing. Currently, several techniques have been suggested, which target the issue of
separating the carbon nanotubes according to their electronic configurations (e.g.
[132, 133]). Although technically sophisticated by themselves, these techniques
might decrease the effort in fabrication of SWNT–based devices with specific prop-
erties significantly.
From the physical point of view and with regard to metrological applications, SWNT
is a material worth considering and an exciting object of study. A local gated pump
based on an individual carbon nanotube would have significantly improved char-
acteristics compared to currently used implementations.
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Chapter 5 Summary and Outlook

5.3 Hybrid normal conducting–superconducting

approach

The investigations of the suitability of SWNT as base material for sources of
quantized current resulted in the implementation of a novel molecular device. Its
operation principle is based on Coulomb repulsion and properties of the normal
conducting–superconducting interface. Previously these principles were success-
fully used by Pekola et al.[43] on metal–metal systems to generate quantized cur-
rent.
The turnstile device comprises an (individual) normal conducting carbon nanotube
contacted by superconducting leads. The AC signal is applied at the nearby gate,
a small bias voltage is necessary for the operation. The implemented device is
able to generate quantized current in a wide frequency range. The robustness
of the pumping principle could be satisfactorily tested even in the case of the
quantum dot consisting of a single molecule, presence of defects and imperfection
of the contacts. In addition, the device has several possibilities to control both the
absolute current and number of electrons tranferred in each cycle (continuously
tunable frequency, AC gate amplitude, gate offset and bias), not provided by any
other SWNT based device at the moment of writing.
It is worth mentioning that the hybrid turnstile device requires least fabrication
effort out of all alternatives examined during this work.
The full potential of SWNT-based turnstiles lies in their high charging energies.
According to Averin and Pekola[76] higher-order quantum tunneling processes are
effectively suppressed with increasing value of Ec/∆. This allows high currents or
alternatively high precision of generated currents. Consequently, currents as high
as 100 pA could be pumped with precision of 10−8 for Ec/∆ = 10, which is the
minimum requirement for a metrological source. However, the choice of materials
used in our device already allows for a value of Ec/∆ = 50 − 100 and without the
increased lithography efforts needed for high–Ec all–metal turnstiles [79].
The presented work shows the feasibility of implementing a fully controllable turn-
stile device based on very few molecules – or even a single one. This offers a
molecular–based approach to quantum metrology. The SWNT device supersedes
the all-metal turnstiles by at least one order of magnitude in the significant param-
eters and clearly has the potential of meeting the high metrological standards and
generating currents in order of several hundred picoamperes.
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In addition, the combination of mesoscopic systems with high charging energy,
high frequency and S-I-N interface allows investigating new fields of physics, such
as e.g. single electron refrigirating as reported by Pekola et al. in 2007[134].
The operation principle of the hybrid turnstile allows also an alternative implemen-
tation. While the band gap in the contacts is essential for the successful operation,
it does not have to be induced by superconductivity. Merely the size of the band
gap is required to have roughly the same order of magnitude as the charging en-
ergy of the quantum dot. Graphene, a new allotrope in the focus of the carbon
community, has a vanishing band gap, which can be opened if graphene is e.g.
cut in thin stripes or nanoribbons. The size of the energy gap can be tuned by the
width of the nanoribbon as reported by Han et al. in 2007[135]. This makes an
all–graphene turnstile device imaginable. Such a device would have the benefit
that all significant parameters – charging energy and band gap – could be engi-
neered and adjusted in one fabrication step, without the limitations imposed by
metal systems.
In the light of the current developments in science and technology, when investi-
gated structures keep shrinking, carbon nanotubes offer good possibilities. Due to
their size and geometrical factor they provide a relatively easy access to many in-
teresting phenomena which are relevant for mesoscopic systems. This is, despite
of many experimental difficulties, a great advantantage of this material.
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Appendix A

Surface Acoustic Waves

A.1 General

Applying mechanical force to solids results in a variety of effects. The applied
energy propagates by compressional or shear waves. These waves travel either
through bulk or on the surface. Complex physical phenomena - such as earth
quakes - are a mixture of such wave forms. One of the wave forms is of special
importance for the issues discussed in this work. This wave form is commonly
known as Rayleigh wave (Fig. A.1).

Figure A.1: Visualization of the Rayleigh wave

Substrate particles involved in Rayleigh waves perform circular trajectories. Their
amplitudes decay very quickly with the depth of the bulk (in the order of magnitude
of the wave length). Therefore, the wave can be considered to propagate solely
on the surface of the sample.
An important technological application has the generation of Rayleigh waves in
piezoelectric materials. There, the acoustic wave is accompanied by an electro-
static wave. The reason is that piezoelectric materials have a permanent electric
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Figure A.2: Crystal structure of LiNbO3. Elas-
tic deformations of the crystal cause a shift of
charge distributions. Inversely, applied volt-
age leads to crystal deformation.

moment due to their crystal structure (see Fig. A.2). As a consequence, any lateral
change results in a shift of charges and creates potential difference. Vice versa,
applied voltage causes a change in the dimensions of the sample[111, 136]. This
quality is well known and is also technically widely used from electric lighters to
drive mechanism of an atomic force microscope. Further applications include e.g.
various filters in electronics, sensors of different substances[137, 138], storage of
light[131], moving micron scale objects and even elementary charges[129, 130,
139–142].
In this work the term surface acoustic waves (SAW) always refers to the Rayleigh
wave in piezoelectric materials. Both wave components – the acoustic and the
electrostatic – move in phase with a wavelength λ.
White and Voltmer[143] suggested in 1965 the use of interdigital transducers (IDT)
for SAW generation as illustrated in Fig. A.3. The IDT consists of two metallic inter-
locking comb–like structures. Its resonance frequency is defined by f = vSAW/λ.
The wave length λ is given by the periodicity of the metal fingers (see Fig. A.3(a))
and vSAW is the velocity of the SAW. The exact velocity and other properties of the
SAW for each substrate are defined by the cut through the crystal structure. For
this thesis LiNbO3 was used with yz–cut (vLiNbO3

SAW ≈ 3400 m s−1) and quartz with
36◦ rotated y–cut (vquartzSAW ≈ 3000 m s−1).
If an AC voltage with the resonance frequency is connected to the IDT, the signal
is converted into surface modulation and the SAW is induced propagating parallel
to the fingers of the transducer. During this thesis IDT were used with resonant
frequencies of ca 3.4 GHz, which corresponds to λ ≈1 µm.
For SAW induced charge transport the electrical potential of the SAW is essential
and hence the piezoelectric coupling of the substrate. The strength of piezoelec-
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A.2 Generation of higher harmonics

tric coupling is usually quantified by the electromechanical coupling constant, κ2.
LiNbO3 has a very high value of κ ≈ 14, which is eight times the coupling of quartz
and about 16 times the value of GaAs.

Figure A.3: Illustrations of an interdigital transducer (IDT)

(a) A scheme of an IDT. The operation fre-
quency f is defined by f = vSAW /λ

(b) An AFM picture of an IDT fabricated on
LiNbO3 by PTB Braunschweig. The period-
icity of the IDT structure is 1 µm (80 pairs
with finger width and finger–finger distance
of 250 nm), resulting in 3.4 GHz operation fre-
quency

A.2 Generation of higher harmonics

The resonance frequency of an IDT is determined by material parameters of the
substrate (vSAW ) and the periodicity of the finger structure. However, sometimes
it is desirable to operate a SAW device at several different frequencies. This is in-
deed possible if the the IDT is excited not at its fundamental frequency ffundamental
but at one of the higher harmonics fharmonic = n · ffundamental.
This harmonic mode offers higher operation frequencies with the same litho-
graphic effort for the fabrication of IDT. On the other hand it is also connected
to two draw–backs.
Firstly, the amplitude of the SAW is decreasing considerably with increasing har-
monics. The operation in the harmonic mode is therefore applicable rather for
piezoelectric materials with high value of κ, such as LiNbO3 or LiTaO3.

91



Appendix A Surface Acoustic Waves

Secondly, not all harmonics can be generated with the same geometry and there-
fore different IDT layouts are required (Fig. A.4). The simplest IDT design as
illustrated in Fig. A.3(a) is capable of generating harmonics with odd values of
n = 3, 5, 7 . . ., as demonstrated by e.g. Ebbecke et al.[71] and also observed dur-
ing this thesis on some of the LiNbO3 devices. Other values of n can be achieved
by choosing devices deviating from this simple scheme as illustrated in Fig. A.4.
So is e.g. the three–electrode IDT capable of operating in both even and odd
harmonic modes.

Figure A.4: Various IDT ge-
ometries (from Campbell[111])
optimized for different har-
monic operations.

Aside from the number and arrangement of the IDT fingers, the amplitude of the
individual harmonic mode is dependent on the metallization ratio, which is de-
fined as the ratio between the width of the metallized finger and the finger–finger
distance (see the inset of Fig. A.4).
Especially for quantized charge pumps the use of different frequencies is of a
great interest. As the amplitude of the SAW is important for the charge transport,
it is also particularly important to obtain harmonic modes with high amplitude by
optimizing the IDT parameters. Such devices were also designed during this work,
but were not implemented due to experimental difficulties on the SWNT side.
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Appendix B

Single Electron Transport

B.1 Coulomb Blockade

A device, or – more general – a conductor is considered to be weakly linked to
the leads if its contact resistances are much larger than the resistance quantum
RK = h/e2. Equivalently one can say that the conductor is separated from the
leads by tunneling junctions. Under some conditions, it is possible to observe
in such a conductor a sharp increase of resistance. This phenomenon is known
as Coulomb blockade[46, 47, 144] and is easily understandable considering the
discrete nature of the electron charge.
Due to the electric field which is applied across the conductor the electron tunnels
from the leads to the conductor (which in the field of of single electron transport
is traditionally called an island). This, however, is equivalent to charging up a
capacitor which is comprised of the island and the the two electrodes. Each new
electron to be brought on the island has to overcome the electrostatic repulsion
of electrons which are already on the island. Therefore, any additional electron
costs the energy of

Ec = e2/2C,

where C is the total capacitance of the island. The energy Ec is known as electro-
static charging energy.
For macroscopic islands the charging energy is small. However, with shrinking
size of the island the charging energy increases significantly and can be as large
as several hundreds microelectron volts or even tens of millielectron volts.
Due to Coulomb blockade the energy spectrum of the island is discrete and the
spacing between energy levels equals to 2Ec (see Fig. B.1). The Coulomb block-
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ade can be observed only under the condition that other relevant energies such
as thermal energy ET = kB · T (with kB as Boltzmann energy) and the electron
kinetic energy Ek = e · Vsd are significantly lower than the charging energy EC .
Otherwise, the electron is excited into empty higher energy states, avoiding the
Coulomb electron–electron repulsion.

Figure B.1: Discrete en-
ergy states on an island
(adapted from [45]). The
number of electrons on
an electrically neutral is-
land is denoted with N.

Leaving aside the quantum mechani-
cal nature of electron tunneling from
and to the island, the phenomenon of
Coulomb blockade is of purely classi-
cal nature even though it is brought in
connection with and observed in nano–
scale devices (Coulomb blockade was
first observed by Fulton and Dolan in
1987[145] in a multi–junction configu-
ration).

B.2 Single Electron Box and Single Electron Trap

The discrete energy spectrum of the island gives rise to a number of interesting
applications. One of them is known as single electron box The schematic design
of a single electron box is illustrated in Fig. B.2(a). It consists of an island which
is separated from the source lead by a tunneling barrier but stays at the same
electrochemical potential. In addition, a gate electrode is coupled electrostatically
to the island. Voltage applied to the gate shifts the island potential. If the energy
states of the island are aligned with the electrochemical potential of the source
lead, single electrons can tunnel to or from the island, charging or discharging it
by e (see Fig. B.1).
Increasing the number of islands one obtains the single electron trap. This setup
posseses the property of bistability (or more general of multistability). By applying
a sufficiently high gate voltage an electron can be driven onto the edge island.
Its charge prevents other electrons from following. After the gate voltage returns
to the initial level, the electron is trapped on the edge island (Fig. B.2(d)); trap
times of several hours were observed [146]. So, by cycling the gate voltage from
initial to some critical value the device can be repeatedly switched between two
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B.3 Single Electron Transistor

Figure B.2: Single electron charging effects and applications (from Likharev[46])

(a) Scheme of a single electron box (b) Scheme of a single electron trap

(c) Scheme of a single electron transistor (d) Electrostatic energy of an extra elec-
tron in a single electron trap as a func-
tion of its position for three values of the
gate voltage U

stable states (charged/uncharged edge island). The Geerligs device (Section 2.2
on page 13) can be seen as a combination of two single electron traps.

B.3 Single Electron Transistor

Adding a drain electrode to the single electron box results in a new device, known
as single electron transistor (SET, see Fig. B.2(c)). Typical characteristics of an
SET in the Vsd − Vg space (so–called stability diagram ) are shown in Fig. B.3.
Several diamond–shaped regions are clearly visible, a feature which made this
kind of plot known as diamond plot.
The SET can be operated in two different modes. For small bias values the current
through the SET is suppressed (off-state) due to Coulomb blockade (white areas
in the centre of the Fig. B.3). There, an electron occupying an energy state of
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the island is preventing further electron flow. At the same time it can escape to
neither of the leads as both source and drain lie energetically higher (compare
the left inset in Fig. B.3). By changing the potentials of source, drain and/or gate
electrodes, different energetic configurations of the SET can be achieved (comp.
insets on the right in Fig. B.3), allowing electron flow through the device. This
on–state is achieved, if one or several energy states of the island lie energetically
between the electrochemical potential of the source and the drain electrode.
Obviously, while the SET is perfectly able to confine charge on single electron
level, it fails to control one-by-one electron output. Indeed, Fig. B.3 shows that
at the border between the N and N + 1 (insets on the right illustrate different
possibilities) there is a degeneracy of occupancy of the island. There is no possi-
bility to control the number of electrons defining the net flow from source to drain.
Therefore, a plain SET cannot be employed as a device for generating quantized
current. However, the existing implementations of such devices are build upon the
SET.

B.3.1 Excited States

Electrons occupying the island have various degrees of freedom, such as spin
direction of individual electrons or different modes of the collective electron mo-
tion (radial, rotational, vibrational, etc) on the island. These degrees of freedom
provide tunneling channel additional to channels sketched in Fig. B.3, and are
commonly known as excited states (see also Fig. B.4).

B.3.2 Quantum Dot

In addition to the discrete energy spectrum originating from the Coulomb repul-
sion as introduced in Section B.1 there is also the quantum mechanical contribu-
tion. It originates from the fact, that energy quantization is expected, if the size of
the island is comparable to the electron wave length. With the size of the island
reaching nanometer–regime the quantum mechanical energy–level spacing is in-
creasing rapidly and is comparable with or even exceeds the electrostatic charging
energy.
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Figure B.3: Stability diagram of an SET. White areas correspond to the Coulomb
blockade regime (left inset). In greyed areas the number of electrons on the island
is fluctuating by one unit and the current is flowing through a single state of the
island (the SET is in the on–state). For dark areas the bias voltage Vsd is high
enough to allow electron tunneling through several energy states of the island.
On the right: energy schemes for SET configurations along the border lines of
adjacent areas. (adapted from[87])

Islands with significant size of quantum mechanical energy–level spacing are
called quantum dots (QD). Main differences between common island and QDs
are illustrated in Fig. B.4.
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Figure B.4: Stability diagram for an SET based on a metallic island (left) and a
quantum dot (right) (adapted from [45]). Top: scheme of energy states. The
number of excited states (drawn in thin lines) is smaller for QDs, given the lower
number of electrons present. Bottom: typical stability diagrams. While the areas
in the Vsd − Vg plane are equally shaped for larger islands, the regions in the QD
diagram are irregularly shaped. The reason is the interplay between the energy–
level spacing and charging energy.
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Appendix C

Single Walled Carbon Nanotubes

C.1 General Overview

After the publication of Iijima in 1991[15] the carbon nanotubes received an over-
whelming attention of the scientific community and the general public. They also
were often predicted to be the substance of the upcoming age[90, 147]. Among
proposed applications were nanoscale electronic and mechanic devices, suitable
solution for H2–storage[148] and building space elevators[149], yarning, artificial
muscles, and many more[150, 151].
Though some hopes proved to be false, this topic is still investigated by a vibrant
and growing community (see e.g. [16, 20, 147]). Much of the knowledge acquired
with nanotubes could be transferred and successfully used for graphene, a single
sheet of graphite, which currently emerges as interesting candidate for exciting
research and applications (e.g. applications in GHz regime[152]) as visualized in
Fig. C.1.

Thermal& mechanical applications As described above, CNTs have mechan-
ical and thermal properties, which – in combination with polymers – lead to light
and strong materials. The targeted aplications are

• thermal conductors and

• mechanically strong and/or electrically conducting plastics.

Applications resulting from the geometrical shape The vessel–like shape of
CNTs inspired to many different possible applications. Prominent examples for
imaginable applications are:
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Figure C.1: Time dependent number of articles on carbon allotropes (from Barth
and Marx[153])

(a) Total number of articles on fullerenes,
nanotubes, and graphene. The Science Ci-
tation Index (SCI) is shown as a rough mea-
sure for the growth of scientific literature.

(b) Number of articles within the first decade
after discovery

• hydrogen storage[148, 151]

• encapsulating and transport of active ingredients in biological systems (so–
called drug delivery systems )

• friction-free membranes[154]

• channeling of high-energy particle beams[155] etc.

Figure C.2: Possible usage of CNTs in integrated circuits

(a) A metallic CNT as an interconnect (b) Vertical CNT–based transistor
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C.2 Chemical Properties

Electronics based on CNTs Maybe the topic which attracts most interest in
CNT research:

• gas sensors[156, 157]

• field electron-emitting sources[25]

• light emitting devices[27]

• CNT-based transistors

• metallic interconnects for better electrical connection[158, 159] Fig. C.2(a)

• 3–dimensional stacking of transistors in future computer chips [160] as illus-
trated in Fig. C.2(b)

• transparent conducting films and transistors[161, 162]

• spintronic devices[28]

C.2 Chemical Properties

A single carbon nanotube can be considered as a seamlessly wrapped up graphene
sheet. For this reason the tube is chemically as good as inert except for the end–
cap regions. Here the curvature effects provide for non saturated bonds, making
these parts reactive. This explains the properties of CNTs, as there were for ex-
ample:

Thermal stability SWNTs can be heated to very high temperature (400 ◦C in
ambient condition, more than 1000 ◦C without oxygen). As stated above, the
end caps are the parts which disintegrate first. This property is widely used, as
a method of purification of the SWNT material. The amorphous carbon, which
makes the considerable share of impurities burns in presence of O2 at lower tem-
peratures than nanotubes. It also allows to open SWNTs to fill them with other
nanoparticles, e.g. with (metallo-endo-)fullerenes[163]. Furthermore, by heating
the interface between a nanotube and the contact metal – either by passing high
current through either one of them or in a furnace – it is possible to obtain contact
resistances close to the theoretical limit.
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Figure C.3: Aqueous dispersion of CNT bundles and individual nanotubes using
SDS micelles[164]. SWNT are indicated in blue, hydrophilic end of the SDS is
red, the hydrophobic tail is green.

Low solubility Fullerenes ”consist” – in a manner of speaking – of end caps
only. This manifests also in their much higher solubility in organic solvents (e.g.
toluol). The behaviour of carbon nanotubes is dominated by their walls, which are
hardly reactive. Therefore, obtaining a suspension of CNTs requires more effort.
One of the methods often described in literature and also used in this work in-
volves two steps. Firstly, the nanotube material is dispersed by ultrasonication.
However, once dispersed, nanotubes would re–bundle quickly, making it impossi-
ble to obtain individual SWNT. The bundling is prevented by adding a surfactant
– usually sodium dodecyl sulfate(SDS) – which, at certain concentration (in our
case 1%) creates micelles around dispersed particles, such as individual SWNT,
remaining bundles and amorphous carbon (Fig. C.3). Such suspensions are sta-
ble for a sufficiently long time.

C.3 Electrical Properties

The electrical properties of carbon nanotubes result from the electron band struc-
ture of graphene. In graphene the conduction and the valence bands touch in
exactly six (K–)points as illustrated in Fig. C.4. These six points in the momentum
space form the characteristic hexagon pattern.
The (imaginary) rolling of the graphene sheet to a SWNT occurs along a direction
defined by the rolling vector na1 + ma2, where n and m are integer values along
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the base vectors of the graphene lattice, see Fig. C.5. As these values can unam-
biguously describe the properties of an individual SWNT they are commonly used
as (n,m)–indices for identifying different nanotube types.
Rolling up of the SWNT also imposes a periodic boundary condition in the direc-
tion perpendicular to the axis of the nanotube. As a consequence, the Brillouin
zone is reduced to lines. These lines have different distances to the K–points,
which corresponds to the energy gap in resulting semiconducting nanotubes (i.e.
mod n−m/3 6= 0). For metallic nanotubes the lines cross the K–points exactly(i.e.
mod n−m/3 = 0).
Theoretically, exactly one third of all possible ways of rolling up the graphene re-
sults in metallic nanotubes. This, however, is not always of a practical importance,
as the generation and post–process of SWNT might have preferences for certain
(n,m). During the work majority of the measured SWNT exceeding 66% was
semiconducting.
In addition to the band gap originating from the periodic conditions imposed on
the graphene sheet and scaling inversely proportional with the diameter ∼ 1/d,
the actual curvature of the SWNT has to be taken into account, as it results in de-
viations from an ideal graphene lattice. Due to these deviations an additional band
gap ∼ 1/d2 opens in nanotubes, which should be otherwise considered metallic
due to their (n,m) indices. Therefore, only the so–called armchair nanotubes (of
the type (n, n)) are truly metallic.

Figure C.4: Graphene band structure
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Figure C.5: Type–dependence of SWNT on the (n,m)–indeces

C.3.1 SWNT as Quantum Dot and Quantum Wire

In an idealized carbon nanotube the momentum is quantized only along the cir-
cumference. However, a carbon nanotube of a finate length, as defined by metal
contacts, is different. Electrons within such a carbon nanotube behave according
to the quantum mechanical ’particle-in-a-box’–model. This gives rise to quantum
mechanical energy–level splitting as also described in Section B.3.21.
The energy splitting ∆E in a SWNT equals to

∆E =
hνf
2L

, (C.1)

where L is the length of the nanotube, νf ≈ 8.1·105m sec− 1 is the Fermi velocity for
graphene. Nanotube based quantum dots have been investigated soon[41, 166]
after their discovery.
Is a nanotube well–coupled to the leads, i.e. with the contact resistance below
RK = h/e2, a quantum wire behaviour can be observed in phenomena such as
Fabry–Perot–interferometry[167] or Luttinger liquid[168–172] behaviour.

1 In addition there are effects appearing in very short nanotubes, such as change of the band gap
as reported in e.g. [165]
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mas Weimann (PTB) danke ich für lange, ausführliche und außerst hilfreiche Diskussio-
nen, Hilfe bei Probenherstellung und Messungen.

Dr. Dirk Obergfell danke ich besonders (aber nicht ausschließlich :) dafür, mich in die Welt
von Kohlenstoffröhrchen und die Gruppe von Dr. Roth eingeführt zu haben.

Martti, Chen–Wei und Serhat danke ich dafür, fantastische Bürokollegen gewesen zu sein,
mit denen es viel Spass gemacht hat, (nicht nur) über wissenschaftliche Fragen zu disku-
tieren.

Allen Mitgliedern der Gruppe Roth danke ich vom ganzen Herzen für die wunderbare Zeit,
die ich in in 4C11 und während der “σρ–travelling agency”–Ausflüge gehabt habe.

Mein Dank gilt meiner Familie, insbesondere meiner Frau Natalie und Tochter Annelie für

ihre Kraft, Unterstützung und Liebe.




	Motivation & Overview
	The SI and the Metrological Triangle
	Carbon nanotubes -- a nano-playground
	Quantized current with SWNTs
	Organization of this thesis

	Charge Pumping
	Basic Principles of Quantized Charge Pumping
	Geerligs device
	Kouwenhoven device
	Surface acoustic wave charge pumps
	Quantized current by local gating
	Hybrid superconducting--normal conducting design

	Experimental Details
	Sample Preparation
	Experimental Setup

	Approaches for Pumps and Turnstiles based on SWNT
	SWNT based SAW charge pump
	Local gating charge pump
	Hybrid design based on SWNT

	Summary and Outlook
	The SAW--SWNT approach
	Local gating approach
	Hybrid normal conducting--superconducting approach

	Surface Acoustic Waves
	General
	Generation of higher harmonics

	Single Electron Transport
	Coulomb Blockade
	Single Electron Box and Single Electron Trap
	Single Electron Transistor

	Single Walled Carbon Nanotubes
	General Overview
	Chemical Properties
	Electrical Properties

	Bibliography

