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Abstract (English)

In this work measuremnts of the '°0O(,NN) reactions, performed in 2002 at the
MAMI facility in Mainz in collaboration with the Mainz, Glasgow and Edinburgh
Universities are presented and discussed. Photon-induced two-nucleon knock-out re-
actions are very suitable for the study of the different NN interaction mechanisms
inside nuclei. The aim of the experiment was to achieve a good enough missing
energy resolution to be able to resolve the different final states of the residual nu-
cleus. For this reason new Germanium detectors from Edinburgh University with
an high intrinsic energy resolution were used for the detection of charged particles.
The neutrons were detected in the Glasgow-Tiibingen scintillator bars. The pho-
tons are produced via Bremsstrahlung from the electrons accelerated to 855 MeV in
the mainzer microtron impinging on a 4 pm thick nickel radiator. The photon en-
ergy is indirectly measured from the position of the post-Bremsstrahlung electrons
in the Glasgow tagging spectrometer which has an energy resolution of 2 MeV in
the photon energy range 114-792 MeV. In order to reach a higher energy resolution
the microscope, a tagging spectrometer with thiner scintillator fibres, was used in
the energy range 170-220 MeV. Here a photon energy resolution of 0.6 MeV was
achieved.

In this work results of the **O(~,pn)**N reaction are presented. With the energy reso-
lution of the experimental set-up it was not possible to distinguish individual excited
states in the residual nucleus but it was possible to distinguish groups of states. The
missing momentum distribution for the second and the third excited states combined
of 1*N are shown. This distribution is comparable to previous missing momentum
distributions from the ?C(v,pn)!°B reaction presented in Ref. [73, 74], confirming
that the two nucleons are emitted from a 1p-shell.

During the same beam-time the ®Li(y,7")%He reaction was measured. This is a dou-
ble coincidence experiment where the pions were detected in the Germanium array
and the photons in the microscope. With this measurement it was possible to resolve
separate excited states in the residual nucleus. Population of the ground and first
excited states of ®°He was observed. The differential cross section for this reaction is
presented and compared to previous results and to theoretical calculations.
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Abstract (Deutsch)

Das Experiment zur Untersuchung der Reaktion *O(7,NN) wurde 2002 am MAMI,
Mainz, in Kooperation mit den Universitdten Mainz, Glasgow und Edinburgh
durchgefiihrt. Die Untersuchung der beide Reaktionskanile pn und pp mit reellen
Photonen kann weitergehende Einsicht in den komplexen Mechanismus der Nukleon-
Nukleon Interaktion bringen. Das Ziel des Experiments war eine hohe Energieauflo-
sung, 2 MeV, zu erreichen, um die Zustinde des Restkerns aufzul&sen.

Um diesen Zweck zu erfiillen, wurden neue hochauflésende Germanium Detektoren
der Universitidt Edinburgh, fiir den Nachweis geladener Teilchen, eingesetzt in Kom-
bination mit den “Glasgow-Tiibingen Szintillator-Detektoren” zum Neutronennach-
weis. Die Photonen wurden durch Bremsstrahlung erzeugt. Dazu wurde der MAMI
Elektronenstrahl (855 MeV) auf eine 4 pym dicke Ni-Folie gerichtet. Die Photonen-
ergie wurde indirekt iiber die Messung der gestreuten Elektronen im “Glasgow tag-
ging Spektrometer” bestimmt. Die Energieauflosung des Photons im Bereich von 114
bis 792 MeV war 2 MeV. Um die hohe Auflésung zu erreichen, wurde ein zweites
tagging Spektrometer, “microscope”, das aus diinneren Szintillatoren besteht, fiir
Photonenenergie im Bereich 170-220 MeV angeschaltet. Hier ist die Energieauflo-
sung fiir das Photon 0.6 MeV.

In dieser Arbeit werden Ergebnisse fiir die 1®O(~,pn)**N Reaktion prisentiert. Mit
der Energieauflosung dieses Experiments konnten Gruppen von Zustinden des *N-
Kerns unterscheiden werden. Dazu wird die missing momentum Verteilung der an-
geregten Zustinde 3.95 MeV und 7.03 MeV des “N dargestellt. Diese Verteilungen
konnte die Ergebnisse eines friihren Experiments zur Reaktion 2C(~,pn)'B [73, 74]
bestétigen.

Parallel zu der *O(y,NN) Messung wurde auch die Reaktion °Li(y,7")*He gemessen.
Diese Messung war eine zweifache Koinzidenz, bei der die Pionen im Germanium-
Detektor und die Photonen im microscope nachgewiesen wurden. Bei dieser Messung
konnten der Grundzustand und der erste angeregte Zustand identifiziert werden. Die
Ergebnisse werden sowohl mit fritheren Messungen als auch mit theoretischen Rech-
nungen verglichen.
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Chapter 1

Motivation

1.1 Introduction

Since the discovery of the nucleus by Rutherford, Geiger and Morsden in 1911, a
description of the interaction between the constituents of the nucleus has been a
matter of scientific research. One of the early nuclear models was introduced in the
late thirties by Bohr [1] and Weizsdcker [2]|, namely the liquid drop model. In this
model the nucleus is seen as an almost incompressible liquid droplet. Many liquid
droplets of the same size compose the matter. This model was able to correlate
binding energy and atomic number and to explain nuclear phenomenons like fission,
but it could not explain the experimental observation of the so called magic numbers,
i.e. the atomic number of nuclei which have a local maximum in the binding energy
curve.

Independent particle models (IPM) in which a single nucleon feels a mean field
potential due to the other nucleons were implemented in the forties. In an IPM the
Hamiltonian of the system in the Schrédinger equation is composed of the kinetic
energy of one particle and a two-body potential, which could be a potential-well like
in a Fermi gas model or a harmonic oscillator.

The nuclear shell model (SM) proposed by Mayer [4] and also Haxel, Jensen and
Suess [3] was able to describe the magic numbers and the experimentally observed
ground-state properties, like spin and parity, and excitations at low energies of the
nuclei. In the SM the neutrons and the protons occupy energy levels, shells; they do
not collide since their relative separation is of the order of their diameter, according
to the Pauli principle. The mean field potential used is an effective central potential
plus a spin-orbit potential.

From nucleon-nucleon scattering experiments it was possible to learn about the
interaction of free nucleons but not of a bound system. Realistic potentials created
by fitting these data can be used in a SM calculation, namely a Hartree-Fock (HF)
calculation. Nowadays several realistic potentials describing the scattering data are
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Figure 1.1: Left panel: strength for valence orbitals observed in (e,e’p) experiments per-
formed at NIKHEF [6, 7]. Right panel: Occupation number for several orbits in 2%Pb
observed in (e,e'p) experiments performed at NIKHEF [8]. The red line is the result of a
pure mean field calculation.

available. The binding energy per nucleon obtained in a HF calculation with realistic
potential for the nuclear matter [5] turned out to be positive, i.e. no bound system
is created. This inability to describe a bound system arises from the interaction
between two individual nucleons at short relative separation, needed in order to
realistically reproduce the behaviour of the NN dynamics in a nucleus. Recently
with the advent of new experimental methods such as the detection of one nucleon
emitted through electron-scattering, the importance of the NN correlations became
evident when looking at the experimental results, i.e. the spectroscopic strength
of the valence orbitals for the knock-out of one proton from nuclei with A>4 [6].
In Fig. 1.1, left panel, we see that the strength for some closed shell nuclei from
A=7 to A=208 is around 65% of that predicted by an independent particle model.
Furthermore, one can look at experimental observation of the occupation number
for the closed shell of Pb, right panel. The data points lie under the full occupation
line (occupation number = 1) below the Fermi level predicted from the IPM. The
data points show a depletion of the occupation number of about 25% for the low
energy shells; for states with energies close to the Fermi level the depletion is even
bigger. The lack of strength below the Fermi level proves the occupation of nucleon
states above the Fermi level due to high momenta caused by mutual interactions of
NN pairs at short distances.
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Figure 1.2: Relative wave function for the 'Sy partial wave [9]. The uncorrelated wave
function (dashed line) reaches the maximum amplitude at the zero NN separation. The
different reduction of the wave function for the different potentials is due to the fact that
CDBonn (black) is a non-local potential, while the AV18 (red) is a local one. The green
curve is a sketch of the NN potential.

1.2 NN correlations

The effect of NN correlations can be better understood theoretically by looking at
the relative wave function of the NN system, which represents the two nucleons in
the bound system (finite or infinite such as nuclear matter). In Fig. 1.2 a recent
calculation [9] of the two nucleon wave function for a infinite bound system for the
partial wave 'Sy is shown. If the two nucleons are considered as not-interacting with
each other the relative wave function is the uncorrelated one, the dashed red line,
where an amplitude of 1 is observed for zero relative separation. The correlated wave
function is created by introducing an effective 2-body interaction, the G matrix,
in the Hamiltonian of the system, a Bruckner-Hartree-Fock (BHF) calculation is
performed. The amplitude of the relative wave function for the correlated pair is
now reduced for small relative separation, as shown by the solid black and red lines,
were two different realistic NN potentials were used for the calculation. This dip
reflects the repulsive core of the NN potential, the green line sketched in Fig. 1.2,
at a relative separation smaller then 0.5 fm. Due to the uncertainty principle, two
nucleons, which are at a short relative separation can have high relative momentum.
This is reflected by the so called short range correlations (SRC) which are part of
the interaction that has been neglected in the SM.

In order to investigate NN interactions the most suitable probe is an electromagnetic
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one, i.e a virtual or a real photon. There are several advantages in using this type
of probe. The initial state interaction is well known (QED) so that distortion effects
of the incident projectile can easily be calculated. Moreover with the improvement
of continuous-wave electron accelerators comprehensive measurements can be taken.
The main difference between virtual and real photon is the nature of the probe. The
cross section for the virtual photon has a longitudinal and a transverse response,
while for the real photon only the transverse part contributes. The experiments with
virtual photon have the advantage of the flexibility in the choice of the kinematics
since the momentum of the photon can be varied independently to its energy since
the mass is non zero. On the other hand, in experiments with virtual photons,
spectrometers have to be used for the detection of the scattered electrons; these
have usually a small solid angle and small momentum acceptance. With real photon
detectors with a wider angular acceptance and energy range can be employed.

The possible experiments that one can perform are studies of:

e the exclusive (e,e’) reaction, where only the out-going electron is detected
and the emitted particles and the residual nucleus state are extracted via
kinematical considerations,

e the exclusive (e,e'N) and (7,N) reaction where the emitted particles involved
are detected,

e the inclusive (e,e'N) and (7,N) experiment where it is possible that the detected
nucleon is coupled to a second nucleon, not detected, which is also ejected due
to their high relative momentum and therefore the residual nucleus is left in a
high excited state,

e the exclusive (e,¢'NN) and (7,NN) where the second emitted nucleon is de-
tected and the residual nucleus is left in either the ground state (g.s.) or an
excited energy states.

The exclusive two-nucleon emission reaction is good for the study of the final state
interactions since the residual nucleus is left in a known and quite easily calculable
state. Moreover in a plane wave impulse approximation (PWIA) where the two emit-
ted nucleons are the only active part of the reaction with the A-2 nucleus acting as a
spectator, the initial quantum numbers of the NN pair coupled to the probe are the
same quantum numbers of the residual nucleus in the final state from conservation
of the quantum numbers.

For two-nucleon emission SRC is not the only mechanism by which the two nucle-
ons can be ejected. Other processes can take place such as interaction with meson
exchange currents (MEC) and the virtual excitation of the nucleons to a A, the
isobar current (IC). In MEC the photon either interacts with a meson that is ex-
changed between the two nucleons (pion-in-flight) or the photon is absorbed by one
nucleon that exchanges a pion with the correlated nucleon (pion seagull). Two types
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of processes contribute to the A-isobar current: either the nucleon is excited into a
A by photon absorption and it subsequently decays by exchanging a meson or the
nucleon is first excited to a virtual A by meson exchange with a second nucleon
and then de-excites by photon absorption. There can be also final state interactions
(FSI) which include the interaction of an ejected nucleon with the residual nucleus
or the mutual interaction between the two out-going nucleons. Three-body interac-
tion mechanisms can also contribute to the cross-section. However it has been shown
that their contribution is smaller than 1/3 of the total cross section for low photon
energies and it can be neglected at high energy [10]. In Fig. 1.3 a sketch of the above
mechanisms is drawn.

The investigation of the four types of reactions is very important in order to disen-
tangle the different NN interaction mechanisms. For example in the emission of two
protons the MECs are almost negligible. In some special kinematics, see section 1.4.2,
the (e,e'pp) reaction is the most suitable to study the SRCs.

1.3 Kinematic variables

In a two-nucleon knockout reaction using real photons the known observables are
the directly measured four-momenta of the two outgoing nucleons and the four-
momentum of the photon. The latter is calculated from the difference of the ingoing
electron and the scattered electron after the bremsstrahlung, as it will be explained
in section 3.2. The momentum of the photon, E, has the absolute value of its energy,
E,, and in our reference system its direction of motion is along the z-axis. In Fig. 1.4
a schematic drawing of the kinematical variables for a two-nucleon knock-out expe-
riment is shown. The momenta of the outgoing nucleons are labelled p”}, i = 1 or 2.
The angles v; and v, are the polar angles of the outgoing nucleons with respect to
the photon axis, i.e. the polar axis; ®; and ®, are the respective azimuthal angles.
From the above observables we can reconstruct the missing momentum, which is the
momentum not seen in the detectors:

P =k—Y_ 7} (1.1)
Correspondingly the missing energy (non-relativistic) is defined:
Em=E,— ) T}{—Tre =Q—E (1.2)

where Q) is the energy threshold to emit the nucleons, E, is the excitation energy of
the recoil nucleus of mass M,.., T are the kinetic energies of the outgoing nucleons
and T,.. is the kinetic energy of the recoil nucleus which is calculated from its
momentum, which for exclusive two-nucleon knockout corresponds to the missing
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Figure 1.3: Possible 2N emission mechanisms: a) absorption of the gamma on a nucleon
that is correlated with another one; b) absorption on a meson that is exchanged between
2N (MEC); c) a nucleon and a A interact via photon (IC); d) interaction between the
two nucleons after one has absorbed the photon (FSI); e) absorption on a three-body
correlation, where the bold ellipse represents anything except a nucleon.

momentum:
T'rec - pgn + M2, — M'rec . (13)

rec

In PWIA the missing momentum is opposite to the c.m. momentum of the two
initially nucleons coupled to the photon, because the target was at rest before the
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Figure 1.4: Schematic drawing of the kinematical variables.

interaction:

Ppair :ﬁll+ﬁ,2 = _ﬁm
The short-range correlations are related to the relative momentum of the initial
pair of nucleons: p,e; = 1/2 (p) - p2). Unfortunately, pre can not be determined
unambiguously from the measured final momenta since p’} and p’ depend on the
absorption mechanism of the photon.

1.4 Previous '°0O(7,NN) and '%0O(e,e'NN) experi-
ments

Among all the possible many-body systems 60 is a good candidate to be used as a
target for a two-nucleon emission experiment. The use of H;O and DO make such
targets relatively easy to handle as there is no need of a cryo-target. Also, the energy
separation of the excited states in the recoil nucleus is relatively large so that with
high resolution experiments it is possible to resolve the different final states. This is
important in order to learn about the state of the NN pair coupled to the photon, as
explained in section 1.2. As one can see from Fig. 1.5 for the (y,pp) reaction there
is a 7 MeV spacing between the g.s. and the first excited state, while between the
other excited states and also for the (y,pn) reaction the minimum spacing between
the states is about 2 MeV. In the past years several two-nucleon knock-out experi-
ments, using both virtual and real photons, have been performed. In this section 1
will briefly present the results and a comparison with some theoretical calculation in
order to explain the reason for the present experiment. The (e,e’NN) reactions have
been investigated in the A1 hall at MAMI [15], in Mainz; which provides the only
possibility in the world to use three high resolution spectrometers in coincidence.
The kinematics investigated were the so called super-parallel kinematics, where the
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Figure 1.5: Selected energy levels of the residual nucleus for the *O(y,NN) reactions.

two outgoing nucleons are emitted parallel and antiparallel to the momentum trans-
fer, i.e. v7 = 0 and 2 = 7. In such kinematical conditions contributions from IC
are completely negligible in the pp channel and are reduced in the pn channel, as
explained in details in section 2.2. Moreover with the three spectrometers it is pos-
sible to achieve a high energy resolution in order to resolve the different final states
of the recoil nucleus. This is also an intention of the present experiment.

1.4.1 '°O(y,pn)"N

In the early nineties a high resolution *O(v,pn)'*N experiment was performed at
the tagged-photon facility at the Max-lab accelerator in Lund [16]. The photon
energy was around 72 MeV and the 1.5 MeV resolution in missing energy was
sufficient to resolve separate final states in the residual nucleus. The principal aim
of the experiment was to determine the quantum numbers of the pn pair at the
instant of photon absorption [17]. In PWIA the quantum number of the pn pair
coupled to the photon are equal to the quantum number of the A-2 nucleus as
already mentioned in section 1.2, since the *O system in its g.s. has isospin T—=0
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Figure 1.6: Missing energy distribution for the 160(y,pn)'*N experiment in Lund [17]. The
g.s., the second excited state and the third excited state are strong populated.

and J™=0", where J is the angular momentum and 7 the parity. In Fig. 1.6, where
the missing energy distribution is shown, it is possible to distinguish the ground
state, the 3.95 MeV state and the 7.03 MeV state.

Gaussian functions were fitted to the peaks in order to obtain the cross section
strength. In Table 1.1 the first column lists the measured values as in ref. [17]. Since
the detector system did not cover the entire phase space the values are corrected
for this using a Monte Carlo simulation. The g.s. and the second excited state, both
1%, are populated indicating that the absorbed photon mainly couples to L. = 0
and L. = 2 pn pairs, where L represents the total orbital angular momentum of
the pair, since the g.s. is mainly reached by L. = 2 transfer and the second excited
state by L = 0 [18]. The 2.31 MeV state is populated with a strength of less than
5% relative to its neighbour state with a confidence limit of 1o. This means that
the absorption probability on a pn pair in a 'Sj state, i.e isospin triplet (T=1) and
J© = 0%, is 5% smaller than the probability of absorption on a pair in a 25; state,
which is an isospin singlet (T=0) like the ground and the second excited state. This
suggests that the photon absorption on a pn pair in an isospin triplet state play a
minor role compared to the absorption on a pn pair in a deuteron state supporting
the validity of the quasi-deuteron model. Calculations of the cross section based
on a shell model [39], which do not include the predominance of the 3S; state also
shows a little strength for the 2.31 MeV state; the third column of the Table 1.1
lists the calculated values. The 7.03 MeV, 2%, state is measured to be strongly
populated which is in contrast with the theoretical calculation, which predicted the
cross section to be much lower.
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State | (d?0/dQ,d)meas (1b/s7?) | (d?c/dQpdQ) care (ub/sT?)
os. 14+ 05 0.34

2.31 MeV <0.1 0.09

3.95 MeV 1.7+ 0.5 0.80

7.03 MeV 1.6 04 0.15

Table 1.1: Cross sections value for the different final states of the *°O(e,e’pn)*N reaction
measured at Lund [17]. The values are corrected for the phase space using a Monte Carlo
simulation; the uncertainties are statistical. In the last column are reported the value for
the calculation in a shell model framework [39].

Later in the nineties another high resolution O(y,pn)*N experiment was realised
at the Saskatchewan Accelerator Laboratory (SAL) in Cananda [19] with photon
energies from 98.5 MeV to 141 MeV. The aim of this experiment was, besides gain-
ing knowledge on the MEC and SRC, to have more understanding of the photo-
absorption mechanism on the pn pair. For this last aim the data were taken in
quasi-free deuteron kinematics, i.e. proton and neutron were detected in the forward
direction. In these kinematics the angular momentum transfer to the pn pair is pre-
dominantly L=0. As Cohen and Kurath [18] showed with their calculation of the
coefficient of fractional percentage the g.s. is mainly reached with L=2 transfers, the
2.31 MeV state is pure L=0 transfers and the 3.95 MeV is mainly reached with L=0
transfers. The yield of the excitation energy are shown in Fig. 1.7. Only a peak at
3.9 MeV is visible. At around 20 MeV the continuum starts. The g.s. does not appear
as expected since the kinematics favours the L=2 transfer. The peak is identified
as the 3.95 MeV, 1t T=0, excited state. The 7.03, 2 T=0, and the 11.05 MeV,
3T T=0, states are predicted to be reached by pure L=2 transfer and in agreement
with the prediction are not seen in the excitation energy spectrum. The 2.31 MeV,
0t T=1, state even if the angular momentum transfer is pure L=0 is not clearly
distinguishable from the main peak. It could be that it is on the left shoulder of the
peak. This result is interpreted as the photo-absorption probability on a pn pair in a
T=1 state leading to the 2.31 MeV final state being less than 10% of the probability
to go to the 3.95 MeV state.

The results of both experiments show that the photon almost does not couple
with the pn pair in a T=1 state. Unfortunately for the Lund experiment the photon
energy range was only 10 MeV, too low to obtain a missing momentum distribution
and the momentum range was too small. For the SAL experiment the energy reso-
lution was not high enough to really separate the first excited state, if populated,
from the 3.95 MeV state. This is one of the reasons for the experiment described
in this work. A new high resolution °O(~,pn)*N experiment could confirm the low
population of the 2.31 MeV state and provide more information on the absorption
mechanism and missing momentum distributions.
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Figure 1.7: Excitation energy distribution for the **O(v,pn)!*N experiment at SAL. The
peak centred at 3.9 MeV with FWHM 2.8 MeV is identified to be the 3.95 MeV (17,0)
state. The 2.31 MeV (01,1) state could be present in the left shoulder of the main peak.
The continuum starts at around 20 MeV.

1.4.2 %Q(e,e’pp)‘C

The %O(e,e'pp)'*C experiment was performed in the Al hall at MAMI, in Mainz.
The experiment was run in super-parallel kinematics [20] at an energy transfer
w = 215 MeV and momentum transfer |§] = 316 MeV/c. The proton emitted in
the direction of the momentum transfer was detected in spectrometer A and the
second proton in spectrometer C, while the scattered electron was measured in spec-
trometer B. The high resolution of the 3 spectrometers allowed the individual excited
states in the residual *C nucleus to be resolved as shown in Fig. 1.8; the excitation
energy resolution achieved was about 1 MeV. The data analysed were taken in a
missing momentum range of -90 MeV/c to 90 MeV /c; the random coincidences have
been subtracted and corrections for detector efficiencies taken into account. The g.s.
is the strongest populated state which is opposite to its isobaric analog state, the
2.31 MeV in the pn channel.
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Figure 1.8: Cross section for the 6O(e,e’pp)'*C reaction at MAMI [20] in super-parallel
kinematics for -90 MeV /¢ < p,, < 90 MeV/c.

1.4.3 '%0(e,e’pn)"N

The first high resolution *O(e,e’pn)*N experiment was performed at the MAMI fa-
cility, in the A1 hall. Spectrometer B was used to detect the outgoing electron. The
Tiibingen-Glasgow TOF detectors were employed to detect the neutron and spec-
trometer A was used to detect the proton. Data were taken in the same kinematics
as in the 1°O(e,e'pp)!*C experiment so a direct comparison could be made between
results [21]. In Fig. 1.9 the excitation energy of the residual nucleus is shown. The
energy resolution, < 3 MeV FWHM, was not good enough to resolve the individual
excited states. In Fig. 1.9 we see a peak which covers the 2.31 MeV, the 3.95 MeV and
the 7.03 MeV states, all three of which could contribute to the observed strength.
The second strong peak centred around 11 MeV may correspond to excitation of
states in the continuum. In contrast to the (e,e'pp) measurement [20] there is no
clear strength from the ground state in “N. Theoretical calculations [22, 23] sug-
gest that the transitions to 3.95 MeV excited state give the greatest contribution of
strength to the peak centred at around 4 MeV.
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Chapter 2

Models for 2N emission

The cross section for the emission of two nucleons by an unpolarised real pho-
ton [24, 25] is calculated from the contraction of the lepton tensor, representing
the electromagnetic probe, and the hadron tensor, representing the target and resid-
ual nucleus in the final state with the outgoing nucleons. By applying lepton and
hadron current conservation and integrating over the total energy E'Y, of one of the
two outgoing nucleons the cross section can be written as |24, 28|:

d’c _ 2
dEdd | E,

Qf frecWT (2.1)

where Q = |p||E'||P"| is the phase space factor and the recoil factor is:

E! o .¢
2 Bo Drec (2.2)

E’I"eC |p2‘

The Wy is the pure transverse structure function which is a linear combination of

the components of the hadron tensor W [24]. The hadron tensor is obtained from

the Fourier transform of the transition matrix [24] Sg:

frec_l =1-

1
V2E,

where e is the target charge, €) the polarisation of the real photon with A = + 1 as
the real photon has only transverse polarisation and J is the four-vector of the target
current. The components, J#, of the target current vector are the matrix elements of
the charge-current density operator between the initial and the final nuclear states:

Sp=ier——e . @09 —p— k) 23

E) = [ (w0 eeFar (2.4)
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The nuclear states |¥) are determined by solving the Schrodinger equation for the
initial and for the final nuclear system where the Hamiltonian has the general form:

H:T1+T2+V12+V. (25)

Here Ty and Ty are the kinetic energies of the two emitted nucleons, Vi, represents
the mutual interaction of the two nucleons and V is a potential including some
omitted interaction between each of the emitted nucleons and the residual nucleus.
The structure of the mutual potential is derived from the experimental results of
the free nucleon-nucleon scattering. Different realistic potentials are modelled to fit
these data and are avaliable to be used in the Hamiltonian of eq. 2.5.

The three-body potential V)53 representing the interaction between three nucleons
is either completely neglected or simplified via an average potential. Recent Green
Function Monte Carlo calculations [29] including a three-body potential for nuclei up
to A=10 have been carried out. The calculation of the binding energy showed a better
agreement with the experimental values than the calculation without the three-
body interactions. For heavier nuclei, A=12, experimental results of the **C(v, ppN)
reaction [10] are compared to calculations including the three-body potential. As
already mentioned in section 1.2 the three-body force contribution is low for low
photon energies and is negligible for higher photon energies. Since this result depends
on the choice of the kinematics, more experiments must be carried out to get a
general understanding of the importance of the three-body force for nuclei with
A>10.

Even without the introduction of a three-body potential, the calculation of the
exact solution of the Hamiltonian is a three body problem and therefore complicated.
For this reason approximations are applied and several approaches to the problem are
followed. The starting point to calculate the photo-absorption cross section is always
the hadron current of eq. 2.4; different methods to calculate the hadron current,
the initial and the final state are used from different theoretician groups. In this
section I will start by introducing the NN interaction in nuclear matter, since due to
translation invariant the calculations are simplified making it is a very good starting
point to understand the pair behaviour in finite matter. The model used by the Pavia
group |25, 27, 28| is briefly explained with a comparison to the data taken in Mainz
presented in Ref [20]. A different model proposed by the Gent group [39, 40, 41|,
is also presented with differences to the Pavia model being discussed; a comparison
with the same data is made.

2.1 Nuclear Matter

Nuclear matter (NM) is an infinite translation invariant system of interacting nucle-
ons. In symmetric nuclear matter there is an equal number of protons and neutrons
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and as an approximation the Coulomb interaction can be neglected. The translation
invariance allows sophisticated many-body calculations making it easy and useful to
study the nucleon-nucleon interaction in nuclear matter.

The Hamiltonian which describes the nuclear matter system is the same as in
eq. 2.5. Also in NM a strong repulsive potential core causes the failure of standard
perturbation methods [24]. Other approaches are necessary and thus in the last years
the Self Consistent Green’s Function (SCGF) method has been developed. Advan-
tages of the SCGF approach is that the spectral function comes out naturally and
the calculations can be performed at 0 and finite temperatures. The first is impor-
tant for direct comparison to results of (e,ep) experiments, as it will be reported in
section 2.1.1, and the second for comparison with NM in astrophysics. The SCGF
method of [42, 43, 44, 45| uses a diagrammatic approach, where the single particle
Green’s function is expanded in terms of diagrams. In a grand-canonical formulation
the one-particle Green’s function for real time ¢ and imaginary time ¢’ is written:

ig(#t, 2t = Tr{ pGT[qf(ft)qﬁ(f't')} } , (2.6)

where 7 is the time ordering operator acting on the Heisenberg product of creation
and annihilation field operator ¥ (7't) = e W (ZF)e . T puts the field operator with
the biggest time on the left side. The statistical operator pg = %e‘B(H ~#N) contains
the inverse temperature [ the chemical potential ;4 and the operator counting the
total number of particles N. Z is the normalisation factor. The N-particle Green’s
function is described in the same way, for example the two-particle Green’s function
reads:

igrr(Faty, Tota: T114, 75t) = Trd paT | W(@10) W (@) W (@1 6) 91 (758) | } . (27)

To determine the Green’s function one can start from the equation of motion, which
for the one-particle Green’s function contains a two-body potential and a two-particle
Green’s function. The general rule is that the n-body propagator is correlated to the
n+1 propagator. In a similar approximation the Green’s function is expanded in
terms of the free propagator gO(E, 2,), where z, = f—z”ﬂ + p is the Matsubara fre-
quency, and the two-body bare potential V; the Feymann diagrammatic representa-
tion is used. In Fig. 2.1 the diagrams for contributions to the first order are shown.
Since at the second order the expansion in the diagrams involves already 10 possible
diagrams an exact solution of the motion equation is impossible. A truncation of the
diagrams is made by introducing the self-energy 3. Now the equation of motion is a
Dyson equation, diagrammatically represented in Fig. 2.2 (left panel), which binds
the unperturbed propagator to the dressed propagator trough the self-energy. By
iteration, i.e. by substituting the right hand side of the Dyson equation in the full
Green’s function all the n-body terms are deduced.

The self-energy is calculated in ladder approximation, where all the particle-
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Figure 2.1: Feymmann diagrams for the 1st order expansion of the one particle Green’s
function. The single line represents the free propagator, the dashed line the bare potential.

Figure 2.2: Left panel: Dyson equation for the single particle propagator, the free prop-
agator (single line) and the self energy. Right panel: diagrammatic representation of the
T matrix in ladder approximation. The effective interaction contains the bare potential
(dashed line) and the iterative term which contains all the ladder diagrams.

particle and hole-hole scattering processes are taken into account and treated in the
same way. The ladder self-energy involves the T matrix, that is an effective two-body
interaction. The T matrix is the equivalent of the G-matrix in HF approximation,
its diagram is shown in Fig. 2.2 (right panel). The one-particle Green’s function can
also be expressed in terms of a correlation function [43]:

!

it >t
it i<t

> (%t 7
g (23)
g (Tt; T

t
t
The Fourier transform of ¢g<(&t; #'t') along the real time axis gives the probability
to remove a nucleon with momentum £ at energy w, and the Fourier transform of

g~ (Zt; Z't") gives the probability to attach a nucleon, the sum of them is the single
particle spectral function [43]:

-

S(k,w) = g~ (k,w) + g<(k,w) (2.9)

By using the quasi periodicity condition ¢(Z,t = 0; F',t') = —ePtg(Z,t = —iB; 7', 1)
the Fourier transformed correlation functions can be expressed as function of the
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spectral function [43]

g<(k,w) = f(w)S(k,w) hole spectral function (t<t’)

() (2.10)

(1 - f(w))S(E,w) particle spectral function (t>t’),

-1
where f(w) = [eﬂ(“”“) + 1] is the Fermi function. The Fourier coefficients of the
imaginary time Green’s function can be written [43]:

. /+°° dw S(k,w)

k,z,) = .

(2.11)

—00

By replacing the Matsubara frequency with an imaginary number z and introducing
a retarded propagator g(k,w + in) the spectral function reads:

S(k,w) = —2Im g(k,w + i) . (2.12)

The solution of the Dyson equation gives the perturbed Green’s function as a func-
tion of the self-energy. If one inserts it in the retarded propagator one obtains the
following expression for the single particle spectral function [43]:

L —2Im X(k, w + in)
S(k,w) = - — 5 -
w— £ — ReX(k, w)] + [Im Y(k,w+ m)]

. (2.13)

Without the w dependence the spectral function would be a Lorentzian. The upper
term in eq. 2.13 is interpreted to be the spectral width of the function. For non-
interacting particles like in HF approximation the spectral function would be a ¢
function centred at the value of the single particle energy, which depends on its
momentum £.

In order to compare the result of SCGF with the (e,e'p) experiment, where finite
nuclei are the target and a different energy region is investigated, the SCGF approach
needs some modifications [45]. Eq. 2.13 is still valid but the self-energy is calculated
in a different way; it becomes the sum of a non-interacting and a perturbation term,
the two-hole-one-particle self-energy [45]:

S(k,w) = SHF (K, w) + AS?MP (K, w + in) (2.14)

where the G-matrix replaces the T matrix in the AX2P (K. w + in). Also here the
ladder approximation is used with attention being paid to the pairing instability
problem. It has been shown [46] that the ladder approximation method leads to pair-
ing instability, meaning that complex eigenvalues appear in the ladder self-energy.
To bypass the problem, the Green’s function can be calculated at finite temperature,
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since up to T=5 MeV the instability is localised in a small energy range [45]. The
imaginary component of the ladder self-energy contains the imaginary part of the
T matrix and the spectral function weighted by the Fermi function and the Bose

1
function b(Q) = [eﬂm*?”) — 1] . The real part of the ladder self-energy is the sum

of a HF term and an energy dependent term.

For the comparison of the so calculated spectral function with the one extracted
from (e,e'p) experiments the calculations were performed for an energy w below the
Fermi level or chemical potential [45] and at the lowest possible temperature, 2 MeV.
The bare potential used is the CD-Bonn. The comparison can be done only when the
data are taken at high missing momenta and energy since for the low range the spec-
tral function is dominated by single particle wave functions, which have a different
behaviour in finite nuclei than in infinite NM. Moreover in order to see an effect due
to SRCs and long-range correlations one has to perform exclusive one-nucleon emis-
sion reactions where the residual nucleus is left in an high excitation energy state,
i.e. high missing energy and high missing momentum (at least 250 MeV /c). Indeed,
it has been demonstrated [11] that the exclusive (e,e'p) reaction at high missing
momenta for the transition to the ground state of the residual nucleus, shows no sig-
nature of correlations. In reference [11| the missing momentum distribution for the
80O (e,e'p)'°N reaction, leaving the '°N in the g.s., from an exclusive experiment at
MAMI [12] has been compared to HF calculations and calculations including a full
correlated spectral function with long-range correlations, SRC and FSI. The data
from 100 MeV /¢ missing momentum to 700 MeV /c can be fitted within a HF picture
and even the inclusion of the correlations does not give any deviation from the mean
field.

2.1.1 Comparison with the exclusive (e,e’p) reaction

Exclusive ?C(e,e'p) reaction at high missing momenta and energy have been per-
formed by our collaborators in Basel [13] at JLAB. On the right side of Fig. 2.3 the
spectral function, as a function of the missing energy for different missing momenta
is shown. The data (solid line) are compared with the SCGF method [42] calcu-
lation (dashed line) for NM at the lowest possible temperature, 2 MeV, and at a
density corresponding to the average density of 12C. Even if the calculations do not
include long-range correlations and are calculated for infinite nuclei there is good
agreement between the data and the calculation for the lowest missing momenta up
to 410 MeV. For the low missing energy there is a lack of strength in the calculation.
This implies that the SRC are not sensitive to surface effects and are more impor-
tant for the interior nucleon states. The depletion of 25% of the occupation number
shown in the right hand side of Fig. 1.1 is then due only to SRC whereas the more
pronounced depletion for the states closer to the Fermi level is due to long-range
correlations. The distribution of the spectral strength calculated in Correlated Basis
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Figure 2.3: Left panel: distribution of the single-particle spectral function strength in miss-
ing momentum and energy region as calculated in CBF theory [14]. Right panel: spectral
function extracted from 2C(e,e’p) experiment at JLAB compared with SCGF method for
nuclear matter at T=2 MeV [45].

Function theory [14] (CBF) in dependence of the missing momentum and missing
energy is shown in Fig. 2.3 (left panel). The CBF theory predicts an 80% strength
for moderate missing energy and missing momentum corresponding to the emission
of a nucleon. The spectral function is also sensitive to SRC for a wide range of miss-
ing momentum up to 700 MeV /¢, where the strength is 4.5%. The calculations also
show that for high missing energy and missing momentum the strength of the spec-
tral function is enough to investigate SRC, while for moderate missing momentum
and large missing energy the strength is so low that it is difficult to make experiment,
in such a region.

2.2 Pavia model

In this model the calculation of the hadron current is based on the projection-
operator method defined by Feshbach [26]. The entire Hilbert space is divided into
two complementary subspaces. The problem becomes less complicated when it is
restricted to a part of the Hilbert space. In this simplification the eigenvalues of the
problem are projected onto these two subspaces through the projection operators
P and Q=1-P. The calculations are done only in the P-subspace including the Q
contribution in an effective way [24]. In this way the matrix elements of eq. 2.4, for
a residual nucleus left with excitation energy E and a set of quantum numbers «,
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can be written as

/dr/drl/drge "X (1, 75) (2.15)

X Jeff(F, Fl,FQ)‘I)EQ(Tl,FQ)[Sa(E)]I/Z .

The operator J in eq. 2.4 is computed in the P-subspace. Therefore the effective
hadron operator J, 7f takes its place in eq. 2.15. The xg, is the scattering state, i.e.
the final state |¥;) in eq. 2.4, and the initial state |¥;) is represented by the bound
state ® g, normalised by the spectral strength S, (E), which gives the probability to
remove two nucleons. Both states are eigenfunctions of an energy dependent non-
hermitian Hamiltonian |24, 27| but it is too complex to treat them in the same way
so different approximation are used for the calculation of these.

2.2.1 The hadron current operator

Assuming a direct two-nucleon knockout mechanism, which means only the two
emitted nucleons are involved in the reaction while the rest act as spectators, the
effective nuclear current operator does not couple different subspaces, PJQ = 0.
It therefore can be replaced by the bare current operator J which is the sum of a
one-body current operator and a two-body current operator. The one-body term
contains a convective and a spin-magnetic contribution and it is written as:

=‘I’f\Z (5, £5(7 = 7))+
me x [, 957 — 7)),

J

(2.16)

where e; is the nucleon charge, the f; represents the internal charge of the nucleon
and g; describes its magnetisation.

The two-body current operator arises mainly from the exchange of charged
mesons between the two nucleons in the nucleus, the meson exchange current. The
MEC contributes to the longitudinal and transversal component of the nuclear cur-
rent operator [24]. The IC, where a virtual excitation of one nucleon takes place,
contributes only to the transverse component of the hadron current operator. The
NN potential is derived from an effective Lagrangian, where the isospin dependence
is given by the exchange of a meson with isospin 1. The long-range part of the po-
tential arises from the lightest meson, the pion, while heavier mesons like the p and
the w contribute to the short range part of the potential. In the approach of the
Pavia group only the contribution of the 7 is considered. The one-pion exchange
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potential [24] (OPEP), in coordinate space, is written:

2 L e MaT

Veae(Fs, 75) = " 7070 (F 0. V) (3@ - V)

2.17
A7r ( )

where f;yy is the pion-nucleon-nucleon coupling constant and 7 = 7, — 7. The
exchange current operator Jy pc has to satisfy the continuity equation [30]:

=

V- jME‘C =1 [Vezc: ,00] - Z[ﬁa pemci| ) (2.18)

where p(7) = (po(7), pexe(7); T1,72) is the four-vector of the charge density for the
two nucleons exchanging a pion and the Hamiltonian operator is the sum of the
kinetic term, the one-body potential and the OPEP. The exchange current operator
which satisfies eq. 2.18 can be split into two terms, the seagull operator and the
pion-in-flight operator. The seagull current in coordinate space is written |24, 28|:

Tibol#7,7) == S0 [0 x 70 o007 ~ 9 1) 2.19)
I 2.19

+5D5(7 — 7)(3N - 7) | (1 e o

? ? T) + Mmyr/ mMgr +( < )

and the pion-in-flight current is written [24, 28|:

2
o, 71, 7) = — [0 x 0]

3
efm,r|'7‘17:2‘| efmw|f‘27:E\ (220)

m,r|7”1 - f| mﬁ|F2 — f|

X (61 - 62)(5(1) . 61)(5" 2. 62)
+ (1 ¢ 2).

The A current does not satisfy the continuity equation. The two processes, the
excitation by photon absorption (I) and the excitation by the exchange of the pion
(IT) have different propagators since the invariant energy /s of the virtual A is
different. In the case of process (II) the invariant energy of the virtual resonance is
low so that a static approximation |31] can be made in which only the baryon mass
difference is considered. The propagator of the resonance for the (II) process can be
written [28]:

GA = (Ma — My)™t, (2.21)

where Ma = 1232 MeV. In the case of the excitation by photon absorption the
propagator depends on the invariant energy [28|:

Gl = (Ma— v/ai - %PA(@))l , (2.22)
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where \/s1 = \/syny — My, with \/syn being the experimentally measured invariant
mass of the two outgoing nucleons, and 'y the width of the A decay. In space
coordinates the A-current operator is written:

JA(F, - 6_.(1)’772_.(2)) _ f'yNAwawaNAd(_,_ Fl){l(GIA + GIAI)

36T,

47 (" <*)(E E® - 7) = YO (F x &)
—[FO x 7O (YO E X (GO x7)(E? )
—YOAEx (GDx59))] +2(6h - GR) [FD x 7@,
x (Y<1>(f*)(/;' < 7)(G® - 7) —Y® (7«*)(1‘5 X 5@)))

+7P (YOO Fx @0 xHE 7 YO F

x (@O x5 [} + (102,

<

(2.23)
where

3 3
YO(7) = (1 )
(7) + MyT + m2r?
1 —MT
YO = ( - )e .

Mar  m2r2/) mgr

P

Ml (2.24)

For the emission of two protons the term (7() x 7)), vanishes so that for the
(7,pp) and (e,e'pp) reactions MEC do not contribute and only a part of the A-
current contributes, while for the pn channel both currents play an important role.
For the reaction (,pn) the contribution of the J» depends on the type of the
transition. When the pn pair is coupled in a T=0 state the A-process (I) is the
only one contributing, while for T—1 state the process (II) is the non-vanishing
one [31]. For the pp emission both processes contribute to the A-current with the
same strength.

In section 1.4 it was said that in superparallel kinematics the IC do not contribute
to the (,pp) reaction nor in the transverse response of the (e,e'pp) reaction. This is
evident from looking at eq. 2.23. The terms with the cross product of the momentum
transfer & with the relative motion vector of the outgoing nucleons 7 vanish. The
terms with (7() x 7(®)3 also vanish. For the pn emission only the terms with the
cross product of k and 7 vanish.
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2.2.2 The initial state function

Based on the direct knockout assumption, the initial state can be projected in the
P-subspace and possible terms due to coupling with different channel subspace can
be neglected. The initial nuclear function in the case of the *O(v,pp)!*C reaction
is calculated from the two-hole spectral function [33]. The long-range correlation
and the SRC are both included in the initial overlap integral and are treated in a
separate but consistent way. The basis space of the initial function is divided into a
shell model (SM) space, M, for the calculation of the long-range correlations and the
complementary space, M, for the SRCs. The second step is then to treat the long-
range correlations in the SM space with an effective interaction and introduce the
SRC as a ladder approximation. The effective interaction is obtained by solving the
Bethe-Goldstone equation (BGE) for the correlated pair wave function ¥, with the
method described in [34], where the Pauli operator Q prohibits interaction between
the two model spaces:

N

) = |®) + WL;}V'\I’)‘ (2.25)

— Iy
In this equation |®) is the uncorrelated shell model wave function. The defect wave
function is obtained from the BGE solution above as the difference between the
correlated and uncorrelated wave functions:

x) = [¥) —|®). (2.26)

The effective interaction is then introduced by the G-matrix in the M space as
(®|G|®) = (®|G|¥). The two-hole spectral function becomes [33]:

Si(Br, Py D1 By w) =Y > WM (51, 5,) Xy Xy
nM ab,cde M (227)
x WM (P, P2)0(w — E;L’AQ)

where n indicates the nth excited state of the residual nucleus with E™4~2 excited
energy. The other indexes are the quantum numbers defining the orbit in the shell
model space M, X are the shell model amplitudes which contain the long-range
correlations. The SRC are considered in the correlated wave functions, which replace
the uncorrelated one in the usual formula of the two hole spectral function. Since
the defect functions are calculated for partial waves of the relative motion of the
two nucleons, the uncorrelated shell model wave function |¥) must be expanded in
a harmonic oscillator wave function of the relative and centre of mass motion. The
SRC are introduced by adding a defect function. For the relative coordinate 7 and
the centre of mass R coordinate the initial two nucleon overlap, |¥;) of eq. 2.4, is
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then written [25]:

\I’(ﬁ&(l), 7725'(2)) = Z CnlSjNL(I)nlSj(F)RNL(R)
: JM
x| Fs(@n, 3,6 @i ()]
where the upper case refers to the c.m. quantum numbers and variables and the lower
case to the relative quantum numbers and variables. Ry is the radial function for
the c.m. motion representing the harmonic oscillator wave function, and Yz (Q2g) are
the spherical harmonics. The radial wave function for the relative motion is written:

Drisj (7) = Rt (7) + x1s5(7) - (2.29)

The F is the angular and spin wave function of the relative motion, whose angular
momentum is coupled to the spherical harmonic of the c¢.m..

For the calculation of the initial two-nucleon overlap integral for the pn emis-
sion another method, explained in [28], has to be used since no spectral function is
available. The initial function is written:

‘I’(FlO' (1), FQ& (2)) ~ @JM(Fla (1), FQ& (2))f(7n)XTT3 (7_"(1)’7_"(2)) (230)

where @, X7, is the SM wave function of the couple and Xy, is the isospin part.
The function f contains only the SRC, the long-range correlations are neglected.

2.2.3 The final state function

The xpq of eq. 2.15 are eigenfunctions of a Hamiltonian which contains an opti-
cal potential VOF used to simulate the interaction between one nucleon and the
residual nucleus and a nucleon-nucleon potential V¥* which describes their mutual
interaction [35, 36]:

V= VOP(1)+ VO (2) + VVN(12). (2.31)

In distorted wave impulse approximation (DW) no mutual interaction between the
two ejected nucleons is considered. The optical potential [24] used is a phenomenolog-
ical one modelled on nucleon-nucleus scattering data and always contains a central,
a Coulomb and a spin-orbit term. The isospin dependent term, responsible for the
exchange current, is included only in the case of photo-absorption reactions, since
it has been shown [32] that in the (e,e’) reaction its effect is negligible. For the pp
channel the potential used is the Bonn OBEPQ-A [37] and for pn emission the AV14
potential [38]. Since the nucleus has a larger mass then the nucleon, it can be con-
sidered infinitive mass so the scattering function can be written as the product of
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two uncorrelated single particle distorted-wave functions ®°7:
X" = @97 (5)) | @7 (57)) - (2.32)

The single particle distorted-wave function is the solution of the single particle
Lippmann-Schwinger equation and reads [36]:

[@OF (D7) = |1+ go(z) t77 () |177) (2.33)

where [p") represents the plane-wave state of one nucleon with momentum p7 (the
outgoing momentum) solution of the unperturbed Hamiltonian H, with eigenvalue
#)*

Zi = Gh- — ie. The single particle Green-function g)(z;) and the single particle

scattering amplitude t9F(z;) are written:

1
)= ) (2.34)
190 (z) = VO (1) + VO () go(z:) 197 (i) -

gé(zi) =

In plane wave impulse approximation (PW) the scattering function becomes a delta
function centred on the momentum of the outgoing nucleon.

In the recent work of [35] and [36] the mutual interaction between the two
outgoing nucleons has also been taken into account. In the two-particle Lippmann-
Schwinger equation one has to consider higher perturbative orders of the scattering
amplitude t91%(z15) and the NN scattering amplitude tVV (z5):

tNN(Zlg) = VNN + VNNgéQ(Zlg)tNN(Zlg) s (235)

where 219 = 21 + 2o and the two particle Green function is defined as:

1
210 — Ho(1) — Ho(2)

902 (212) = (2.36)

Again making the assumption that the mass of the recoil nucleus is infinite the final
state function is given as a solution of the Lippmann-Schwinger equation:

Uy) = [1 + 907 (212)t 77 (212) + 957 (212)t" " (212) +
90° (212)t°7" (212) 95° (222) 1" (21) + (2.37)
92 (21)t™™ (1) 2 (1207 2 (210) + .| 1) 74)-
For the calculation in [35, 36] only the first three perturbative terms, which are

depicted in the diagram of Fig. 2.4, were considered. The first term in eq. 2.37 is the
plane wave approximation, diagram a) in Fig. 2.4 while the second term is the DW
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Figure 2.4: Diagrams of the interaction of the photon with the nucleus, the open circles
represent the final state interaction. Diagram a) is the plane wave approximation, b) the
DW approximation where one nucleon interacts with the residual nucleus through an optical
potential operator and c) the mutual interaction between the two emitted particles is
represented by the nucleon-nucleon potential operator.

approximation, diagram b), and the third term is the DW-NN where the mutual
interaction of the two out-going nucleons is approximated by the nucleon-nucleon
potential, diagram c) in the picture.

2.2.4 Comparison with results from %O(e,e'pp)**C at MAMI

For the 0O(e,e'pp)'*C reaction high resolution data are available [20]. The cross
section for the transition to the ground state as a function of the missing momentum
is shown in Fig. 2.5. The data were taken at MAMI in the A1 hall using the three
high resolution spectrometers in super-parallel kinematics as described in [20]. The
data points are compared with calculations presented in [35], where the MEC and
the A-currents are neglected as explained in section 2.2.1, the overlap integral has
the form of eq. 2.28 and the scattering states are represented from the first three
terms of eq. 2.37. In Fig. 2.5 the solid lines show these three different contributions
with the same colour legend as in Fig. 2.4. The green line is the PW approximation
contribution and it is evident that the calculations over predict the data over the
whole the missing momentum range. The DW approximation, blue line, reproduces
the data very well for missing momentum up to circa 150 MeV /¢ but underestimates
the data at higher missing momenta. The introduction of the mutual interaction
between the two outgoing nucleons, red line, shows an enhancement at high momenta
of a factor 20 giving a better description of the data. SRC are included in the initial
overlap integral for all the approximations, as explained in section 2.2.2, so they are
not responsible for the better agreement with the data. One can conclude that even
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Figure 2.5: Missing momentum distribution for 60(e,e’pp)!*C reaction at MAMI for the
transition to g.s. compared with theoretical calculation from [35].

when the two outgoing nucleons are ejected back-to-back their mutual interaction
is not a small effect and therefore non-negligible as has been treated in all the
calculations.

2.3 Gent model

The group of the University of Gent has also dealt with the calculation of the cross
sections for two-nucleon emission as reported in [39, 40, 41]. Their approach to
the problem is, in some aspects, the same as the one of Pavia. The approach is
non-relativistic and they also work with the direct knockout approximation. They
considered the simplest final state: the two nucleons are ejected in the continuum.
Only the distorted wave is considered, the mutual interaction of the two nucleons is
neglected. This constraint preserves the orthogonality of the initial and final wave
functions, so that no interference terms appear in the scattering matrix.

The final (A-2)-nucleon state is expanded in terms of the two-particle two-hole
eigenstates of the Hartree-Fock Hamiltonian. The residual nucleus, as spectator,
remains in the state with Jz and Mg angular and magnetic momentum and can
be expressed by the two-hole state |(hh')~'JrMpg). The final state wave function is
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then written [41]:

(U4 2By, JRMR)) = ZX,?,;, |(RR') T Mg)

hh'
1
=Y X% X (jamndwmw| JrM (2.38)
%7; hh hz: m <.7h hJh h| R R>
mp My

> (_1)]'h+mh+jh’+’mh’ X Ch—my, Ch'—my, |\IJO>

The ground state of the target nucleus is |¥y) which corresponds also to the chosen
initial state ¥;; X ,5;”, are the two-hole overlap amplitudes which determine the two
overlap functions between the ground state of the initial nucleus and each of the
states of the residual nucleus. The overlap amplitudes are treated as input parame-
ters.

The hadron current operator contains the pion seagull, the pion-in-flight and the
A-isobar operators as in the Pavia approach with a one-body operator that is the
product of one-body charge and a current-density operator with a central correlation

function g(|7) [41]:
(JOE) +I0@) o(7) + g (M (IO +IVE) (239)

In the correlation function ¢(|7]) the SRC for the initial state are inserted, while
the ¢ (|7]) accounts for the SRC in the final state, the correlation between the two
out-going nucleons.

2.3.1 Comparison with results from '°O(e,e'pp)'*C at MAMI

The recent results for the ®O(e,e'pp)'*C experiment performed at MAMI [20] in
super-parallel kinematics are also compared to the calculations [41]. In Fig. 2.6 the
pair momentum in the c.m. distribution for the transition to the g.s. of 1*C is shown.
The dashed line are calculations using the distorted-wave approximation where only
the A-current is included; they underestimate the data and do not even reproduce
the shape. When SRC are added, solid line, the calculations reproduce the data
well but underestimate them by a factor 2. The dot-dashed line is a plane-wave
approximation with A-current and SRC, the shape of the data is not reproduced.
These results just underline the importance of SRC in the two-nucleon knockout
process. The lack of agreement with the data may be due to the not inclusion of
the relativity or the mutual NN interaction, which are included in the Pavia-Mainz
model reported in the previous section (Fig. 2.5).
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Figure 2.6: Pair momentum in the c.m. distribution for '6O(e,e’pp)'*C reaction at
MAMI [20] for the transition to g.s. compared with theoretical calculation from [41]. The
dashed line contains the A-current in a distorted wave calculation. The solid line is a
distorted-wave calculation including the A-current and central SRC. The dot-dashed line
is a plane wave calculation with A-current and central SRC.
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Chapter 3

Experimental setup

The high resolution (v,NN) experiments were carried out at the Mainzer Microton
(MAMI) [47] facility in the summer of 2002 in collaboration with Edinburgh, Mainz
and Glasgow universities. The electron beam was directed to the experimental hall,
where bremsstrahlung photons were produced on a thin nickel foil and their energy
was determined using the Glasgow tagging spectrometer (tagger). The photon beam
was collimated onto a thin water target, placed on an angular correlation table
near the shielding wall which separates the experimental area from the magnets
of the tagger and an electron beam dump. This was the first time the new high
resolution high purity germanium (HpGe) detectors, provided by the University of
Edinburgh, was used to detect charged particles. In combination with HpGe double
sided silicon strip detectors (DSSD), from Edinburgh and Glasgow University, were
used to reconstruct the vertex of the reaction. For the detection of the neutrons, five
stand of the Glasgow-Tiibingen time-of-flight scintillators (TOF) were used. These
were positioned at forward angles at a distance of about 15 m from the target.
In Fig. 3.1 a drawing of the experimental apparatus in the reaction area in the
experimental hall is shown. The tagger and the shielding wall are not depicted. In
this chapter the detector features, with particular attention to the motivation for
their choice, are described.

3.1 The Microtron MAMI at Mainz

MAMI [47] is a 100% duty factor accelerator which effectively produces a continuous
electron beam. The electrons are accelerated up to the maximum energy 855 MeV
by three successive racetrack microtrons (RTM). In Fig. 3.2 a floor plan of the
MAMI facility is shown. The electrons, pre-accelerated to 3.5 MeV in a linac, are
injected into the first RTM, MAMI A, where they are accelerated up to 14.35 MeV
through 18 turns. In Fig. 3.3 a schematic drawing of a typical RTM is shown. The
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Panoramix
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93.7mm

Figure 3.1: Correlation table where the germanium detectors were fixed on a movable
guide rail. The target is fixed in the middle of the table. The photon beam impinges on
it after emerging from the collimator in the shielding wall. The TOF were placed at a
distance of about 15 m from the target.

electrons are accelerated in the linear acceleration section and are bent by the two
return magnet so that the electrons are re-circulated several times until their orbit
reaches the extractor magnet and the beam is directed away from the RTM. In the
second microtron MAMI A2 the electrons are accelerated to 180 MeV before they are
injected into the final microtron MAMI B. Here the beam is recirculated 90 times,
each of which increases the electron energy by 7.5 MeV; the beam can be extracted
from each even number of return path up to the largest path corresponding to the
maximum energy of 885 MeV. After extraction from MAMI B the beam can be
directed into several experimental halls, X1, A1, A2, A3 and A4. The mean energy
at the third stage has been measured with a precision of + 160 keV. The energy
spread, mainly due to synchrotron radiation, is about 50 keV (FWHM). For the
present experiment a beam energy of 855 MeV a current of 50 nA was used.
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Figure 3.2: Floor plan of the Mainz MIcrotron. After the three stage of RTM the beam is
directed to the experimental halls. The present experiment took place in the A2 hall, close
to it the MAMI C, which is going to operate soon, is shown.
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Figure 3.3: Schematic diagram of a typical RTM.
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3.2 Photon tagging

The electron beam with a energy Fy strike a 4 um thick nickel foil radiator. At
the energy range of MAMI B the electrons loose the energy predominantly by the
bremsstrahlung process generating radiative photons with energy E,. The scattered
electrons travel through the magnetic field of the spectrometer and are detected at
the focal plane; the position of detection gives the deflected electron energy E, so
that the energy F, of the photon is easily determined by:

E,=E, - E,

The Glasgow-Mainz Tagging Spectrometer and the tagged microscope work following
this principle.

3.2.1 The Glasgow-Mainz Tagging Spectrometer

In Fig. 3.4 a schematic drawing of the tagging spectrometer is shown. The tag-
ger [48] consists of a quadrupole-dipole magnet system and a focal plane detector.
The quadrupole positioned after the radiator is used to vertically focus the elec-
trons and to correct for some aberration. The focused electrons traverse the dipole
magnet, which provides an homogeneous magnetic field and its shape is designed so
that the electrons are focused into the same plane, the focal plane, where the focal
plane detector [49] is housed. Electrons which do not interact with the radiator are
collected in a Faraday cup outside the experimental hall.

The focal plane detector consists of an array of 353 2 mm thick scintillators set
perpendicular to the direction of the scattered electrons. They are placed at always
the same separation and the width of each element varies in a way that each of it
half-overlaps with its neighbour in order to make a coincidence with the adjacent
scintillator; this is required to distinguish the electron with the right trajectory from
the background. In Fig. 3.5 a schematic drawing of some scintillators of the focal
plane detector is shown. Each scintillator is read out with one of the smallest photo-
multiplier tube (PM) available to fit in the restrict geometry of the detector layout.
The Hamamatsu Photonics R1635 with 9 mm diameter photocatode [49].

The tagger can tag photons from 40 to 800 MeV energy at an overall rate of 2x10%
photon pro second with an energy resolution which varies over the focal plane due to
scintillator widths, in average it is around 2 MeV. The cone of the tagged photon is
forward peaked and covers a characteristic angle of about m./Ey, with m, the rest
mass of the electron. In order to have a defined photon spot at the target the photon
beam travels trough a collimator before reaching the experimental area, as shown in
Fig. 3.4. This collimation prevents the photons in the tails of the angular distribution
to reach the target, therefore the photon flux at the target is reduced. The photon
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flux diameter is around 8 mm. This means that the number of post-bremsstrahlung
electrons counted at the focal plane does not correspond to the number of photons
reaching the target. A correction for the photon transmission efficiency called tag-
ging efficiency must be done and it is explained in section 4.2.1.

The image of the photon beam can be monitored during the experiment with a
photon camera placed behind the experimental area. If a variation in the position
of the centre of the beam spot with respect the collimator centre was observed an
immediate steering of the electron beam was carried out.

Since the purpose of this experiment is to resolve final states in the residual nu-
cleus, as explained in section 1.4, we needed a energy resolution of circa 1.7 MeV. In
order to reach this resolution the microscope tagging spectrometer, a high resolution
electron detector in the focal plane of the dipole magnet, was used in coincidence
with the tagger.

shielding wall

to Faraday cup

to experimental area

800 MeV

collimator
housing

quadrupole
Radiator )
et
Figure 3.4: Sketch of the tagger. The layout of the scintillators in the tagger focal plane
is shown in Fig. 3.5.

3.2.2 The Tagger Microscope

The tagger microscope [51, 52| works according to the same principle as the tagger
focal plane detector. It is a position sensitive detector consisting of an array of 96
scintillation fibres positioned on the focal plane of the dipole magnet, just behind
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the tagger scintillators. The energy resolution of the tagger can be improved by a
factor six over an energy range of 65 MeV at a beam energy of 855 MeV. Each
scintillator is 2 mm thick and 3 mm wide and overlaps the adjacent scintillators
by a third of its own width. The energy range used for this experiment was from
170 to 220 MeV. For this energy range the microscope is bent 23° with respect
to the tagged electron path due to the focal plane shape. This lead to an energy
resolution of 0.6 MeV (FWHM) [52] when two adjacent fibres were fired. Only when
one fibre was fired the energy resolution is a factor 6 better than the resolution
of the main tagger, 0.3 MeV (FWHM) [52|. Since the most of the electrons hit two
fibres the photon energy resolution for E,=170-220 MeV is 0.6 MeV. The microscope
has its own readout, so that microscope and tagger can be used simultaneously and
independently. As we used a high beam current a coincidence with the channel of
the tagger in front is required to reduce the background. This means the microscope
is always used in conjunction with the tagger in this experiment.

tagging electron

1 channel

N
R/

Figure 3.5: Schematic drawing of some elements of the tagger focal plane detector. The
scintillators are all 2 mm thick and at a separation of 13 mm, while the width varies.

3.3 Target

Fig. 3.6 shows a picture of the target area. The photon beam enters the experimental
area from the hole in the shielding wall seen at the back. After a short flight path
it strikes the target, which is fixed on the correlation table. The target was aligned
with the beam so that the centre of the beam spot hits the geometrical centre of the
target. An aluminium frame of 1 mm thickness has an opening of 40x40 mm?; on

each side a thin polyethylene foil was glued to contain the water. Using a syringe
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the target can be filled with either normal or heavy water. In order to decrease
the energy loss of the ejected particles the target was rotated to form an angle of
30 degrees with respect to the beam line, the z — axis in the lab reference system.
The target was refilled regularly during the experiment because of the formation of
a small air bubble due to evaporation.

Solid targets were used for the investigation of the halo nucleus ®He [54]. A 95.5%
enriched °Li target was used for the ®Li(y,77)®He reaction and a CH, target for
calibration purposes.

3.4 The solid state detectors

To detect positively charged particles, semiconductor detectors [50] were used be-
cause of their capability to achieve a high energy resolution. Semiconductor detectors
are based on a semiconductor junction also known as rectifying diodes, where a p-
type and a n-type material form a contact. Because of the different concentrations
of electrons and holes an initial diffusion of electrons from the n-type to the p-type
and of holes in the opposite direction occurs. Since the n and p materials are initially
neutral there will be a negative charge concentration on the p-type and a positive
concentration on the n-type, which generates an electric field gradient across the
junction. The gradient eventually stops the diffusion and a region of depleted charge
is left. Because of the electric field gradient there is a potential difference across the
junction. The area where the potential changes, is called depletion zone and there
electrons and holes have free mobility. Electrons and holes entering this area will be
swept out by the intrinsic electric field. Because of this characteristic semiconductor
detectors are very good for detecting ionising particles. The intrinsic depletion zone
is normally very thin, so that the application of an external reverse bias, i.e. the
negative voltage applied to the p-side, is needed to increase the sensitive detection
area. The ionising particle will start to produce electron-hole pairs when it enters
the semiconductor material, these will be swept out by the applied electric field and
will be collected at the end of the junction where metal contacts are placed. The
collected current is stored in a capacitor; its charge is proportional to the voltage
which is the output pulse signal of the detector. Since the number of electron-hole
pairs produced by the ionising particle depends only on the energy loss of the par-
ticle, the converted pulse is a direct measurement of the energy deposited by the
particle.

The charge signal from the semiconductor junctions is normally low therefore it
is read out by pre-amplifiers, which amplify it and must have a low noise. Since the
semiconductor junctions have an intrinsic capacitance of few picofarad the pre-amps
must have a larger capacitance to guarantee stability and it must be connected as
close as possible to the junctions to minimise the effects of any other capacitance
from cables and associated electronics.
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Figure 3.6: The target area viewed from downstream. The photon beam strikes the water
target and the charged particles travel through the DSSD before passing through the
Germanium detectors.

3.4.1 Double Sided Silicon Detectors

Two double sided silicon detectors (DSSD), mounted in front of the HpGe detectors,
were used to determine the incident angle of the ejected particles and to reconstruct
the vertex of the reaction at the target. This is important for reduction of background
caused by particles which do not originate from the reaction of interest. One double
sided silicon detector consist of a n-type silicon wafer 300 ym thick on which are
implanted 24 p-type electrode strips on one side and 24 n-type electrode strip on
the other side perpendicular to the p-type strips [50]. The strips are placed at a
pitch of one millimetre from each other. The horizontal strips are the p-type and
are connected to a pre-amplifier which provides a negative voltage and collect the
electrons. The vertical strips are the n-type and connected to another pre-amplifier
which provides a positive voltage and also collects the holes. In Fig. 3.7 a schematic
drawing of one double sided silicon strip is shown. The vertical strips were read out
individually while the horizontal strips were read out in pairs. This gives a 24x12
pixel matrix with the measured value of the in-plane angle, which gives the direction
of the impinging particle, given by the horizontal strips, being more accurate than
that of the out-of-plane angle. In Fig. 3.6 the two DSSDs are labelled strip 0, the
front one, and strip 1, the rear one. The DSSDs were wrapped in aluminium foil to
shield them from light and suppress pick up on the signals. In Fig. 3.6 the connectors
of the ribbon cables on the rear of each DSSD are also visible. The other end of the
ribbon cables was connected to the pre-amplifier that sits on a support on top of the
Germanium hodoscopes. The pre-amps were also wrapped in aluminium foil, clipped
together with the DSSDs and grounded in order to reduce pick up [53].
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Figure 3.7: Schematic of one double sided silicon detector.

3.4.2 The Germanium hodoscope

A HpGe detector is also a semiconductor diode, where very high purity Germanium
is implanted with p-type and n-type semiconductor on the surface of the Germanium
crystal. The application of a high external reverse bias voltage causes the crystal to
be fully depleted but generates a leakage current across the junction. The latter
contributes to the noise in the output of the detector. If the applied voltage is too
high it results in breakdown of the semiconductor, which turns to be conducting.
Therefore to decrease the noise and to prevent the breakdown of the semiconductor
the HpGe detector are cooled down to the temperature of liquid nitrogen, namely
77 K; they can be warmed up to room temperature when the bias voltage is off.

The Edinburgh Germanium hodoscope [54, 55| is an array of five stacked HpGe
detectors. Each stack consists of six HpGe planar crystals. Planar geometry leads
to an uniform electric field so that, in principle, the response of the crystals is not
position dependent. The crystals have an increasing diameter along the detector axis
and the separation between two of them is always 2 mm. In Fig. 3.8 a plan view
of one detector is shown. The diameters and the thickness of each crystals are indi-
cated. The diameters of the crystals of each Germanium hodoscope are all the same
while the thickness varies. In table 3.1 the thickness of the Germanium crystal for
each hodoscope are reported.

They are placed in a vacuum holder aluminium cryostat which has a Beryllium
window in the front. Beryllium is used in order to minimise particle energy losses
since Beryllium has a low atomic number. In Fig. 3.6 it is possible to see the front
of the detector housing. A tank for liquid nitrogen placed at the rear of the crystal
housing keeps the six detectors cool for almost 24 hours. During the experiment
several interruptions of the beam supply were needed in order to refill the nitrogen
tank.

High voltage was applied to a pair of crystals and split between the pair such
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that the adjacent surface of the two crystals was of the same electrical potential.
The direct signal from the crystal goes to the pre-amplifier where it is amplified with
a fixed gain, which can be chosen according to the expectation of the experiment.
For each crystal two output signals come from the pre-amplifier; one of them, after
attenuation and a delay, is digitised. The other output of the first crystal is divided
into two signals, one which goes to the first level trigger and the second which goes
to the second level trigger.

For the present experiment four Germanium hodoscopes were used. They were
fixed on guide rails placed on the correlation table as can be seen in Fig. 3.1. The
guide rails can be moved around the target holder so that the detectors could be
placed at different in-plane angles during the beam time. Each of the detectors was
named after the protagonists in the French version of the famous comic Asterix *
since the manufacture who delivered them is in France. The detectors used for the
160(+,NN) data taking were Panoramix, Asterix, Obelix and Idefix, one other detec-
tor, named Majestic, was used for the 5Li(y,7")®He experiment. Due to the limited
preparation time before the start of the beam time it was not possible to equip all
of the detectors with DSSDs; Panoramix, Asterix and Obelix were equipped with
the two strip detectors while Idefix was not.

Crystal Panoramix || Asterix Obelix Idefix
1 15.1 mm 14.2 mm 15.4 mm 15.5 mm
2 15.2 mm 14.0 mm 15.3 mm 15.2 mm
3 19.9 mm 19.7 mm 20.1 mm 19.7 mm
4 20.0 mm 19.9 mm 20.1 mm 20.1 mm
5 20.1 mm 20.0 mm 20.1 mm 20.3 mm
6 20.2 mm 20.5 mm 20.3 mm 20.3 mm
total thickness | 110.5 mm | 108.3 mm || 111.3 mm | 111.1 mm

Table 3.1: Crystal thickness for each Edinburgh Germanium hodoscope used in the expe-
riment.

3.5 The scintillation detectors

Due to their lack of electric charge neutrons are not subject to Coulomb interac-
tion [50] so they do not ionise matter. Neutrons only interact strongly with the
nuclei so they have to come very close to the nucleus before a reaction can occur,
therefore neutrons have a high penetrability. Usually scintillation material is used
for the detection of neutrons, for this experiment plastic scintillators were used. This
are hydrocarbon compounds; the neutrons interact with hydrogen and carbon nuclei

Thttp://www.asterix.tm.fr/
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Figure 3.8: A scale cross section of one of the Germanium telescope with the active diam-
eter @ and the thickness d for each crystal.

in several way depending on their kinetic energy. The dominant process neutrons
undergo in plastic scintillator is the elastic scattering (n, p) on hydrogen nuclei and
2C(n, n)'C [70]. The cross section of the elastic scattering decreases with increasing
neutron kinetic energy till the removal of a proton or two neutron from carbon nu-
clei, i.e. 12C(n,np)"'B, C(n,p)'*B or ?C(n,2n)''C, becomes larger [70]. A minor
but not negligible neutron interaction with carbon nuclei is the production of one
a particle, 2C(n, a)’Be, or three a particles, 12C(n, 3a); the latter is larger than
the first [70]. In the scintillation detector, recoil protons from elastic and inelastic
scattering are detected. The fact that the neutrons deeply penetrate in the matter
is taken into account in the neutron-detection efficiency, which is always smaller
than 1. The calculation of it is explained in section 4.5.5. The proton in a scintil-
lation material interacts electromagnetically with the free valence electrons of the
molecules [50]. These occupy electron energy levels, which have a fine structure cor-
responding to excited vibrational modes of the molecules. The proton entering in
the material excites the electrons in the electron and vibrational levels to an excited
electron levels. The electrons decay then radiatively to one of the vibrational state
of the ground state; the released photons are in the visible wavelength. This is the
fastest process; there is a slower decay process where the electrons first decay into
a metastable levels and then to the ground state but this is not important in first
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approximation for the type of scintillation material used in this experiment. There-
fore the time evolution of the photon emission can be described with an exponential
decay:

N
N,(t) = 7" e U (3.1)

where N, (t) is the number of photons emitted at time t and Nj is the total number
of photons emitted; the decay time, 7, depends on the material [50]. The light in the
scintillator will be collected and translated into a pulse-height which is proportional
to the energy deposited by the recoil proton. The energy and momentum of neutrons
can be determined via their time-of-flight (ToF) along a known flight path, the
flight path being the distance from the vertex of the reaction to the stop point
in the scintillator. In fact the energy resolution depends [58| on the intrinsic time
resolution, At, and on the uncertainty in the flight path, Al. In a good approximation
the relative energy resolution AE/FE can be written as

AB/E =y + D[ (a1 + (atje2] (3.2)

1
,ﬂ2'

where 7 is the Lorentz contraction factor, v = The energy resolution increases

if Al and At are minimised. The uncertainty in the flight path arises mostly from
the counter thickness. In a thin scintillation material the particle impact position is
determined with high precision which decreases the uncertainty in the flight path.
But in a thin layer high energetic neutrons can escape and the neutron-detection
efficiency decreases [59]. Therefore multi layered scintillation detectors, where several
thin scintillation detectors are stacked behind each other in the direction of the
neutron flight path are built nowadays and used for middle energy experiments like
the present one. The solid angle covered by the scintillator hodoscope should be as
large as possible in order to increase the counting rates in a restricted time of data
collection [59]. This leads to the use of long scintillator bars with a length which
allows the detectors to fit in the experimental hall.

3.5.1 TOF and Veto counters

An array of Glasgow-Tiibingen TOF counters [59] is a collection of plastic organic
scintillator (NE110) bars which are 5 cm thick, 20 cm wide and 300 cm long. The
decay constant 7 for NE110 is 3.3 ns, which gives a fast response to the impinging
particle. The rise time from zero to the maximum of the light output is shorter than
the decay constant [50]; very important to reconstruct time information with high
precision, for example the time difference between two events. At both ends of the
bar a lucite light guide is glued with an optical cement (NE 561) that has the same
refractive index as the scintillation material, n = 1.58. This is used to channel the
light into a photomultiplier tube (PM), which is glued to it with silicon rubber.
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A PM is a device which consists of a photocathode, sensible to the light, and
a series of dynodes, at which an external high voltage is applied, ending in a final
anode all placed in a vacuum tube [50]. A photon impinging upon the photocathode
produces by photoelectric effect an electron, which is accelerated by the external
applied voltage towards the first dynode. Secondary electrons are emitted from the
dynode and accelerated towards the second dynode, where the same process occurs.
All the secondary electrons produced in the dynodes reach the final anode, where
are read out. PM have normally a linear response, i.e. the electron current at the
anode is proportional to the number of impinging photons at the photocathode. But
their linear behaviour can change in the case of long periods of operation; in fact the
PM gain can vary because of temperature changes, load changes or applied voltage
changes [50|. Thus it is important to monitor the gain during the experiment. This
was done using a light of constant intensity from an light emitting diode injected into
the scintillator via a fibre-optic cable glued on the light guide [60]. This diagnostic
light source was also used for calibration purposes (to find the walk correction, see
section 4.5.1). One light emitting diode feeds 16 PMs.

The PMs are shielded against electromagnetic fields, that can compromise their
proper operation, by p-metal cylinders. All of the detectors are wrapped in thin Al
foil in order to enhance light reflection; they are then further wrapped in black rubber
sheets to eliminate the effects of outside light and to avoid mechanical damage. The
scintillator bars were mounted with their long axes vertical to allow for a compact
installation |59]. For that reason the two PMs per each bar and all the observables
concerning them will be referred as top, the upper one, and bottom, the lower one.

Besides the TOF counters, which had been used in previous experiments, new
Veto counters were assembled in Mainz in February 2000. The material used for
the Vetos is EJ208 which is characteristically equivalent to NE110. A Veto bar is
thinner than a TOF counter since it is used to identify whether a particle is charged.
If a proton, for example, passes through the Veto it will almost immediately start
to lose energy, so a signal will be registered, while we can assume a neutron will
pass through the material without interacting with it. The Veto counters have the
dimensions of 1x23x300 cm®. They have, like the TOFs, light guides and PMs at
both ends.

TOF and Veto bars can be mounted together on metal frames. Up to sixteen bars
can be on one frame, arranged into two layers of eight bars. Two frames mounted
together form a stand. A total of 32 detectors can be mounted on one stand.

For this experiment three complete stands, with three TOF layers and one Veto
layer in front, and two incomplete, composed only of one frame of TOFs, were used.
In picture 3.9 the five stands in the A2 hall can be seen, the picture was taken from
the correlation table. The TOF stands are labelled with regressive Roman numbers
from the beam line to the right, so that the very left stand in the picture is the V.
Each layer is labelled alphabetically, for example the Veto of stand V is named A,
the TOF layer behind is B and so on, like it is drawn in Fig. 3.10. From eq. 3.2 , for
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Figure 3.9: Picture of the five TOF stands in the hall taken from the target table.

a fixed energy and known ¢ and AT, in order to improve the energy resolution a long
flight path is necessary. For this experiment the TOFs were placed at a distance of
about 15 m from the target in the forward emission direction, as shown in Fig. 3.10.
The backward direction would be kinematically favourable but in the experimental
area there is not enough room to place the TOFs at a sensible distance from the
target area.

3.6 Trigger Electronics and Data acquisition

The trigger electronics decide when the acquisition electronics have to be started and
the decision is made using previously defined conditions, the “trigger conditions”,
which characterise an event of interest. The purpose of the trigger is to record the
largest possible number of valid events, supplementary reduction of the events can
be done at a later stage in offline analysis.

3.6.1 The trigger

For this experiment a level-II trigger was used. The first level trigger takes the easy
and fast decision as to whether an event could be accepted or not and opens the
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Figure 3.10: On scale sketch of the TOF stands in the hall with the used reference system
with a schematical upper cross section of one TOF stand.

ADC ? gates. The second level trigger can take more complex decisions which take
more time. For negative results it will reset the whole system making it ready for
the next event at an earlier stage then proceeding through the complete readout.

First level trigger

The first level trigger used a LRS4508 MLU, Memory Lookup Unit. A schematic
drawing of the circuit is shown in Fig. 3.11. The input of the first level trigger is the
signal of one of the first HpGe crystals. Two other input signals were used for special
triggers: the pulse signal of the Pb-glass detector to calculate the tagging efficiency
(section 4.2.1) and the output signal from the diagnostic light source (section 3.5.1),
TOF pulser, for calibration purposes, see section 4.5.1.

The signal of the first crystal of a HpGe is split into two parts, one part going to

2analogue-to-digital converter
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the first level trigger and the other to the second level trigger. The first part of the
pulse is fed into a timing filter amplifier (TFA) where it is amplified, the pulse shorted
and the noise reduced. A low-pass filter with a time constant of 20 ns smoothes
the fluctuations in the noisy pulse and a high-pass filter with a time constant of
50 ns shortest the pulse. The fast pulse is then passed trough two leading edge
discriminators [50] (LED) that provide upper threshold (300 mV) and lower threshold
(30 mV corresponding to circa 15 MeV proton). The LED issues a logical signal
whenever the amplitude of the input pulse is greater than the fixed limit. The logical
signal from each first HpGe crystal is fed into a logical OR, whose output is the
input signal for the first level trigger. Whenever a hit in the first of any of the HpGe
crystals is above the discriminator threshold the first level trigger is activated. The
prompt HpGe QDC 3 gates are opened and the collected charge is translated into
a digital value using a constant time window of 500 ns. The prompt TDC * starts
counting when the signal from the first level trigger arrives. The microscope TDC
is also started and the QDC gate opened. The charge signal from the DSSDs is also
digitised in the QDC. The TOF QDC gates are opened for recording and the TDCs
start counting. The tagger TDC starts counting whenever an electron hits the focal
plane detector, the first level trigger stops it.

Second level trigger

The second level trigger also used a LRS4508 MLU. A schematic drawing of the
second level trigger is shown in Fig. 3.12. At the bottom of Fig. 3.12 there is a
subset of the second level trigger for the Germanium hodoscopes.

Whenever a signal from the first level trigger arrives the second level trigger is

activated if the following input signals are simultaneously valid:

e tagger TDCs coincidences, which are build between two fibres in order to have
prompt electrons, as explained in section 3.2.1.

e TOF coincidences between top and bottom PMs, see section 3.6.2.

e The Germanium sum trigger, which is the algebraic sum of the half of the
pulse signals of the first HpGe crystals. The algebraic sum is determined in a
linear Fan-In/Fan-Out 5. The output signal of the Fan-Out pass through an
LED; whenever the sum of the signals of any of the Germanium hodoscope is
above its specific threshold the input is valid.

The gates opened from the first level trigger are closed. The interrupt signal tells
the TOF electronics and the tagger electronics to stop processing the data and to

3charge-to-digital converter; the current output is integrated over a time given by the gate
width.

4time-to-digital converter

5A linear Fan-In can have several analogue or digital input signals; the algebraic sum of them
is delivered at the single output. A linear Fan-Out distributes an input signal to several output
leaving it unchanged. [50]
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Figure 3.11: Schematic sketch of the first level trigger.

read-out the buffer where the data were temporarily stored. No further triggers can
be generated as long as the event information, which are temporarily stored in the
front-end computer in the experimental hall, are being sent to a back-end computer
in the counting room and recorded on disc. A reset signal is sent to the first level
trigger if the event is correctly recorded or if any of the second level trigger conditions
are not satisfied without the data being read out (Fast clear). After the reset the
system is again ready for the acquisition of a new event.

For the detection of pions, a delayed QDC is implemented. The 7 has a life time
of 26 ns in matter then it decays into a u*. The muon itself decays ™ — e +v,+ 7,
with a life time of 2.2 ns. If an afterpulse is required within 7 us from the initial
signal in the Germanium the 65% of the 7*s are detected via the decay product of
the ™, the positrons.

3.6.2 TOF electronics

The TOFs had supplementary electronics, a schematic of which is shown in Fig. 3.13.
Each TOF PM anode signal is fed, via a 25 m long cable, to pulse-splitter, where
the signal amplitude is split into two parts.
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Figure 3.12: Schematic sketch of the second level trigger.

One branch is fed to an LED unit, with a common threshold for every input
signal which is set by software and can be in the range 16—1024 mV. The logical
output of the LED is connected to TDC units, where the scalers start counting
whenever the first level trigger gives a signal and keep on counting until the end of
the time window is reached. The same logical signals of the top and bottom PMs are
connected to a coincidence unit where the coincidence between both is required. The
result of the coincidence is passed to the second level trigger, for the identification
of a valid event as explained in section 3.6.1.

The other branch, after a fixed delay of 200 ns, needed to give the trigger elec-
tronics the time to make the decision whether the event has to be taken or not, is
fed to a QDC module that integrates the charge during a given period to produce
the digital signal.

™ 25m SPLIT T en ] ToC

LED
L top/bottom

coincidence —= LEVEL 2 TRIGGER

Zm e LED J TDC

Figure 3.13: Schematic sketch of the TOF electronics.
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Figure 3.14: Typical behaviour of detector pulse-height as a function of the time. Two
signals coincident in time but of different amplitude are drawn. The signals cross the fixed
threshold at different times.

Walk correction for time signal from LED

The time signal from a leading edge discriminator depends on the pulse-height.
As illustrated in Fig. 3.14 simultaneous signals with different amplitudes cross the
threshold ay at different times t; and to. If the threshold is higher, a;, the effect
is larger. This time difference is the so-called walk and has to be corrected for.
Assuming the detector signal shape is approximated by a parabolic-like curve, as
stated in [66], the time walk can be parameterised by

t—ty = 7-(1 . @) (3.3)

q
where r is the rise time, i.e. the time the PM or the pre-amps needs to reach the
maximum of the signal amplitude ¢, and ag is the amplitude threshold. For the

Germanium hodoscopes and the TOFs a walk correction had to be made, as for
both detectors, leading edge discriminators were used.

3.6.3 Data acquisition system

The data acquisition and analysis system ACQU [61] developed at Glasgow Univer-
sity consists of two parts.
One part controls the hardware:
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e initialisation of the electronics modules like setting of the thresholds for the
LEDs and the detector pedestals ©.

e read-out of the data from the ADC buffers.
e storage of the data in the back-end computer.

The second part allows the raw data to be displayed in real time for diagnostic
purpose and for starting and stopping the acquisition system. The offline analysis
of the data is also implemented in ACQU. This process decodes the content from
the ADCs to build physical quantities like the momentum and the energy of the
particle. This part of the software can be changed by the users.

6The pedestal is an offset, on which the genuine signal sits, in QDC devices due to a constant
current present at the input of the QDC gate.
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Detector calibration

In a three-fold coincidence experiment the calibration of time signal of the detectors
is a very important issue. In this chapter the calibration of the tagger, the TOF and
the HpGe together with the DSSDs are presented.

4.1 Start detector

The start signal is made from the first HpGe crystal of any of the Germanium
hodoscopes whenever one output exceeds the lower threshold of the leading edge
discriminator, as explained in section 3.6. The start pulse is the origin in the time
axis of an experiment, the instant at which the equipment starts recording the event.
The start time Aty is the time from the start pulse to the instant the reaction
took place. The start time is needed to reconstruct the actual time of flight of one
particle from the reaction vertex to the detector where it is registered.

As with any time signal coming from a leading edge discriminator the start
time is pulse-height dependent and therefore a walk correction, see section 3.6.2, has
been made. The pulse-height of the first crystal was plotted against the time signal
of the tagger still not corrected for the start time. The data used for the calibration
were those collected in the tagging efficiency modus (section 4.2.2). The spectrum in
Fig. 4.1 shows the plot in case of a normal triple coincidence trigger. The left panel
shows the spectrum before the walk correction where the walk effect is recognisable
in the slightly curvature of the peak. The right panel shows the spectrum after the
walk correction. The walk correction parameters, the rise time and the walk offset,
are different for different type of particle. This means that the rise time is energy
and depth dependent. This is quite unusual since the response of the semiconductor
detector to ionising particles is independent on the particle type. The reason for
this behaviour is understood to be due to the short charge collection time used.
The typical collection time for Germanium detectors is a few us [50] but for this
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Figure 4.1: pulse-height of Germanium first disc versus the time of the tagger without
any walk correction for the Germanium, left panel, and after walk correction, right
panel.

experiment 500 ns, the time window for the integration of the charge, was used in
order to increase the acceptable events rate. In this short time not all of the charge
could be collected, particularly the holes since they have a slower mobility in the
material than the electrons [50]. The mobility is defined as the magnitude of the
drift velocity per unit electric field:

pe = [ve|/E

i = ol E (4.1)

and is temperature dependent. At room temperature, 300 K, p. is 3900 cm?/V's
while p, is 1900 em?/V's, as stated in [50]. Moreover some of the crystals were not
fully depleted hence the charge carriers got lost in the dead-layers.

4.2 The Tagger

In order to reconstruct an event the time relation between the tagged photon and the
other experimental detectors is required. For this reason a good time resolution in
the tagger is as important as the energy resolution. In the following two subsection
time and energy calibrations are described briefly.

4.2.1 Tagging efficiency

As explained in section 3.2.1 the photon cone is reduced at the collimator so the
number of the photons impinging upon the target, N, is not the number of electrons
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counted at the focal plane detector, N.. The ratio of these two numbers gives a
measure of the photon transmission efficiency called tagging efficiency for each tagger
channel i:

(i) = (D) (4.2)

which is always less than 1. To calculate this ratio a direct measure of the tagged-
photons and the post-bremsstrahlung electrons must be made and to do this the
electron beam is operated at low intensity so that randoms are suppressed. The
Pb-glass detector is placed in the beam line at a fixed distance after the photon
collimator and its signal strobes the level-one trigger. The number of coincidences
between the photons in the detector and the specific 1th channel in the focal plane,
the N, (i), are counted using the Pb-glass detector. The number of electrons in the ith
tagger channel, N, (i), are recorded by scaler whether in coincidence with a photon or
not. Before measuring the tagging efficiency a background run is done. The beam is
switched off and the Pb-glass is inserted in the photon beam line. This is a measure
of the natural background present in the hall and has to be subtracted from the
data collected in the tagging efficiency run. In Fig. 4.2 panel a) the spectrum of
the time signal of the tagger in coincidence with the Pb-glass detector for a tagging
efficiency run is shown; in panel b) the time signal of the tagger in coincidence with
the Germanium detector in a triple-coincidence-trigger run is shown. At low beam
intensity there is effectively no random background, which appears at high electron
rates, panel b).

4.2.2 Photon Time

The tagging efficiency run is also used to align the channels of the focal plane detector
with respect to the time. Each PM has a different gain and a different cable length
which causes the individual signal to arrive at different times. The time from the
radiator to a fixed channel in the focal plane is the same for all the electrons following
that curvature. The bremsstrahlung photons from the radiator all reach the Pb-glass
at the same time. The difference between these two times is constant for a given
tagger channel. Therefore a plot of this time difference should give a sharp peak at
the expected time s/c, s being the electron flight path in the dipole magnet and ¢
the velocity of light. Any deviation from the expected time position is corrected for
with the use of a time offset to be subtracted from the TDC value. Fig. 4.3 shows the
energy of the photons as a function of the tagger time in coincidence with the Pb-
glass, this is the time from when an electron is detected in the focal plane detector
to the moment the corresponding photon is detected in the Pb-glass. The left panel
shows the tagger channels before alignment and the right panel shows them after
alignment where they now form a straight line.

The time information ¢ from the TDC, corrected for the different cable length
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Figure 4.2: a) Time spectrum for coincidence between the tagger and the Pb-glass detector
in a tagging efficiency run. b)Time spectrum for coincidence between the tagger and the
start detector in a triple coincidence trigger run.

and the different PM gain, represents the time difference between the moment the
electron hits one detector in the focal plane and the instant one of the reaction
products reach the Germanium hodoscope, first level trigger. The actual time of
flight of the photon to the vertex of the reaction from the radiator is then obtained
from the difference between the time corrected ¢ and the start time Atgqrs:

ttag =1t— Atstcw't (43)

In figure 4.4 the t,, histogram is shown. The prompt peak is due to the coincidence
between electrons in the focal plane detector and photons at the target. The electrons
which are not correlated with any photons are responsible for the background. These
can be caused by electrons which undergoes collisions with the electrons in the
radiator and electrons which are scattered from the environment in the hall and
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Figure 4.3: Photon energy versus the time of the tagger in coincidence with the Pb-glass
in a tagging efficiency run. The upper panel is before channel alignment while the lower
panel after.

electrons which produced photons in the tail of the angular distribution which are
rejected by the collimator. For one event several electrons are detected in the focal
plane only one of which is the one that produced the photon which induced the
reaction or possibly none. For the spectrum in Fig. 4.4 the trigger is given by any
proton detected in Panoramix. A cut on the proton ridge in the AE/E plot, Fig. 4.11
lower panel, is required. Since the low energy protons are also of interest some pions
lying in the diagonal of the AE/E plot are selected as well. The light mark to the
left of the proton peak is believed to be due to these pions because when the Fig. 4.4
is remade where pions are selected rather than protons the pion coincidence peak
appears at the same channel number as this small bump. The width of the prompt
peak gives the time resolution of the tagger in coincidence with the Germanium
hodoscope. The width of the peak in Fig. 4.4 is fit with a Gaussian of ¢ = 2.9 ns, a
factor three bigger than the sigma of previous (7,NN) experiments using the same
scintillator detectors, the PiP-TOF experiment of [62]. This is due to the fact that
scintillator detectors have a faster time response than solid state detectors, but the
latter give a better energy resolution.

4.2.3 Photon energy

The energy of the photon is the difference between the 855 MeV of the incoming
electron beam and the energy of the deflected electron detected in the focal plane.
During the experiment the strength of the magnetic field was constantly monitored
using a nuclear magnetic resonance (NMR) probe. The value of the strength of the
magnetic field was used to calculate the trajectories of the electrons to the focal
plane detector. The hit position in the focal plane detector can be mapped to the
electron energy. Every channel can measure an energy bite of circa 2 MeV, which



58

Detector calibration

protons

/ PROMPT
RANDOM

counts

6000

5000

4000

pions

3000

2000

1000

tI;’YJtl"[!JlI‘OY'Jl‘I’Y!tl‘O‘YJ llll
ghO -20 0 20 40 60 80 100 120 140 160

ttag(n S)

Figure 4.4: Time of the tagger after alignment in coincidence with the start detector.

sets the scale for the resolution of the photon energy.

4.3 DSSD

The DSSDs are used for tracing the trajectory of the particle from the target to the
Germanium hodoscope. The energy deposition in the thin silicon layer is comparable
to energy losses in other dead layers and is smaller compared to the particle energy
range we are looking at; therefore no precise energy information is required. The
particle energy losses in the strip detectors are then calculated as they would be in a
dead layer and added to the energy measured in the Germanium hodoscope as will
be explained in section 5.1.2.

4.3.1 Pulse-height calibration

The QDC signal of each strip channel needed to be mapped to physical units, MeV,
representing the energy deposited in the silicon strip. Each QDC signal has a char-
acteristic gain because each of the strip is single amplified and read-out. In a plot
of the signal of the vertical strip against the signal of the horizontal strip it was
possible to calibrate the gain of each QDC channel. In Fig. 4.5 in the left panel
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the histogram for the non aligned channel is shown, in the right panel is the same
plot after alignment which was reached by applying a correction factor at each QDC
channel.

Each QDC signal showed a peak due to relativistc particles which was removed
by applying a lower limit for each channel.
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Figure 4.5: Vertical strip signal against horizontal strip signal before and after alignment.

4.4 Germanium hodoscope

For Germanium detectors the QDC signal, when the crystal is completely depleted, is
directly proportional to the energy deposited by the charged particle. Before mapping
the QDC channel number to the energy deposition it is necessary to check the linear
response of the preamplifiers.

4.4.1 Linearity

In order to check the linear response of the preamplifiers a series of pulses were
fed in into the pre-amp input test of each crystal on each detector. This procedure
was done at two different signal attenuations, 18 dB (low) and 38 dB (high). The
experimental data were collected with the high attenuation, while data taken with
radioactive sources were taken with the low attenuation. In Fig. 4.6 an example of
the pulser output for the second crystal of Panoramix is shown. As can be seen the
behaviour is clearly linear, the axis intercept is close to zero and this value represents
the pedestal of the signal which has to be subtracted from the raw data. However,
the axis intercept of the linear fit to the high attenuation data differs from that
of the fit to the low attenuation data. A correction for this difference was made
when translating the peak position of the radioactive source from the low to the

10?

10



60

Detector calibration

pulser unit

(&)
\‘\‘\‘\‘\‘\‘\‘\‘\‘\

P
1000

P T NN TN N T W N R
O0 200 400 600 800

P RTINS MR

1200 1400 1600 1800
channel

Figure 4.6: Pulser output of the 2nd crystal in Panoramix (stars) for two different atten-

uations. The lines are linear fits to the data.

high attenuation channel space. In this way the pedestal subtraction is no longer
required as it is accounted for in the correction.

4.4.2 Energy calibration

An ionising particle in a material has a characteristic average energy loss per unit
path length, normally called stopping power. The quantum mechanical calculation
of the stopping power is from Bethe, Bloch and other authors. The formula is known
as Bethe-Bloch formula [50]:

_dE _ pzi[lln(%) e 0 C (4.4)
dx ApB%L2 12 2 Z
with k = 47 N,r?m.c?, where 7. and m, are the classical electron radius and mass
respectively, p is the density of the absorber, Z it’s atomic number and A it’s atomic
weight. For the projectile z is the charge number in electron units and ( is the
velocity over c. v is the Lorentz contraction factor, 7},,, is the maximum energy
transfer in a single collision and I is the average ionisation potential. The § and the
C are shell and density correction factors. The ¢ is important at high energies while
the C' is important at low energies. At non-relativistic energies, as the energies in this
experiment, the dF/dx is dominated by the z?/3% term so the energy loss decreases
with increasing particle velocity, or in other terms with increasing energy until a
minimum is reached; this is called minimum ionising and it is equal for particles
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with the same charge number. After this minimum the In-term becomes important
therefore the range rises again but slowly because the density and shell corrections
cancel this relativistic rise.

The quantity which describes the average penetration of a particle in a material
is called the range and is dependent on the material type and on the energy and type
of the particle. The range is calculated by integrating over the stopping power. The
range is approximatively proportional to the incoming kinetic energy of the particle

to the power of a constant b:
Rx E° (4.5)

where the constant depends on the energy of the particle and on the medium. In
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Figure 4.7: Range in Germanium for protons (black square) and pions (red triangles) as
a function of their kinetic energy.

Fig. 4.7 the range as a function of the kinetic energy in Germanium for protons
and pions is shown. Protons up to 250 MeV energy can be stopped in about 10 cm
of Germanium which is the average total thickness of the Edinburgh hodoscope as
reported in table 3.1. The relationship between range and energy is stored in range
tables. In our case range tables are produced by integration of the stopping power
formula as calculated by the method of Ziegler [71].

In a AE/E plot the energy loss in one crystal is plotted against the energy
deposited in the following one. As one can see in the histogram of the upper panel of
Fig. 4.8 the protons lose some energy in the second crystal show a typical dependence
on the inverse of the proton energy as the energy loss is proportional to 1/5? ~ 1/E
at non-relativistic energies where E is the energy in the second layer. More energetic
protons pass into the third layer represented by the second branch in the histogram.
The point where the curve discontinues (changes direction) is called punch-through
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and represents the point where the proton stops at the back in the second layer.

The range method

The range method which is based on the relationship between range and kinetic
energy was used to calibrate the energy of the Germanium hodoscope. The range for
a proton in Germanium for kinetic energies in the range from 1 MeV to a maximum
of 250 MeV is extracted from range tables. Let E; be the energy of the incoming
proton. At low energies the proton stops in the first crystal and are not seen in the
AFE/FE plot of Fig. 4.8. For protons which pass trough and stop in the second crystal
the range R; corresponding to the incoming energy is extracted from range table.
The energy the proton has just after leaving the first layer Ey corresponds to the
range (Ry — dy) where d; is the active thickness of the first layer. The energy loss
AF] in the first layer is then the difference between the incoming proton energy and
the energy in the second layer

AElel—EQ.

Since the proton stops in the second layer AFE, = FEs, therefore the two points
describing the first branch in Fig. 4.8 are (Ey , AE;). Protons with energy higher
then the stopping power for the two crystals, around 100 MeV, pass to the third
crystal. For these protons the energy loss AFEs is calculated in the same way as AFE)
with incoming energy Fo, = E; — AF; and active thickness of the layer ds. The
two points describing the second branch in the spectrum of Fig. 4.8 are (AE,,AFE)
calculated as described. The red line in the spectra of Fig. 4.8 is the result of this
calculation for the two Germanium crystals. The crosses trace the maximum of the
measured ridge for a better understanding of the histogram. The conversion factors,
gain and offset, from QDC channel to energy are adjusted until the calculated curve
fits the measured one. In the AE/E spectrum of the upper panel in Fig. 4.8, showing
the energy loss in the first Obelix crystal versus the energy deposited in the second
Obelix crystal, the agreement between the expected behaviour and the measured
data is achieved with a precision of 5%. The distribution of the difference between
the theoretical points and the profile points in the measured curve was calculated
and this shows a standard deviation from 0 of 0.05. In the lower panel, showing
the AE/FE plot for the first two crystals of Panoramix, the agreement between
the calculated curve and the measured curve is not good for the branch of proton
entering the third crystal. The disagreement is due to the presence of a dead layer
either in front of the first crystal or at the rear of the second. The dead layer is
caused by the applied voltage being too low, we had -1000 V instead of -1200 V,
which made the crystal not completely depleted. It is not possible to correct for the
dead layer but an estimate of the thickness of it could be made. In fact the blue
line in the lower plot of Fig. 4.8 is a calculation using range method assuming the
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active thickness of Germanium in the second layer is 1.2 mm thinner than given by
the manufacturer. This line describes the measured data well so we concluded that
a dead layer of 1.2 mm is present between crystal one and crystal two. The range
method was iterated for all the six layers and was applied to AE/FE plots of the
other layers in order to determine the calibration coefficients.

Pion ridge method

A different method [54] from the range method was used to make the Germanium
energy calibration. Our collaborator, N. Harrington, used pions from the p(vy,7)n
reaction from data taken with a CHy target, used for 20% of the running time of the
3He(vy,71)%He experiment. Since this is a double coincidence experiment involving
only the tagger for the detection of the photon and the Germanium hodoscope for
the detection of pions the kinetic energy of the pion for the p(vy, 7" )n reaction is
over determined. Knowing the photon energy from the tagger and the measured
pion angle the kinetic energy is known from kinematic calculations [54|. Therefore
one can produce two-dimensional histograms of the calculated pion kinetic energy
versus the measured kinetic energy at vertex, where the energy losses in the dead
layer between the target and the Germanium are included and the 4.12 MeV given
to the pu* by the pion decay was taken into account. In Fig. 4.9 the 2D plots of
this before and after calibration are shown. The events on the diagonal dashed line
correspond to pions from the p(v, 7" )n reaction, the other events arise from pions
from reaction with Carbon present in the target. By adjusting the gain and the
offset of the Germanium crystals the pion ridge was aligned to the diagonal. The
calibration values found with this method agreed with the ones found with the range
method used with protons. A cross-check was done by applying the range method
with pions from data taken for the *O(y,NN) experiment. In the calculation of the
energy loss also the kinetic energy of 4.12 MeV of the ut was taken into account. In
Fig. 4.10 the measured AE/E plot for Obelix is compared to the theoretical range
method curves. The energy calibration values extracted using the proton data and
the pion ridge method were the same.

4.4.3 Particle identification

The AE/E method is also used to identify particles. As explained in the previous
section the energy loss per unit thickness of material at non relativistic energies
is proportional to z?m/E therefore for the same charge number heavier particles
deposited higher energy per unit length. Heavier particle have then a shorter average
penetration path in the material as one can see in Fig. 4.7 where 250 MeV protons
are stopped in 10 cm Germanium while 250 MeV pions go through it. Therefore in a
AE/E plot is possible to label the different particle types according to their mass.
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Figure 4.8: Upper panel: proton energy deposited in the first crystal of Obelix against
energy loss in the second crystal. The red line is calculation from Bethe-Block formula.
Lower panel: AE/E spectrum for Panoramix. The red line is a calculation assuming the
declared Germanium thickness. The blue line is calculated assuming a 1.2 mm dead layer
in the second crystal. In both figure the crosses are profile histograms.

Each particle will leave a well separated branch in the Germanium. In the upper
panel of Fig. 4.11 the energy loss in one of the strip is plotted versus the energy
deposited in the first Germanium crystal. The tritons are visible. In the lower panel
of of Fig. 4.11 the energy deposited in the first crystal is plotted against the sum of
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Figure 4.9: Calculated pion kinetic energy versus measured energy at the vertex for the
first three crystals of Panoramix. The histogram on the left hand side is with approximate
Germanium energy calibration and the histogram on the right hand side is after the final
calibration [54].
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Figure 4.10: Pion energy deposited in the first crystal of Obelix against energy loss in the
second crystal. The red line is a calculation assuming the declared Germanium thickness.

the deposited energy in each crystal. The diagonal represents the particles stopping
in the first crystal, higher energetic particles can travel into the layers behind leaving
the typical banana shape in the spectra. One can clearly distinguish the pion ridge
at the bottom, the proton ridge in the middle is most populated and above this the
deuteron ridge.
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4.4.4 Test at the PSI

The first Germanium hodoscope to be delivered has been tested [54, 55| at the Paul
Scherrer Institut (PSI) in Villingen, Switzerland, where a main proton beam with
590 MeV energy produces seven secondary 7= and u* beams [56]. The detector was
positioned in one of the seven secondary beam line with the axis along the beam
such that the beam spot was in the middle of the first crystal. This secondary line
delivers a 71 beam with 5% proton contamination at 300 MeV /¢ proton momentum.
A check of the linearity of the preamplifier with the pulser walk-trough as explained
in section 4.4.1 was made. The QDC channels of the first crystal were mapped to
the energy by using the contamination protons present in the beam. A proton beam
momentum of 230.05 MeV /c was used and the contamination protons impinging in
the first crystal have an energy of 26.3 MeV. By selecting different smaller beam
momenta another three photon energies could be fixed. The 26.3 MeV protons are
the highest energetic protons which reach the Germanium hodoscope and for this
energy they are stopped in the first crystal therefore the calibration the calibration
values for the other crystals were determined using the calibration of the 1st crystal
and the pulser walk-trough.

In Fig. 4.12 the energy deposited in all the six crystals for a beam momentum
of 215 MeV /c is shown. A well defined proton peak at 22.7 MeV and a pion peak at
120.7 MeV were seen. The broad peak at around 95 MeV are muons which deposited
only part of their energy in the detector. A Gaussian fit to the proton peak showed
a FWHM of 366 keV. The intrinsic proton energy resolution for the first crystal of
the Germanium array is better than this since the beam energy resolution has to
been taken into account.

4.4.5 Proton detection efficiency

The average energy to create an electron-hole pair in Germanium is 2.96 eV [50].
Since the lower proton energy threshold is 15 MeV (see section 3.6.1) there will be
enough electron-hole pairs produced for the proton to be detected at this threshold
and above. For this reason and neglecting the hadronic interaction the detection
probability of charged particles with energies from 15 MeV is taken to be 100%.

4.5 TOF

The kinetic energy and momentum of the neutron are calculated via the time of
flight, t¢, which is the time taken for the neutron to travel from the vertex of the
reaction to the stopping point in the scintillator. The corresponding distance is
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Figure 4.12: Energy deposited in the six Germanium crystals for a beam momentum of
215 MeV /c [54]

the flight path, f,, this is the distance from the target to the impact point in the
scintillator. From the f, and the t; is possible to calculate j:

w1
ﬁ_7_ct;} (46)

where c is the speed of light. The relativistic kinetic energy is then:
Ty =(y—1) my (4.7)

where mpy is the mass of the nucleon and v is the Lorentz contraction factor. The
modulus of the relativistic momentum is:

py=mny 7Y 5. (4.8)

The resolution of the time of flight is very important to achieve a high neutron
energy resolution.

4.5.1 Walk correction

The time information from the TDC is affected by signal walk because comes from
a leading edge discriminator. The walk parameters described in section 3.6.2 were
determined by fitting the time-amplitude spectrum for each PM. The data were
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taken using the light emitting diode flasher, see section 3.5.1. The intensity of the
input light signal of the flasher was varied [60] by changing the distance between
the light source and the connectors. The time corresponding to the different pulse-
height amplitudes crossing the threshold, ay, of 16 mV, was measured. A fit to
the data in the time versus pulse-height spectrum is made according the following
parametrisation:

=ty 41y | — (4.9)

q—p

where p is the QDC pedestal. In the calibration parameter file a rise time and
pedestal value is stored for each PM.

4.5.2 The t;y calibration

Using the walk corrected times ¢; and ¢, the mean value of the time information
from the top and the bottom PMs is calculated:

b= Ltt) (4.10)
2
The t,, represents the time from the start pulse to the PMs. Since the sum of the
light propagating times from the hit position to the ends of the bar is constant the
tm is not dependent on the hit position in the material [58]. The time of flight is
obtained from the ¢,, with the ¢y and the start time corrections:

tf == tm + Atstart - to . (411)

The reaction of interest takes place before the TDC started counting so the start
time has to be added to the time information in order to get the time from the
vertex to the hit position in the bar. The ¢, is an offset due to delays of the signal
in the 25 m cables, in the electronics and in the trigger logic. Relativistic particles
which originate mainly from photons that are produced from atomic scattering in the
target or from the decay of pions are used to determine the ¢y values. Their velocity
is ¢ and the corresponding flight path from the target to the detector is known from
the geometry of the experiment. The relativistic particles are then expected to arrive
at a time ¢, = ff For each scintillator bar all the relativistic particles form a peak.
The mean of the Gaussian fit to it gives the ¢y value. This is then entered in the
calibration database.

A very suitable observable to check the t, calibration is the inverse velocity,
defined as the ratio of the time of flight to the flight path, tj(“)_z{' Because the flight
path dependence is removed the relativistic peak is aligned for every scintillator bar
if the time offsets have been correctly determined. In Fig. 4.13 the inverse velocity
for all the scintillator bars is shown. The relativistic peak sits atop the background
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Figure 4.13: Sum of the inverse velocity for all the scintillator bars; full statistics with
Panoramix as the start detector.

at the expected position of < (3.3365 107 ns/mm). The correct position of the
relativistic peak shows that the ¢, calibrations are reliable and the TOFs are correctly
aligned. Behind the photon spike a broader peak is present which is due to detected
neutrons, these are slower and spread out in a wider time range. A fine tuning of
the ¢y values could be made by looking at every single inverse velocity spectrum. In
Fig. 4.13 the start detector was Panoramix, where the DSSDs in front were installed
and working. A condition in the analysis of the data was that the strips must have
fired, this removes particles which do not originate in the target but the surrounding
environment. In Fig. 4.14 the inverse velocity spectrum with Idefix as start detector is
shown. Here the DSSDs were not mounted and the detector is positioned at forward
angles. The ratio of photons to neutrons is greater than for Panoramix because
the relativistic particles are predominantly ejected in a forward direction and the
DSSDs filter some of them. The data where Idefix gave the start signal were used for
calibration purposes since there are higher statistics. The Idefix data were not used
to produce real triple coincidences because of the huge random background which
was not easy to suppress in the absence of a DSSD.

4.5.3 Position calibration

Charpak [63] stated that in a long bar of plastic scintillator the impact position of
an event can be determined using the difference of the two time signals from the
PMs at both ends of the scintillator bar. The time difference is directly proportional
to the position of the hit, defined as y in the following description. If one assumes
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Figure 4.14: Sum of the inverse velocity for all the scintillator bars; full statistic with
Idefix as the start detector.

the origin of the reference system of the bar to be in the middle, the time signals
can be written:

; L/2—y
1= —
Cef f
4.12
L/j2+y (4.12)
ty = ——=
Ceff

where c.ss is the effective velocity of light inside the scintillator material because
the light takes, on average, a longer path than the direct way to the PM and is:
< (4.13)
c -, :
eff n
where c is the speed of light in vacuum and n the refractive index of the scintillator
material. The linear dependence between time difference, At = t; — t5, and y is the
following

y = %At (4.14)

If the origin of the system is not in the middle of the bar an offset, y, is needed in
eq. 4.14. The two coefficients c.¢; and y, are calculated by looking at two dimensional
spectra of mean pulse-height versus position [65]. Here the two ends of the scintillator
bar can be clearly seen as shown in Fig. 4.15, where the vertical lines mark the end
of the scintillator bar. The calibration coefficients could be adjusted to reach the
final hit y position between 0 and 300 cm. The position is known with a resolution
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of in average 10 cm per bar.

Flight path calculation

For this experiment the origin of the y-axis in the laboratory system was at the height
of the photon beam. To reconstruct the flight path f, the z and z hit coordinates
in the laboratory system are also necessary. The Cartesian components of the flight
path are:

fpz = fpb . Sineb + Xy
fow=1Y (4.15)
fpz = fpb . 60801, + 2

where f,; is the flight path at beam height; the distance between the target point
and the point at the beam height in the middle plane of the bar, the middle plane is
the plane surface half-way between the front and rear surfaces of the bar. 6, is the
in-plane angle, which gives the direction of the incident particle and z, and z;, are
the coordinates of the hit in the bar system with respect to the bar middle plane.
The frame coordinates take into account the thickness of the bar and the incident
angle of the incoming particle assuming the target is point like. If the incident par-
ticle is charged the front surface of the detector is used as reference plane in the bar
system. The fp,, the in-plane and the out-of-plane angles of each scintillator bar,
with respect to the middle plane of the bar, are calculated via a triangulation of the
frames from a base chosen along the photon beam line. The procedure is described
in detail in [72]. In table 4.1 the values of the in-plane, out-of-plane and solid angles
for each stand are reported.

The two major contributions to the uncertainty in the flight path are the uncer-

July setup | in-plane angle(degree) | out-of-plane angle(degree) | solid angle(sr)
Stand V 5.9-11.8 30.1 - 49.1 0.0258
Stand IV 15.7 - 21.8 17.8 - 24.2 0.0165
Stand 111 26.5 - 32.8 12.7-15.8 0.0121
Stand IT 35.6 - 43.8 13.2 - 15.7 0.0388
Stand I 42.9 - 52.6 13.4 - 15.7 0.0530

Table 4.1: In-plane and out-of-plane angles in the laboratory system for the TOF stands
for the July setup. The first number of the in-plane angles is the middle plane angle of the
left-most detector bar and the second of the right-most one. The maximum and minimum
values of the out-of-plane angles are given. The solid angle is the average of the solid angles
of each frame, and the solid angle for each frame is the sum of the solid angles of each
detector bar.
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tainty in the flight path measurement at beam height and the uncertainty in the hit
position. The total uncertainty in the flight path at the beam height is determined
to be 5 cm arising from the precision of the ultra sonic device, which was used to
measure the distance for the triangulation, stated as being smaller than 1 ¢cm and
from the systematic uncertainty in the measurement. This arises from the dimension
of the device and the way it was positioned on the detectors in order to measure.
From the propagation of the error the contribution from the hit position uncertainty
is a factor 10 smaller than the contribution from the uncertainty of the flight path
at beam height. Therefore the f, is known with an error not smaller than 5 cm.

4.5.4 The pulse-height calibration

The light produced in a scintillator bar from the impact position of the neutron
propagates in all directions. Part of it reaches the PM directly while another part
is reflected on the walls before reaching the PM. There can be total and partial
reflections, depending on the incident angle, but the latter are minimised by the
Aluminium foil used to wrap the scintillator. The attenuation of the light follows
the exponential law for the bulk:

-y
niy = nge »

—(y+L)
Ng = Nge A

(4.16)

where n; are the number of photons, y is the hit position in the bar, L the length
of the bar and )\ is the attenuation length which is less than the 6 m is given by
the manufacture; the recent calibration of the TOFs showed an average attenuation
length of around 3 m [64]. The exponential attenuation of the light makes the pulse-
height, ¢, position dependent and with the use of discriminators the pulse-height
threshold is position dependent also. Since the neutron detection efficiency depends
on the pulse-height threshold a new position-independent observable can be created,
the geometrical mean [59] of the two pulse-heights:

Im = V@1 " Q2 (4.17)

since the product of the exponentials removes the position dependence [59]. In thick
scintillation bars the geometrical mean is still position dependent [63] though. The
intensity of ¢, is larger when the particle hits the bar close to one end. This effect
is due to the variation of the ratio of direct light to reflected light, and is called
droop. The droop is visible in a plot where the pulse-height mean is plotted as a
function of hit positions, in the upper panel of Fig. 4.15 an example is shown. The
high pulse-height close to both ends of the bar decreases slowly towards the middle
of the bar where it reaches a minimum. Corrections for the droop were done [65] and
in the lower panel of Fig. 4.15 the pulse-height mean versus position for the same
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Figure 4.15: Light output of the mean pulse-height of the two PMs versus hit position in
the bar before (upper panel) and after (lower panel) droop correction. The curved line on
the bottom represents the hardware pulse height threshold whereas the two exponentials
are fits of the QDC overflow. Vertical lines shows the very end of the scintillator.

bar after droop correction is shown, as can be seen the position dependence is now
nearly all gone.

In order to calculate the neutron detection efficiency the hardware pulse-height
thresholds are required and the pulse-heights are converted from channel space into
physical units. Protons lose energy along their flight path in a scintillator bar and
the energy deposited in the material thickness is described by the Bethe-Bloch for-
mula [50]. In 5 cm organic scintillator protons up to circa 78 MeV can be stopped.
The ‘sail’ spectrum where the ¢, is plotted versus the time of flight is used to cal-
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ibrate the pulse-height. In Fig. 4.16 a sail spectrum for one bar is shown. Protons
with energies smaller than 78 MeV impinging perpendicular to the scintillator create
an amount of light proportional to their energy until the punch-through point, which
is where protons have enough energy to escape the detector. Protons with energies
greater than this punch-through value create an amount of light inverse proportional
to their energy forming the downward slope to the right of the peak. Incoming pro-
tons which are not perpendicular to the surface of the scintillator bar have longer
flight paths in the material and consequently, deposit more energy. This gives rise
to broad ridges in the sail spectrum, only the inner edges were used for the fit. The
fit parameters are then used to rescale the PM pulse-height. A wider description of
this method can be found in |60|. For the Veto detectors ‘banana’ plots were used
for the pulse-height calibration. The pulse-height mean of the Veto layer was plotted
against the pulse-height mean of the TOF bar directly behind the Veto.

Ideally the response of organic scintillator would be linearly proportional to the
energy deposited by a charged particle. In reality there are quenching interactions
between the excited molecules along the path of the charged particle, which reduce
the particle energy and make the light output at the PM smaller. To avoid this
problem the unit used for the pulse-height is the electron-equivalent energy since
the light output of the PM is directly proportional to the energy deposited by the
electrons. In that way the channel can be directly converted in light output.
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Figure 4.16: Pulse-height mean of two PMs versus the inverse velocity. The peak at 0.3
ns/cm is due to the relativistic particles.
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4.5.5 The neutron detection efficiency

Plastic scintillation detectors are composed of hydrogen and carbon. As explained in
section 3.5 the neutrons are detected dominantly via the recoil proton from the elastic
scattering of the neutron with the hydrogen and from ?C 4+ n — X + p reactions.
Since these reactions are rarer than the Coulomb interaction the probability for
detection is below 100% and is dependent on the thickness of the material. The
neutron detection efficiency has to be corrected for and is simulated taking into
account all possible reaction mechanisms as already listed in section 3.5. A Monte
Carlo simulation developed by Stanton [69] and later improved by Cecil |70] was
used to model the neutron detection efficiency for every stack of a complete stand.
The neutron detection probability depends on the pulse-height threshold set in the
discriminators because a neutron is detected only if its energy deposited is greater
than the defined threshold. Therefore the hardware pulse-height threshold must be
extracted and used in the STANTON code. In Fig. 4.15 (lower panel) the ¢, as
a function of the position, for one scintillator bar is shown. The lower edge of the
histogram is due to the hardware pulse-height threshold. Since the threshold varies
along the bar a fit was used to describe, a 6th order polynomial giving the best
result. In Fig. 4.15(lower panel) at the ends of the bar one can see a cut on the QDC
overflow events. An overflow event is recorded when a particle hits the bar very
close to one end so that the light signal at the corresponding PM exceeds the upper
limit of the QDC. Two exponential curves were fitted to the QDC overflow events
and the fit parameters used as a input for the STANTON code. The geometry and
the type of scintillator material are also used as input parameters for the code. The
neutron detection efficiency has been modelled for two different software thresholds,
5 and 7.5 MeVg.. A higher threshold would improve the resolution but decrease
statistics. The output of the code gives the neutron efficiency as a function of the
position of the hit in the bar and of the neutron kinetic energy. In Fig. 4.17 an
example of the simulation for the 4th stack in stand V, i.e. A4, B4, C4 and D4,
with 5 MeV pulse-height threshold is shown. The z-axis gives the neutron detection
efficiency. On the y-axis the position with a bin width of 10 c¢m is plotted, while
on the z-axis the neutron kinetic energy with a bin width of 1 MeV is plotted. The
maximum neutron detection efficiency is reached in the middle of the bar, where
the light signal is least affected by the light attenuation since the path to the two
PMs is the same. The dependence of the neutron detection efficiency on the neutron
kinetic energy is shown in Fig. 4.18 for a 5 MeV,,, black square, and 7.5 MeV,,
red triangle, threshold. For the 5 MeV,, pulse-height threshold a maximum neutron
detection efficiency of 16% is reached for neutron kinetic energies around 50 MeV.
For more energetic neutrons the efficiency falls smoothly until reaches a constant
value of 12%. The neutron detection efficiency for 7.5 MeV,, pulse-height threshold
is smaller overall; the maximum of 14% is for a neutron kinetic energy of around
60 MeV. After the maximum the efficiency falls to a constant value of 11%.
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Figure 4.17: Neutron detection efficiency (z-axis) in dependence of incident position and
kinetic energy. The software threshold was at 5 MeV ..

g
3 16
c
o
S 14 &
o r ﬁfm
512:—: ,'j —
S E
glorlv
: v
8__ v
Co
6_
Cooy
a= "
: v
2,
Ol | 0 Lo ol v b b b b
0 20 40 60 80 100 120 140 160 180 200

Neutron Kinetic Energy (MeV)

Figure 4.18: Neutron efficiency for one stack as a function of the neutron kinetic energy
for two different pulse-height thresholds. The black square are for 5 MeV,, threshold and
the red triangle are for 7.5 MeV,






79

Chapter 5

Data Analysis

5.1 Particle four-vectors

Once the detectors have been calibrated the four-vector of each particle involved in
the reaction can be determined. The four-vector contains the total energy and the
momentum of the particle, where the vector is defined by the three Cartesian com-
ponents in the laboratory system. The Cartesian components are a transformation
from the polar coordinates since the azimuthal and polar angles are the variables
measured in the detectors.

5.1.1 Photon

The photon is emitted in the forward direction from the radiator, the z-axis in the
laboratory system. Since the photon is massless the energy and the absolute value
of the momentum are equal and the direction of the momentum vector is in the
direction of propagation. The four-vector for the photon is then

(Etotapxapyapz) - (E’ya 0: 0, E’y) (51)

Moreover for each photon there is an associated time, the t;,, from eq. 4.3, that dis-
tinguishes a prompt photon from a random one. In section 5.2 a detailed description
concerning the treatment of prompt and random photons is given.
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5.1.2 Proton
Polar and azimuthal angles

The incident angle of the proton on the x-z plane is determined using the two
horizontal DSSDs and is found using the difference in hit pixel position between the
two horizontal DSSDs. This can be seen in Fig. 5.1 which shows a schematic top
view of the DSSDs. The particle from the target will hit the pixel x; then x5 before
impinging the Germanium hodoscope. If the separation between the two DSSDs is
d the in-plane angle in the z-z-plane is calculated as:

0,, = atan(w) (5.2)

where the pixel difference is multiplied by the pitch p = 1 mm.
The 6,, is the in-plane angle in the internal reference system of the Germanium
hodoscope. The in-plane angle in the lab system is defined as the sum of 6,, and
Oge, that is the angle at which the Germanium hodoscope is fixed on the experimental
table:

0p = 0, + Oce (5.3)

In Fig. 5.2 a sketch of the system in the hall is depicted. Fig. 5.2. The in-plane angle
0, defines the incident direction of the proton hence the Cartesian coordinate of the
hit in the laboratory system:

z=1-sin(6,)
y=Ay (5.4)
z=1-cos(b,)

where [ is the trajectory vector in the z-z plane and Ay = p (yo—1v;) is the difference
between the pixels of the two vertical strips with p = 2 mm. The polar angle and
the azimuthal angle of the particle are extracted in the usual way:

(22 + y2))

0= atan( ~

(5.5)
o= atan<g>
x
The solid angle of the proton is calculated via the simple formula r2/D? where r is
the radius of the first crystal in the Germanium hodoscope and D is the distance
from the target to the Germanium hodoscope, as depicted in Fig. 5.2.
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Figure 5.1: Schematic of a particle traversing the 2 horizontal DSSD.
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Figure 5.2: Sketch of one Germanium hodoscope and the DSSDs with the angles in the
laboratory system.

Kinetic energy at the vertex

The kinetic energy of the particle at the vertex of the reaction has to be reconstructed
since the energy measured in the Germanium hodoscope is the energy loss of the
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particle in the Germanium material. Starting from this energy and assuming the
particle stops in the Germanium hodoscope the energy loss in the individual layers
from the target to the Germanium hodoscope can be reconstructed from range tables
since the dimensions of the material are known. The kinetic energy of the particle
at the vertex is the sum of the energy deposited in the Germanium and in the dead
layers before. The dead layers considered are the target, the two DSSD and the
beryllium window of the Germanium hodoscope. The layer of air between the target
and the DSSD is not considered because the flight path is around 9 cm and for this
the energy loss for a proton of 50 MeV is 0.11 MeV. For higher energy protons the
energy loss in the air is a factor 10 smaller. The relative error goes from 0.3% for the
low energetic protons up to 0.01% for 250 MeV protons. The target has an inclination
angle #; with respect to the photon beam line so that an angular correction for the
effective thickness of the material is required. In Fig. 5.3 a drawing of the target and
the angles involved is shown; the triangles ABC and ADE are the two of interest.
The particle traverses the path AE, the hypotenuse of the triangle ADE. If ¢ is the
effective thickness of the target, from trigonometry it follows that:

1

2 cos(EAD)

(5.6)

where the angle EAD = 5 — CAB. Considering the triangle ABC one finds that

C{ATB = 7r—A/C\B —0,,, where it is easy to see that A/C\B = 0g.—0;. With the known
angles we can deduce the angle EAD = 0g. — 0; + 0, — 5 and inserting this into
equation 5.6 one can find the following correction factor for the effective thickness

of the target:
t 1

—2 sin(fge — 0y + 05,)

An angular correction is also required for the thickness of the DSSD and the cap of
the Germanium hodoscope. The correction used is:

AE (5.7)

1
cosw

COTT thick = (5.8)
where « is the incident angle of the particle. Here a = (zo—z1)p is the horizontal pixel
difference and b = (y, — y1)p the vertical pixel difference in mm. If the hypotenuse
of the triangle with a and b as catheti is called c, i.e. ¢> = a® + b? the incident angle
a can be written

a = atan(c/d)

where d is the distance between the two DSSD as in Fig. 5.1.
The momentum of the particle is calculated relativisticly from the kinetic energy T
and the mass m:

p = +/(T? 4+ 2Tm) (5.9)
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particle

Figure 5.3: Schematic drawing of the target angular correction.

5.1.3 Neutron

The kinetic energy of the neutron is calculated with the relativistic formula 4.7 where
the velocity of the neutron is the ratio of f, to ¢;. t is calculated via formula 4.11.
In ACQU f, and the polar and azimuthal angles are reconstructed on an event by
event basis from the coordinates of the hit in the bar, eq. 4.15. The polar angle is
then:

On = acos(fp:/ ) (5.10)

and the azimuthal angle is:

én, = atan(hit,/f,) . (5.11)

These angles give the direction of the momentum of the neutron, calculated as in
eq. 4.8.
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5.2 Background subtraction

As explained in section 4.2 there are several electrons registered in the focal plane
detector but only one which produced the photon, or possibly even none. In the
analysis it is possible to reject events which do not fall in a specific time region. For
the present analysis the tagger time spectrum is divided into one prompt region,
which also contains some randoms below the peak, and a wider region containing
only randoms. In Fig. 5.4 the spectrum of the ¢,,, from eq. 4.3 with the prompt and
random region chosen for this analysis is shown. The random region on the right
hand side was chosen because on the left hand side a small bump is present which is
caused by pions detected in the Germanium hodoscope. Since the two regions have
different widths the weight associated with the photon energy is:

+1 if prompt

Weight., = . 5.12
shty —&te if random ( )
Atgr
% g 700
86000 At 600
5000 ) | 500
4000 At P

3000

2000

.

1000

LTI [T T[T T[T TI T [T T TITT[TTT

[N [ I W oL T .
100 120 140 160 -5 0 5

10 15 20
tag(NS) tof/flight path (ns/m)

Fe=l

o
N
[}
o
N
o
Ni
S
@
=}
©
=}

Figure 5.4: Left Panel: Spectrum of the time of the tagger in coincidence with the time
of the Germanium hodoscope. The chosen prompt and random regions are shown. Right
Panel: Time of flight divided by the flight of path for all the scintillator bars.

The time spectrum of the neutron shows a prompt peak for neutrons detected in
TOFs in coincidence with the start detector, i.e. neutrons that come from the vertex
of the reaction. The neutrons that do not have any time correlation with the start
detector contribute to the background under and beside the coincidence peak. The
background neutrons are a product other reactions in the target but have the time
in the right window or are neutrons emitted before the start time and have been
reflected back from the ceiling and walls of the hall to the TOF detectors. In figure 5.4
(right panel) the time of flight normalised to the flight path for all the scintillator
bars shows the two regions of equal width. The prompt region is chosen in order to
accept almost all neutrons in the peak and to avoid the relativistic peak that can
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bring unwanted randoms, the thin sharp peak to the right of the neutron peak. The
random region was chosen on the left side of the neutron peak before the relativistic
peak because there the random plateau is longer than on the right hand side. In the
analysis the regions are chosen from the t,, spectra on a frame-by-frame basis.
Each neutron falling in one of the regions was given a weightror which is +1 if it
is in the time prompt region or -1 if it is in the random region. Because of the high
multiplicity gained from the tagger when using the new neutron time variable 5.19
there was more than one neutron time per event, hence the final weight associated
with each neutron had to be divided by the number of photons in the tagger for that

event:
weightror /Dpromps  if photon prompt

weightTor /Nrandom  if photon random (5-13)

Weight, = {
where npompt 15 the number of prompt photons and nyapgom the number of random
photons.

The weighting for photons and neutrons are calculated together and they are
associated with the four-vector of an observable like the missing energy for each
event. In Fig. 5.5 the two plots of Fig. 5.4 are combined to a 2D plot of neutron time
versus tagger time. The region in the red rectangle is the region containing triple
coincidence events between prompt photons, prompt protons and prompt neutrons.
Following the vertical line of the prompts in the tagger we find the region marked
in green where prompt events from tagger and Germanium detectors are in coinci-
dence with a random in TOF. The region in the yellow rectangle is another double
coincidence region with a prompt neutron, a prompt proton but a random photon.
The region marked in black contains a random photon, a random neutron and a
random proton. The corresponding region to the black one on the right side of the
neutron prompts region contains randoms photons and neutrons but prompt pro-
tons. This region was not considered because the contribution to the cross section is
equal to the one in the black region. The triple coincidence and the purely random
region are given a positive weight while the double coincidence events are given a
negative weight due to negative weight of the random events either in the tagger
or in TOFs. The weights were calculated for each event and were associated to the
desired observable.

5.3 Calculation of the cross section

After the four-vectors of every particle involved in the reaction are determined the
observables, like the missing energy, are built per event. The value in histogram is
the sum of all events and the characteristics of the target and the detectors are taken
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Figure 5.5: Two dimensional spectrum for the time of TOF against the time of tagger in
coincidence with the start time. The red region is the true triple coincidence. The green and
the yellow regions are double coincidence and the black one is the purely random region.

into account so that the yield of an observable is written:

1 1
=X o Een

- Weight, (i) - Weight, (i) (5.14)

where the index i represents one single event. The n; represents the number of target
atoms per cm?, €, is the neutron detection efficiency (see section 4.5.5), > (E,)
is the sum of the tagger free scalers, which gives the photon flux, and ¢; is the
tagger efficiency (see section 3.2.1). The yield is multiplied by photon weight and
the neutron weight for each event. The differential cross section as a function of a
given observable X in ub/sr?[X] is then:

d¢  Y.10%
dQ,dQ2,dX  AQ,AQ,AX

(5.15)

where A€, and A€, are the solid angles covered by the proton and neutron detectors
at the reaction vertex. The AX gives the bin width of the cross section histogram.
The observables, X, accessible in this experiment are the missing energy with [X]
being MeV and the missing momentum where [X] is MeV/c.
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5.3.1 Experimental uncertainties

The overall experimental uncertainties of the measurement have contributions from
both statistical and systematic origins. The systematic uncertainties arise from the
calibration of the detectors and from the design of the experiment while the statis-
tical uncertainty depends to the number of real and randoms events. The weighting
and the correction factors, the efficiencies, contribute to the statistical error which
is given by the formula 5.16 for each bin:

AY, = \/Z Welght Weifl(lit)n(i))z (5.16)

the weight of the proton was taken to be +1 because the probability to detect it is
assumed to be 100%, as explained in section 4.4.5.
Systematic uncertainties arise from:

e the determination of the target thickness, which is well defined from the ge-
ometrical construction. The uncertainty is mainly due to the evaporation of
the water during the experiment. Considering that the target was refilled at
constant time intervals and the formation of the bubble was almost above the
beam spot we estimated the uncertainty to be well below 1% and can therefore
be neglected.

e the reconstruction of the proton energy at the vertex. The correction factors for
the inclination of the target with respect to the beam line and for the entrance
proton angle give an uncertainty well below 1% and can therefore be neglected.
Other systematic uncertainties come from neglecting of the energy loss in air.
From range tables one can calculate that for the low energetic protons (around
50 MeV) the neglection of the energy loss in air gives a 0.2% uncertainty and
for the most energetic protons (250 MeV) the uncertainty is even smaller being
0.03%. This uncertainty can also be neglected.

e neutron detection efficiency. Comparison of the results of the STANTON code
with real data have been made by Cecil [70] and shows an agreement within
10% over a wide neutron kinetic energies. No other sources of uncertainty in
the determination of the neutron detection efficiency are of relevance.

5.4 Photo-disintegration of *H

Once the four-vector of each particle is known the missing energy can be determined
on an event-by-event basis. For a two nucleon knock-out the missing energy of eq. 1.2
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1s written:
Em=E, —T, =T, — Tree = Q + Ex (5.17)

Of particular interest is the missing energy for the total disintegration of the deuteron
since the reaction is kinematically over-determined. The break-up of the two-body
system is used to check the calibrations and to determine the energy resolution of
the triple coincidence reaction. In a deuterium break-up reaction there is no recoil
nucleus therefore the eq. 5.17 can be written E,, = E, — T, — T, = Q = 2.2 MeV,
where the Q-value of the reaction is the binding energy of the deuteron.

Using kinematic calculations, i.e. energy and momentum conservation in a rel-
ativistic frame, it is possible to determine the four-vector of the neutron from the
energy of the photon and the polar and azimuthal angles of the proton in the lab-
oratory system. For our setup the most probable deuteron kinematics, where the
neutron and the proton are emitted back to back in the c.m. system, corresponds
to protons detected at 6, — 150 degrees and neutrons with 6, from 13 to 25 degrees
in the laboratory system. The detectors positioned at these angles are Panoramix
for the proton and stand IV (EFGH) for the neutron; all the spectra shown in this
section contain coincidence event from only these detectors.

The missing energy reproduced in Fig. 5.6 is calculated from the equation:

En=E, - T& —T,. (5.18)

with F, from the tagger, the proton kinetic energy from Panoramix and the neutron
kinetic energy from kinematic calculations. Random subtraction is done by consider-
ing only the tagger time information. Due to this random subtraction one expects a
zero contribution at negative missing energy while the structure present to the right
of the peak is due to reactions in Oxygen nuclei. We observe a peak at 1.7 MeV
with FWHM 1.9 MeV. The theoretical position of the peak is well within the errors
indicating that the tagger and the Germanium hodoscope are well calibrated. The
FWHM represents the energy resolution of the tagger in coincidence with the Ger-
manium hodoscope. Since the energy resolution of the tagger is around 2 MeV, the
energy resolution of the Germanium hodoscope is in the order of few keV, which is
in agreement with the 366 keV found in the test of one of the Germanium hodoscope
at PSI, see section 4.4.4. The FWHM of the deuteron missing energy peak with the
neutron kinetic energy measured in the TOF gives the triple coincidence energy res-
olution, which is expected to increase from the 1.9 MeV because extra uncertainties
come from the third detector.

Fig. 5.7 shows the missing energy using the neutron kinetic energy measured
in the TOF. The photon energy is in the range 120 to 270 MeV. The proton must
have a kinetic energy between 50 and 68 MeV. A cut on the neutron momentum has
also been made; only the events where the measured neutron momentum is equal
to the expected momentum as calculated from the deuteron break-up kinematics
are included in the histogram. Despite of the applied cuts multiple structures are



5.4 Photo-disintegration of *H 89

Yield/c|

50

40

30

20

10

ofFo . ‘|-‘ | [l _I"-LL

L.-—|_I “—Lr | |_| O ="

_10 Il ‘ Il Il Il Il ‘ Il Il ‘ Il Il ‘ Il Il ‘ Il Il
-30 -20 -10 0 10 20

ITIISS

(MeV)

Figure 5.6: Missing Energy for the photo-disintegration of 2H calculated from tagger and
Germanium hodoscope only.
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Figure 5.7: Missing Energy for the 2D(-y,pn) reaction. All the kinetic energies are measured
in the respective detectors.

present in the histogram. The FWHM of the Gaussian fit to the peak is 11 MeV, the
poorer resolution being caused by the poor time resolution of the start signal from
the Germanium hodoscopes. As explained in section 4.1 the Germanium detectors
showed an energy and position dependence which give a poor start time signal for



90

Data Analysis

the reaction. In order to avoid this problem one can eliminate the dependence on
the Germanium time signal in the offline analysis. The most reasonable solution we
could think about was to couple the time of the TOF with the time of the tagger.
Since the tagger was stopped by the Germanium hodoscope and the TOF started by
this (see section 3.6) by adding the time of the TOFs, as in eq. 4.11, with the tagger
time as expressed in eq. 4.3 the dependence on the Aty is eliminated. In Fig. 5.8
a sketch of the tagger time and TOF time with respect to the start time (t=0) and
to the reaction vertex is shown. The t,, is the mean time of the two PMs; the time
of flight ¢; from the reaction vertex is obtained by adding the Atgy,,;. Differently the
tagger time to the reaction vertex t;, is obtained by subtracting the Aty from
the TDC value. The green line represents the new time variable for the TOFs which
is defined:

179 = t5 + tyag - (5.19)

The momentum and the kinetic energy of the neutron can be calculated from the
time of flight in eq. 5.19 with the flight path being always the same. The improvement
in the energy resolution of the triple coincidence is evident as can be seen in Fig. 5.9
where the missing energy calculated with photon energy from tagger, proton form
Germanium and neutron from TOFs is shown. The windows for photon and proton
energy are the same as in Fig. 5.6 and the same random subtraction method is used.
There is no splitting of the peak and the energy resolution could still be improved
using a better background subtraction. The result of this is shown and discussed in
section 6.1.

Because of this shift in the start time two new time offsets are needed. One is the
usual ty explained in section 4.5.2; the values found previously are no longer valid
therefore new t; values were extracted using the procedure described in section 4.5.2
again. The other time offset is necessary to shift the t'}ag created from random tagger

t=0
tagger reaction sart (HpGe) o
| vertex |
| . | |
Atstart ) tm
TDC vaue
it
Liag
t

Figure 5.8: sketch of the time correlation between tagger, Germanium and TOF. The new
TOF time is the sum of the tagger time and the old TOF time.

times to the values from prompt tagger times. The need for a second offset is clear

when one looks at the distribution of the t?ag times from random tagger times,
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they differ by a constant offset when compared to the results where prompt tagger
times are used. Moreover t, values are extracted by using the latter time of flight
distribution. The second time offset used is the separation between the lower limit
of the prompt region and the lower limit of the random region. In Fig. 5.10 we see
a schematic drawing of the tagger time with the prompt and random regions. If the
neutron time is built from a channel in the random region it will be shifted to the
prompt region. Another consequence of the creation of the observable t;“g is that it
gains the multiplicity of the tagger since for one event there are several electrons
detected at the focal plane. When doing background subtraction particular attention
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Figure 5.9: Missing Energy for the 2D(-y,pn) reaction. All the kinetic energies are measured
in the respective detectors, the time of the TOF is calculated as in the formula 5.19.

has to be given to the acquired multiplicity of the neutron time of flight. As already
seen in section 5.2 the weighting for the neutron is normalised by the number of
photons in the tagger, eq. 5.13.
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Figure 5.10: Sketch of the tagger time in coincidence with the start time. The prompt
region and one random region are marked by delimeters. The neutron times determined in
the random tagger time must be shifted to the prompt time using the offset.
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Results and discussion

In this chapter the results of the (,pn) and °Li(y,7%)%He reactions are presented.

6.1 ZH(y,pn) reaction

In Fig. 6.1 the cross section as a function of the missing energy for the disintegration
of the deuteron is shown for back-to-back kinematics. The protons were detected in
Panoramix and the neutrons in stand IV. The data used are those taken with the
heavy water target. The gamma energy used was in the microscope region, which is
between 150 and 250 MeV. The proton kinetic energy was chosen to be in the range
50 to 80 MeV which means only protons which stop in the first germanium crystal.
This energy range is the expected energy range of the protons determined using
kinematical calculations of deuterium break-up and avoids the use of the second and
third germanium crystals where a dead layer is present. The neutron polar angle
used was between 13 and 25 degrees in order to restrict the analysis to back-to-
back kinematics. The neutron software pulse-height threshold was set to 5 MeVee.
A complete background subtraction, as described in 5.2, has been done and the
error bars shown are only statistical. In the unphysical region the average of the
cross-section is zero showing the validity of the method used. To the right of the
deuteron peak some structures appear from reactions on Oxygen nuclei which are not
completely suppressed by the kinematical conditions. A Gaussian fit to the deuteron
peak gives a mean peak position of 2.05 MeV with a FWHM of 8 MeV. The FWHM
represents then the missing energy resolution for this data set. Of the 8 MeV 2
come from the double coincidence of tagger with germanium hodoscope as stated in
section 5.4. The remaining 6 MeV are due to the time coincidence of the TOFs with
the tagger since the dependence on the germanium hodoscope signal was eliminated
with the procedure described in section 5.4. The change of the time coincidence from
TOF and germanium to TOF and tagger improved the energy resolution by 3 MeV
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Figure 6.1: Cross section as function of the missing energy for the photodisintegration of
the deuteron

compared to the peak shown in Fig. 5.7 which has a FWHM of 11 MeV.

In Fig. 6.2 the momentum distribution for the photodisintegration of the deuteron
is shown. The half Gaussian around zero is the typical signature of the deuteron
missing momentum distribution, which ideally would be a delta function centred
at 0 MeV /c since there is no recoil nucleus. The sigma of the Gaussian gives the
momentum resolution of the experiment and depends on the energy and angular
resolutions of the detectors. The variance of the Gaussian fitted to the missing
momentum is 26 MeV /c.

6.2 %0(v,pn) N reaction

In this section the results of photon induced proton-neutron knock-out reactions in
the °0O nucleus are discussed. The photon was detected in the tagger, the proton
in the Germanium hodoscope Panoramix at 150° with respect to the beam line
and the neutron in the TOFs which cover an angle from 8° to 32° in the forward
direction. The kinematics were wider than the back-to-back kinematics investigated
for the photo-disintegration of the deuteron though the majority of the neutrons
were detected in the back-to-back kinematics.
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Figure 6.2: Missing momentum distribution for the photodisintegration of the deuteron
cross section.

6.2.1 Missing energy distribution

In Fig. 6.4, 6.5 and 6.6 cross sections as function of the missing energy for differ-
ent photon energy ranges are shown; 150 to 250 MeV, 180 to 250 MeV and 200
to 250 MeV for Fig.s 6.4, 6.5 and 6.6 respectively. The ground and the first three
excited states of residual '*N nucleus are marked with arrows.

For each histogram the neutron pulse-height threshold was 5 MeVee. The miss-
ing energy cross sections were also calculated using a high threshold, 7.5 MeVee, but
these had poorer statistics so the 5 MeVee threshold was used. For each histogram
a signal from the strip detectors was required in order to decrease the number of
detected charged particles which did not originate at the vertex of the reaction. The
information from the incident angle of a given particle was used to reconstruct the
polar and azimuthal angles as described in section 5.1.2. No upper limit in the proton
kinetic energy was set because a wider range is now expected from this reaction. The
lower limit of 18 MeV was given by the trigger threshold. The background subtrac-
tion was done as described in section 5.2. In Fig. 6.3 the missing energy distribution
has a longer negative z-axis showing the unphysical region. A flat fit to this re-
gion, red line, shows an average value of 0.0003 ub sr?MeV, which represents a 0.1%
of the maximum cross section value. This means that the background subtraction
procedure used is correct and that the structures with E,, greater than that of the
deuteron peak are due to real triple coincidences.

Fig.s 6.4, 6.5 and 6.6 show a wide peak around 0 from deuteron events. It is
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Figure 6.3: Missing energy distribution for O(y,pn) *N reaction with protons in
Panoramix and neutrons in TOFs. 150 < E, < 250 MeV. The red line is a fit to the
flat background.

wider than in Fig. 6.1 because Oxygen kinematics are employed, i.e. the recoil mo-
mentum of the residual nucleus is subtracted to determine the missing energy. The
final states in the 1*N could not be resolved because the energy resolution of 2 MeV
required for this was not achieved, groups of final states are visible though.

The arrows in Fig. 6.4 indicate the position of some final states in *N. Since the
Q-value for the *O(v,pn) *N reaction is 22.9 MeV the first peak in Fig. 6.4 can be
associated with the ground state. In the dip behind this peak would be the first ex-
cited state, 2.31 MeV (0*). There is no visible population of this state in the figure.
This result is similar to previous measurements where it was found to have 5% of
the strength of the ground state [17] or not populated [19]. Theoretical calculations
in a shell model framework [39] reported in Tab. 1.1 predict the first excited state
to have a cross section a factor 4 lower than the cross section for the ground state.
The observation in this experiment that the first excited state is located in a dip of
the missing energy distribution confirms these calculations and the previous exper-
imental results. The second peak in Fig. 6.4 may be the overlapping of the second
3.95 MeV (17) and the third 7.03 MeV (27) excited states. The strength of this peak
is half of the strength of the first peak. This observation is not in agreement with the
theoretical calculations of Ryckebusch et al. [39]. In Tab. 1.1 we see that the sum
of the cross sections for the second and the third excited states gives a larger value
than the cross section for the ground state. The missing energy distribution of the
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previous experimental results from Ref. [17] shown in Fig. 1.7 showed comparable
cross section strengths for the ground, second and third excited state.

In Fig. 6.5 the strength of the peak around the g.s. decreases compared to that
in fig. 6.4, due to the higher photon energy used. This effect has been observed in
previous ?C(v,pn)!°B experiments [73, 74] and in section 6.3 there is a discussion
about this. The strength of the second peak is comparable to that of the same peak
in Fig. 6.4 giving further weight to the statement that this is a real *N combination
of final states. Another confirmation of this comes from the missing energy distri-
bution for photon energies in the range 200 to 250 MeV shown in Fig. 6.6. Here the
second peak is still present but with a smaller strength compared to Fig. 6.5. Again
the cross section strength decreases with increasing photon energy.

For all the three missing energy distributions the peaks present after the
7.03 MeV state may be combination of higher excited states or from three nucleon
knock-out reactions since the thresholds for the (v, ppn) and (v, pnn) reactions are
30.5 MeV and 33.5 MeV respectively.
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Figure 6.5: Missing energy distribution for O(y,pn) *N reaction with protons in
Panoramix and neutrons in TOFs. The photon energy is from 180 to 250 MeV.

6.2.2 Missing momentum distribution

Even with the poor energy resolution and poor statistics it was still possible to
produce a missing momentum distribution for a group of states in *N; the second
group of states of the *N residual nucleus were investigated. Fig. 6.7 shows the
cross section as a function of the missing momentum for photon energies of 150 to
250 MeV and missing energies between 25 and 33 MeV. The cross section for low
missing momenta increases from zero up to a maximum of about 150 MeV /c; the
fourth point at 120 MeV causing a dip could be statistical. After this maximum
the cross section decreases and at higher missing momentum it falls off to negative
values. This behaviour is similar to previous results of the 2C(~,pn)!*B reaction
performed at MAMI in the photon energy range 200 to 400 MeV [73] and in the
back-to-back kinematics [74]. A comparison to those experimental results is made
in section 6.3.

6.3 Comparison with 2C(v,pn)!'’B reaction

As mentioned in section 6.2.1 it is worth comparing the results of this experiment
with previous PiP-TOF experiments at MAMI where the '2C(v,pn)'°B reaction
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Figure 6.6: Missing energy distribution for 60(y,pn) *N reaction with protons in
Panoramix and neutrons in TOFs. The photon energy is from 200 to 250 MeV.

was investigated for several kinematics and photon energy ranges presented in |73]
and [74]. In Fig. 6.8 left panel the visible cross section of Ref. [74] as function of the
missing energy for different photon energy ranges is shown. The visible cross section
is defined as the cross section which produces an event within the acceptance of the
detectors. The kinematics used are the back-to-back kinematics as in the present
experiment. The full circles are the data points and the various curves are different
contributions to the cross-section from Valencia model (VM) calculations [75]. In the
legend to the right of the picture the contributions are labelled: direct two-nucleon
knock-out (2N), direct two-nucleon knock-out with final state interactions (2N-+FSI),
direct three-nucleon emission with or without FSI [3N+(FSI), initial 7 production
with the 7 being reabsorbed in the nucleus (N7+ABS), initial 7 production with
subsequent 7 rescattering in the nucleus (Nm+EMIT) and initial NN7 reactions. In
Fig. 6.8 the missing energy distributions for ?C(v,NN) reactions from Ref. |73| are
presented, these were taken in a wide kinematics and are shown for different photon
energy ranges.

In both pictures in Fig. 6.8 a strong peak is observable at low photon energy, in the
figure on the left up to E,=400 MeV and in the figure on the right up to E,=300 MeV.
This peak is interpreted to be the ground and low excited states of 1°B. The strength
of this peak decreases as the photon energy increases. The same was observed in the
present experiment when looking at Figs. 6.4, 6.5 and 6.6. Moreover the strength
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of the peak around the ground state in Fig. 6.4 is comparable to the strength of the
peak in the left histogram of Fig. 6.8 for the lower photon energies. As the photon
energy increases one can observe a shift of strength towards high missing energy.
The comparison of the data with VM calculations, left panel of Fig. 6.8, showed
that the strength arises from quasi free pion production followed by its reabsorption
(N7+ABS), this was also reported in Ref. [73].

In Fig. 6.9 the cross section as function of the missing energy for photon energies
of 150-200 MeV and 200-250 MeV for the present experiment with an E,, bin width
comparable to Fig. 6.8 is shown. The deuteron peak is marked and the top of it cut
off in order to concentrate only on the Oxygen events. The strength at low missing
energies up to 80 MeV is comparable for the two photon energies. At high missing
energy the cross-section becomes larger as observed in both pictures of Fig. 6.8.

In Fig. 6.10 the recoil momentum distributions in back-to-back kinematics for
E., < 40 MeV for photon energies of 150-200 MeV and 200-300 MeV from Ref. [74]
are shown. The curves are simulations and calculations based on the VM. The solid
line is a Monte Carlo simulation of direct two-nucleon knock-out and the dotted
line is a phase space simulation of direct two-nucleon knock-out mechanism (2N-PS)
where the energy in the final state is split between the two nucleons and the residual
nucleus according to the available phase space. The other curves are predictions from
the VM; the dot-dashed curve is the total cross section and the dashed line includes
only direct two-nucleon knock-out. In Fig. 6.11 the recoil momentum distributions
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Figure 6.8: Left panel:Missing energy distributions for the 2C(7,pn)°B reaction at dif-
ferent photon energy ranges in a back-to-back kinematics [74]. Right panel: missing energy
distributions for the 2C(~,pn)!’B reaction at different photon energy ranges [73].

for wider kinematics for E, = 200-400 MeV and for E,,< 40 MeV from Ref. [73] are
shown. The curves are based on the same Monte Carlo and phase space simulations
as in Fig. 6.10, the solid line being the Monte Carlo for direct two-nucleon knock-
out, the dashed line the 2N-PS and the dot-dashed a phase space simulation of the
emission of two nucleons and a pion. Since the shape of the missing momentum
distribution depends on the cut in the missing energy one can compare the shape
of the missing momentum distribution for the '*O(~,pn)'*N reaction of Fig. 6.7 for
25<E,;,<33 MeV/c to Figs. 6.10 and 6.11. The shape is similar with a maximum
at around 200 MeV /c with a decrease at high missing momenta though in Fig. 6.7
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the decrease happens at lower p,, than for the 2C(v,pn)'°B reaction. This could
be due to the lower missing energy range investigated. The maximum in Fig. 6.10
has a strength of 5 nb/MeV /¢ which is comparable to the strength of the maximum
in Fig. 6.7 which is around 1 nb/MeV /c since the proton detector covers a solid
angle of 60 msr and the three TOF stands in the forward direction cover 50 msr.
Monte Carlo simulations of direct two-nucleon knock-out, solid line in Fig. 6.10
and Fig. 6.11, show very good agreement with the data points. The simulation is
done assuming the pn pair is knocked-out from a 1p-shell. Due to the similarity in
shape we could expect that the pn pair from the '*O(v,pn)'*N reaction leaving the
1N nucleus in low excited states were also coupled in a 1p-shell. This is also expected
from effective interaction calculations of the coefficients of fractional percentage (cfp)
for two nucleons emitted from a 1p-shell made by Cohen and Kurath [18]. For the
emission from 160 the second excited state of *N has a cfp of 2.675 for L=0 transfer
and the third excited state has 0.2753. Unfortunately the statistics of the present
measurement, were not good enough to make a comparison with any theoretical
calculations.
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Figure 6.9: Cross section as function of the missing energy for E, = 150-200 MeV (upper
panel) and E, = 200-250 MeV (lower panel) for the present experiment.
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action for photon energies 150-200 MeV and 200-300 MeV, in a back-to-back kinematics
and for E,, < 40 MeV [74]. The solid line is a Monte Carlo simulation of the direct 2N
knock-out, the dotted line a 2N knock-out phase space model, the dot-dashed line is the
total cross-section from VM calculations, the dashed line is only the direct 2N knock-out
from VM. The VM predictions have been multiplied by a factor of 0.5.

6.4 °Li(y,7")%He reaction

The SLi(y,m7*)%He reaction was investigated during the same beam-time as the
present experiment. Pions were detected in the Germanium hodoscopes and the
energy of the photons were determined using the microscope. The missing energy

for this reaction is:
En,=E,+ Mr—E; —E,. (6.1)

where M7 is the mass of the target nucleus, E, is the total energy of the outgoing
pion and E,.. is the total energy of the recoil nucleus. Again for the calculation of
the 7" kinetic energy the 4.1 MeV kinetic energy of the ut was taken into account.
The ground state and the first excited state of 1.80 MeV of *He were of interest
here. In Fig. 6.12 the missing energy for the detectors positioned at 100°, Obelix,
and at 150°, Idefix, is shown. A background subtraction similar to the one described
in section 5.2 was done; in this case the two dimensional time histogram is generated
by the tagger time in coincidence with the Germanium time and the microscope in
coincidence with the Germanium time. For the pion detected at 100° only one peak
corresponding to the first excited state is visible. In the other kinematics, 7t at
150°, the ground and the 1.80 MeV excited states were both populated. The mean
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Figure 6.11: Recoil momentum distributions for the '2C(v,pn)!°B reaction at E, = 200-
400 MeV and E,, <40 MeV [73]. The curves are calculations based on direct 2N knock-out
(solid) and on 2N knock-out phase space model (dashed).

values of Gaussian fits to the peaks were where they were expected to be and gave a
missing energy resolution of 1.4 MeV FWHM which is close to the ~1 MeV required
to separate the ®He final states [55]. The events in the unphysical region belong
to the background and are due mainly to interactions in the air. A line fitted to
the background showed that it is flat. In the missing energy region above 1.86 MeV
events from the excitation of continuum were fitted by a sloping line.

The differential cross section for the ®Li(y,7+)%He reaction leading to the ground
and 1.80 MeV states as a function of the pion detection angle is shown in Fig. 6.13.
The cross section is normalised to the differential cross section for the p(vy,7%)n re-
action measured with the CH, target. The result of this measurement are the black
circles for the g.s. and the black triangles for the 1.80 MeV state. For comparison pre-
vious experimental points are also shown; the green inverted triangles and diamonds
are from Shoda et al. [76] and the red I symbols are from Shaw et al. [77]. The lines
are theoretical calculations of the reaction: the dashed and the long-dashed lines
are calculations of DWIA using an harmonic oscillator (dashed) and a Wood-Saxon
potential (long-dashed) [78], the solid line is a PWIA calculation based on cluster
wavefunctions [79].

In Fig. 6.13 for the reaction leading to °He, ;. there is a good agreement between
all the data sets and the theoretical curves for forward angles up to 100°. The two
points at the most backward angles of 120° and 150° of this measurement are a
factor 5 higher than the point from Shaw et al.. This disagreement could be due to
the different experimental method used in the experiment from Shaw et al. which
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can be less reliable. Shaw et al. used the “End Point Technique” which showed no
clear end point in the 7% spectrum and an unexplained background [54]. At these
backward angles there is also a disagreement between the different theoretical cal-
culations indicating that the cross section is more sensitive to the radial extension
of the halo nucleus. Therefore from the observation that the 120° and 150° points
are also higher than the recent calculation in PWIA one can assume that either the
®He halo nucleus has a larger radius than is presently assumed or the theoretical
models do not work in this region, which corresponds to high momenta transfers.

Fig. 6.13 also shows the differential cross section for the SHe 1st excited state
compared to the results from Shoda et al.. The points are compared to theory:
DWTIA calculations based on Cohen-Kurath wavefunctions (published in [76]), solid
line, and to a SM calculation phenomenologically adjusted to electron scattering
data [80], dot-dashed line. The current data show an order of magnitude agreement
with the previous data and no strong deviation from both the theoretical curves.
There are no previous data sets and no theoretical calculation to compare the 120°
and 150° pion detection angles with.
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Figure 6.12: Missing energy distribution for the ®Li(~,7%)%He reaction, for 7+ de-
tected at 100° and at 150°. The red line is Gaussian fit to the ground state of *Heand
the blue line to the 1.8 MeV excited state. Background events below the ground state
are fitted with a flat line while events in the continuum above 1.86 MeV are fitted
with a sloping line.
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(published in [76]) and the dot-dashed curve from SM calculations [80].
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Chapter 7

Conclusions and outlook

Measurements of the *O(y,NN) reactions were performed at MAMI in 2002 in
collaboration with Mainz University, Glasgow University and Edinburgh Univer-
sity. These measurements were made in the real-photon (A2) experimental hall in
conjunction with the Glasgow-Tiibingen TOF detectors, the Glasgow tagged spec-
trometer and, for the first time, a new array of stacked Germanium detectors from
Edinburgh. The goal of the experiment was to reach a high energy resolution, 2 MeV,
to be able to resolve the different final states of the residual nuclei.

Germanium hodoscopes were chosen to replace the scintillator detector for pro-
ton detection used in the previous PiP-TOF experiments [62] because of their high
intrinsic energy resolution. Unfortunately the combination of the tagger with the
segmented Germanium detectors did not give the resolution in coincidence timing
that was expected. Underestimation of the applied voltage and a short integration
time, chosen to improve the events rate, lead to a energy and depth dependent Ger-
manium detectors which eventually delivered a very poor time signal. This lead to
the poor energy resolution of the measurement. The microscope, the tagged spec-
trometer with thiner scintillator fibres, improved the photon energy resolution of a
factor 3 as explained in section 3.2.2 and reported in [52].

Missing energy distributions for the *0O(y,pn)**N reaction in back-to-back kine-
matics were plotted. Groups of states in *N could be resolved. The first excited
state, 2.31 MeV (07), was not populated. This result is in agreement with the pre-
vious experimental results [17, 19]. The group of the ground state showed more
strength than the group of the second and third excited states. The missing momen-
tum distribution for the second group of N final states, the 3.95 MeV (1) and the
7.03 MeV (27), showed a similar progression than in previous results [73].

Comparison with theoretical calculations were not made because of the poor
statistics.

This first measurement with the new Edinburgh Germanium hodoscope did not
work as well as was expected, it was not possible to resolve the separate excited
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states in the residual “N nucleus as was planned but it was possible to confirm
an older experimental observation. With the understanding of the problems of this
measurement if a second run were made these problems could be addressed and the
desired results achieved.

The double coincidence ®Li(y,7")®He experiment, which was run in the same
beam time as the (7,NN) experiment, achieved a missing energy resolution good
enough to be able to resolve the ground and the first excited state of the halo
%He nucleus. Comparison of the differential cross section for backward pion-detection
angles, 120° and 150°, to the most recent PWIA calculations [79] showed either a
larger ®He halo radius than what is presently assumed or that the theoretical models
do not work in this region, which corresponds to high momentum transfer.
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