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Deutsche Zusammenfassung

Landenberger-Schuh, Sonja

Diffusionsprozesse in Sternatmospḧaren

Die Atmosphären Weißer Zwerge zeigen eine praktisch mono-elementare Zusam-
mensetzung. Aufgrund hoher Oberflächenschwerebeschleunigungen spielt die Ele-
menttrennung durch gravitatives Absinken eine große Rolle, so dass in diesen Ster-
nen der überwiegende Anteil aller schwereren Elemente ausden äußeren Schichten
verschwunden ist. Diese gravitationsbedingte Sedimentation geschieht auf sehr viel
kürzeren Zeitskalen als die Entwicklung Weißer Zwerge entlang der Abkühlsequenz.

Beobachtungen junger Weißer Zwerge im Röntgen- und extremultravioletten Spek-
tralbereich haben gezeigt, dass das Absinken dort nicht ungestört vor sich gehen kann,
da zusätzliche Opazität beobachtet wird, die in den Atmosphären übriggebliebenen
Metallen zugeschrieben werden muss. Es war ein interessantes Ergebnis der von RO-
SAT durchgeführten Himmelsdurchmusterung, dass praktisch keine Weißen Zwerge
oberhalb einer Effektivtemperatur von etwa 65 000 K gefunden wurden. Das wird
durch den Strahlungsauftrieb in heißen Weißen Zwergen erklärt, der der nach unten
gerichteten Diffusion schwerer Elemente effizient entgegenwirken kann. Das Zusam-
menspiel dieser Kräfte bestimmt die chemische Zusammensetzung der Atmosphäre.
Spuren von Metallen können dann durch radiativen Auftriebgehalten werden, wenn
das Strahlungsfeld intensiv genug ist, um der nach unten gerichteten Schwerkraft aus-
reichenden Impulsübertrag entgegenzusetzen. Dies ist inden meisten Objekten, die
heißer als

� � � �
40 000 K sind, der Fall.

Eine Umsetzung dieser konkurrierenden Prozesse in Sternatmosphären-Modell-
rechnungen liefert Vorhersagen für die vertikale Schichtung und absolute Häufigkeit
von Metallen. Da die Strahlungsbeschleunigung durch ein NLTE-Strahlungsfeld auf
in Spuren vorhandene Elemente über deren lokale Opazitätübertragen wird, kann sie
stark mit der Tiefe variieren und somit zu einer chemisch geschichteten Atmosphären-
struktur führen. Es wird insbesondere im Hinblick auf Weiße Zwerge einÜberblick
über Modellierungsarbeiten auf dem Gebiet solcher Diffusionsrechnungen gegeben,
mit den einschlägigen Referenzen sowohl zu ersten Erwähnungen dieser Ideen als
auch solchen zu neuen Arbeiten, die die aktuellen Implementierungen und deren An-
wendungen beschreiben. Innerhalb dieser neueren Ansätzespielt die Gleichgewichts-
formulierung eine besondere Rolle, da sie eine relativ einfache Beschreibung der Ba-
lance zwischen gravitativem Absinken und Strahlungsauftrieb erlaubt.

Solche Modelle werden in dieser Arbeit vorgestellt. Sie berücksichtigen das Zu-
sammenspiel zwischen Schwere- und Strahlungsbeschleunigung, um die chemische
Schichtung aus einer Gleichgewichtsbedingung für die beiden Kräfte herzuleiten, und
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lösen selbstkonsistent gleichzeitig die zugehörige Atmosphärenstruktur. Im Gegen-
satz zu Atmosphärenmodellen mit der Annahme chemischer Homogenität wird die
Anzahl der freien Parameter auf allein die Effektivtemperatur und die Oberflächen-
schwerebeschleunigung reduziert. Ihre Stärke im Vergleich zu anderen Diffusionsmo-
dellen liegt in der Selbstkonsistenz, die zudem unter NLTE-Bedingungen errechnet
wird. Die Modelle berücksichtigen außerdem voll die Effekte des Line-Blanketing
und verwenden detaillierte Atomdaten bis hin zu den Eisengruppenelementen.

Es werden die Ergebnisse verschiedener theoretischer Diffusionsrechnungen mit-
einander verglichen. Ein Gitter früherer, nicht-selbstkonsistenter Modelle sowie Vari-
anten der neuen Modelle, die sich in der nummerischen Behandlung des Strahlungs-
transports und des Temperaturkorrekturschemas sowie in der Komplexität der ver-
wendeten Atomdaten unterscheiden, werden untersucht und liefern bei näherer Be-
trachtung unterschiedliche Ergebnisse.

Mit einem großen Diffusions-Modellgitter aus Atmosphärenmodellendiesen neuen
Typs wird ein EUV-selektiertes Sample heißer Weißer Zwergeanalysiert. Die insge-
samt guteÜbereinstimmung mit beobachteten EUVE-Spektren macht deutlich, dass
diese Modelle die physikalischen Bedingungen in den Atmosphären heißer Weißer
Zwerge im Großen und Ganzen gut beschreiben.

Die EUVE-Spektren werden durch die Eisenopazität dominiert, so dass die tatsächli-
chen Eisenhäufigkeiten offensichtlich durch die Vorhersagen der Theorie gut getrof-
fen werden. In einem Vergleich von Häufigkeitsmessungen aneinzelnen Linien in ei-
nem umfassenden Datensatz von IUE- und HST-STIS-Beobachtungen mit Vorhersa-
gen für Gleichgewichtshäufigkeiten gelangt man zu einer ¨ahnlichen Schlussfolgerung
für Eisen, und zu einem gewissen Grad auch für Sauerstoff und Silizium, während die
Häufigkeitsniveaus für die Elemente Kohlenstoff, Stickstoff und Nickel nicht im ge-
samten Parameterbereich genauso gut wiedergegeben werden. Um den Einfluss even-
tuell bekannter Variabilitätserscheinungen oder Akkretionsprozesse mit zu berück-
sichtigen, werden alle Objekte des Samples einzeln diskutiert. Der Fall des Objekts
RE J1032� 535 wird besonders hervorgehoben, um die möglichen Schwierigkeiten,
die sich bei der Analyse geschichteter Häufigkeitsprofile ergeben können, exempla-
risch aufzuzeigen.

Eine wesentliche Grenze der Modelle scheint zu sein, dass der unbegrenzte Vorrat
für alle beliebigen Elemente, den der Gleichgewichtsansatz voraussetzt, in Wirklich-
keit nicht zur Verfügung steht. Das sollte dann kein Problem darstellen, wenn die
Metallhäufigkeiten, die aus diesem Vorrat bezogen werden,tatsächlich sehr geringen
Verunreinigungen entsprechen, aber diese Annahme ist nicht mehr gültig, wenn die
Gleichgewichtshäufigkeiten eines Elements nahe der seiner kosmischen Häufigkeit
liegen. Da diese Einschränkung auf versteckte Art und Weise auch andere Elemente
betreffen könnte, wären als eine zukünftige Entwicklung zeitabhängige Diffusions-
rechnungen ohne die Einschränkung auf den Gleichgewichtsfall wünschenswert.



iii

Abstract

The atmospheres of white dwarfs exhibit a quasi-mono-elemental composition. Due
to high surface gravities, element segregation by gravitational settling is of great im-
portance so that a large fraction of all heavy elements in these stars has disappeared
from the outer layers. This gravitational sedimentation happens on much smaller time
scales than the evolution along the white dwarf cooling sequence.

Observations of young white dwarfs in the X-ray and extreme ultra-violet spec-
tral ranges have revealed that the settling cannot act undisturbed there because ad-
ditional opacity is observed which must be attributed to metals remaining in their
atmospheres: It was one interesting result of the all-sky survey performed by ROSAT
that essentially no hydrogen-rich white dwarfs above effective temperatures of about
65 000 K were found. This is being explained by radiative levitation in hot white
dwarfs that can efficiently counteract the downward diffusion of heavy elements. The
interplay between these forces governs the atmospheric chemical composition. Traces
of metals may be sustained by radiative levitation providedthe radiation field is in-
tense enough to supply substantial momentum transfer against gravity’s downward
pull. This is the case in most objects hotter than

� � � �
40 000 K.

Incorporating the competition of these processes into stellar atmosphere model cal-
culations provides predictions for the vertical stratification and absolute abundances
of metals. The radiative acceleration is exerted on trace elements by a NLTE radi-
ation field through the element’s local opacity and therefore can vary strongly with
depth, which results in a chemically stratified atmosphericstructure. An overview
of the modelling work done in the field of such diffusion calculations, with a focus
on white dwarfs, is given, with the relevant references where these ideas were first
mentioned as well as recent papers which describe current implementations and their
applications. Within these latest approaches, the equilibrium formulation is of spe-
cial interest since it permits a relatively simple description of the balance between
gravitational settling and radiative levitation.

Such models are presented in this work. They take into account the interplay be-
tween gravitational settling and radiative acceleration to predict the chemical stratifi-
cation from an equilibrium between the two forces while self-consistently solving for
the atmospheric structure. In contrast to atmospheric models with the assumption of
chemical homogeneity, the number of free parameters in the new models is reduced
to the effective temperature and surface gravity alone. Their superiority over other
diffusion calculations is the full self-consistency, calculated under NLTE conditions.
The models are also fully line-blanketed and incorporate detailed atomic data up to
the iron group elements.

The results from various theoretical diffusion calculations are compared. A grid of
earlier, not self-consistent models as well as variations of the new models that differ
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in the numerical treatment of the radiative transfer and thetemperature correction
scheme as well as in the complexity of atomic input data are considered and found to
yield different solutions when examined in detail.

Based on a large diffusion model grid, a EUV selected sample of hot DA white
dwarfs is analysed using this new type of atmospheric models. The overall good
agreement with observed EUVE spectra reveals that these models are on the whole
able to describe the physical conditions in hot DA white dwarf atmospheres.

The EUVE spectra are dominated by the opacity due to iron, so the real iron abun-
dances appear to be relatively well matched by the predictions of radiative levitation
theory. In a comparison of abundance measurements from individual lines in a com-
prehensive set of IUE and HST-STIS UV spectra with equilibrium abundance pre-
dictions, a similar conclusion is reached for iron, and to some extent also for oxygen
and silicon, while the abundance levels for the elements carbon, nitrogen and nickel
are not equally well reproduced over the full photospheric parameter range. To take
into account effects such as known variability or accretion, all sample objects are
discussed individually. The case of RE J1032� 535 is given special consideration to
demonstrate the potential difficulties in the analysis of stratified abundance profiles in
an exemplary way.

One of the main constraints for the models seems to be that thetheoretically un-
limited reservoir of any element implied by the equilibriumapproach is not available
in reality. This should not be a problem when the metal abundances drawn from that
reservoir correspond to almost negligible pollutants, butthe assumption breaks down
in those cases where the equilibrium abundance of an elementstarts to be of the same
order of magnitude as its cosmic abundance. Since this restriction may, in a more
subtle way, also affect the other element species, time-dependent non-equilibrium
diffusion calculations would be a desirable future development.
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”The fault, dear Brutus, is not in our stars,
But in ourselves, that we are underlings.”

Cassius to Brutus in act I, scene II of ”Julius Caesar” (1598–1600) by
W. Shakespeare.



CHAPTER 1

Introduction

1.1 Stellar evolution and white dwarfs

The visible matter in the universe is organised in galaxies,the building blocks of
larger structures, where – under the influence of their own gravity – gas and dust
clouds contract to form clumps that can give rise to star birth. Stars are self-gravitating
gas balls which are hot and dense enough to maintain stable thermonuclear fusion in
their cores. As such, they are essentially factories that reprocess the material they are
made of, and return most of it to interstellar space during the last stages of their lives,
leaving only a compact remnant of stellar ashes behind (or insome cases nothing at
all). For an overwhelming majority of stars, this stellar remnant will simply be the
left-over, burnt-out core of the former star and is commonlyknown as a white dwarf
(WD). The following introduction aims at retracing only themost important steps
leading to this common variant of stellar remnant.

Tracks in the Hertzsprung-Russell diagram (HRD1) are a very suitable way to de-
scribe the evolutionary paths of stellar objects. Stars spend most of their lifetime on
the so-called main sequence, where they produce helium fromhydrogen via nuclear
fusion processes in their cores. If, at this main sequence stage, the mass of an isolated
star exceeds about 8-10 M� 2, it can subsequently evolve into an object as enigmatic
as a neutron star or black hole. Most stars however are not massive enough to evolve
into either of these objects, but will eventually turn into white dwarf stars instead.

A typical white dwarf has a radius of� 10 000 km (i.e. roughly the same size as the
earth). The mass distribution of white dwarfs peaks near 0.6M� . This implies a high
mean density for these objects, as well as a large surface gravity of � 10

�
cm s�

�
(or

10
�

times the earth’s gravitational acceleration), which is equivalent to a steep pres-
sure gradient in the stellar remnant envelope. Since – by definition – at this stage all

1Spectral type or colour plotted against the absolute magnitude or luminosity, allowing a graphical
representation of correlations for stellar parameters (developed by Hertzsprung 1911 and Russell 1913).

21 M� , i.e. one solar mass, corresponds to 1.989�10
� �

g.

1



2 Chapter 1: Introduction

nuclear fusion processes inside the former star have ceased, the immense hydrostatic
pressure built up by the weight of matter in above layers needs to be balanced by
Fermi degeneracy of the electron gas. The equilibrium allowed for by this equation
of state prevents the degenerate, nearly isothermal white dwarf core from collaps-
ing. The gravitational energy released through slow contraction provides some addi-
tional luminosity, but essentially the overall luminosity, which is high at first – about
10

�
L� 3 – rapidly decreases as the dead star cools. Likewise, from roughly 100 000 K

at the exhaustion of the last fusion processes, the effective temperature (
�

eff) subse-
quently drops to 50 000 K in only 0.003 Gyr (Koester & Chanmugam 1990), while
the lowest observed temperatures are not reached until roughly 10 Gyrs have passed
(Koester 2002). Despite the high uncertainties for this last number (of the order of
20%), the determination of cooling times is quite relevant to questions beyond stellar
physics issues, as outlined for example in a nice review by Fontaine et al. (2001).

Since the majority of all stars end their lives as a white dwarf, studying them helps
to understand the evolution processes that average stars undergo. How do these rela-
tively extreme, compact objects evolve from stars such as our sun? Stellar evolution
theory describes the process of star formation up to the mainsequence stage, the slow
evolution away from thezero agemain sequence, and the various evolutionary paths
that stars then can follow depending on their initial chemical composition, masses
and mass-loss rates at different lifetimes. To end up as a 0.6M� white dwarf, a
10 M� main sequence star obviously loses a very substantial fraction of its initial
mass, which emphasises the important role of late stages of stellar evolution (includ-
ing the initial-final mass relations it predicts) for the galactic circuit of matter. At an
age of� 6 Gyr, the sun is about half-way on its long journey from the zero age main
sequence to the turn-off point, where it will have exhaustedthe hydrogen supply in its
core, forcing the hydrogen burning zone to move outwards. Shifting the fusion zone
towards higher layers results in an expansion of the stellarouter envelope, thereby
turning the star into a red giant, while the burnt-out core grows in mass and contracts
until helium fusion is ignited.

For sun-like stars, this happens in a violent event referredto as the helium flash,
which brings the star onto the horizontal branch. Here helium core and hydrogen
shell burning proceed calmly for a longer period of time (of the order of 0.1 Gyr
for a solar-mass star) before fuel exhaustion occurs once again, this time forcing the
helium burning zone into a shell, and triggering the next, agitated phases. On its way
along the asymptotic giant branch (AGB) towards regions of high luminosities, the
star undergoes strong mass-loss through radiatively-driven winds. The subsequent
stages are referred to as post-AGB evolution.

These late stages of stellar evolution comprise the processes up to the point where
31 L� , i.e. the solar luminosity, corresponds to 3.90�10

� �
erg s�

�

.
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the star eventually pivots onto the white dwarf cooling sequence. At the top of the
AGB, a formerly sun-like star undergoes alternating phasesof helium and hydrogen
shell burning, and these thermal pulses lead to further mass-loss. The luminosity
reaches a high value of� 10

�
L� , then remains constant while the surface temperature

quickly rises within only� 10 000 yr, since the rapidly contracting hot core starts to
shine through the expanding and dissipating envelope. Due to this contraction and
the gradual loss of its envelope, corresponding to a sharp decline in the stellar radius,
the remaining object is much more compact. The stellar wind accelerates due to the
increased escape velocity, sweeping into and compressing the previously expelled
material in the process.

The expelled material is ionised by the ultraviolet photonsemitted from the increas-
ingly hot object at its centre and starts to re-radiate at visible wavelengths, rendering
it detectable as a planetary nebula. The nuclear fusion processes in the shell of the
central star of the planetary nebula (CSPN) eventually cease, marking the now ”dead”
star’s entry onto the white dwarf cooling sequence. According to the sequence of pro-
cesses outlined here, standard stellar evolution theory hence predicts a white dwarf
consisting of a carbon-oxygen core4, surrounded by a helium layer, surrounded by an
unprocessed hydrogen envelope. The thickness of this hydrogen envelope had been
the subject of two competing theories for a while (known as the thick/thin layer dis-
cussion): The discussion seems to have converged to the statement that a whole (more
or less continuous) range of envelope masses is required to explain the observations.

In addition to this, a non-negligible fraction of white dwarfs does not show such
a hydrogen envelope at all. A late thermal pulse in a young white dwarf can bring
it back onto the AGB, so that it is re-born as a star, hence the name ”born-again”
scenario for such an event. In this case, mixing processes draw the envelope material
deep into the nuclear burning layers, where the remaining hydrogen supplies are being
used up, leaving the star hydrogen-deficient when it approaches the top of the cooling
sequence a second time.

Another peculiar variant in this listing of white dwarf feeder channels are stars
that somehow already lose all but a tiny fraction of their hydrogen envelope as they
reach the horizontal branch state. While they go through helium core burning just as
normal horizontal branch stars do, their thin hydrogen envelopes are completely inert
and make them appear as relatively hot, so-called extreme horizontal branch (EHB,
spectral classification sdB, short for subdwarf B) stars. These objects do not have the
means to spectacularly shed off large amounts of envelope material for simple lack of
it, and instead follow a short-cut directly to the white dwarf graveyard.

Regardless of “details” in the surface composition, the final result of the evolution
of low- and medium mass stars is usually a white dwarf with a carbon-oxygen core.

4More precisely, the outer part of the carbon-oxygen core is expected to be depleted in oxygen due to
the temperature – and hence depth – dependency of the

� � � � � �� � � � 	
reaction rate during helium burning.
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For a small range of initial masses around 10 M� (the exact numbers are still under
discussion), theory predicts the possibility of oxygen-neon-magnesium cores instead,
provided that the core mass growth during carbon burning is halted through envelope
loss to prevent a subsequent core collapse. This should thenresult in massive white
dwarfs of� 1 M� , with little envelope material left that is possibly strongly enhanced
in neon. In contrast to this, very low mass stars should instead evolve into helium core
white dwarfs, since they never attain the central densitiesrequired for helium burning.
However, as the long evolutionary time scales for very low mass stars exceed the age
of today’s universe, this evolutionary channel has not had achance yet to produce the
helium core objects observed along the white dwarf cooling sequence. They instead
exist because in binary systems, a close companion can draw off material from an
ageing star when it starts to expand – up to the point where thecore mass is reduced
to below what is needed for the ignition of helium burning. Insuch a scenario the
stellar ashes from only one instead of two main nuclear burning cycles make up the
stellar remnant.

Just as the universe is too young to have produced helium corewhite dwarfs from
isolated stellar evolution yet, it is also not old enough to allow for a cooling and hence
fading in luminosity of nearby white dwarfs beyond the detection limit of large tele-
scopes. The current low-temperature record stands at� 2 200 K (Bergeron & Leggett
2002). Interpreted as an evolutionary effect, the observedcut-off in the cooling se-
quence of white dwarfs in our neighbourhood therefore provides a constraint for the
galactic disk’s age. Similarly, age and distance determinations from white dwarf cool-
ing sequences can be attempted for open and globular clusters. Using a method that
involves white dwarfs indirectly as progenitors in type Ia supernovae, they even serve
in distance determinations on a cosmological scale. Understanding the underlying
processes – all the way from the white dwarf(s) involved to the exact temporal and
spectral dependency of the energy output during such an explosion – is an objective
that, if fully achieved, would greatly improve the confidence in the reliability of this
method.

More generally speaking, this implies that – in order to makeuse of white dwarf ob-
servations as tools in the quest for answers to other fundamental questions – one first
has to understand the physical processes that link different evolutionary stages. Such
continuous evolutionary sequences cannot be observed directly, they rather must be
constructed from snapshots of individual stars at different ages. Stellar ages are gen-
erally only accessible through a detailed modelling of the star as a system that evolves
through time according to given laws of physics. Other physical parameters such as
the effective temperature, surface gravity or mass, radiusand luminosity may be more
readily accessible, but their precise determination also requires very detailed numeri-
cal simulations. An indispensable tool for such parameter determinations via spectral
analysis methods are model atmosphere calculations: All processes deemed relevant
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to the formation of the emergent spectral energy distribution of a star are mapped into
a simulated model of the light-emitting atmosphere. A comparison of simulated with
observed spectra then allows to draw conclusions about the exact physical conditions
necessary to produce the observed spectrum. Besides a variety of fundamental stellar
parameters that can be obtained from spectral analysis, theevaluation of if and how
the integrated (or sometimes even dispersed) light from a star varies with time can
yield further independent measurements, e.g. in binary systems or for pulsating stars.

A good understanding of the complete structure and outside appearance of a star
still does not equal an understanding of its full history andfuture. To aquire insight
into these, time-dependent stellar evolution models are needed. Here, in addition
to being an indispensable tool in spectral analysis work, stellar atmosphere models
play a crucial role by providing outer boundary conditions for these structural and
evolutionary models. In particular, differences in the opaqueness of white dwarfs’
atmospheres (due to the layer thickness) cause different cooling rates, just as the
transition from radiative to convective energy transport leads to changes in the cooling
rates which are otherwise determined by structural evolution in the core (diffusion,
gas/liquid and liquid/solid transitions).

In many current applications, the evolutionary models usedare those by Wood
(1995).

The following Sect. 1.2 presents an inventory of the observed spectral properties
of white dwarfs, which the entirety of both atmospheric and structural/evolutionary
models will eventually have to reproduce and explain. Thereafter Sect. 1.3 details
some demands to be made on stellar atmosphere models, and shows where this present
work may be able to contribute an improvement.5

1.2 White dwarf atmospheres and diffusion

There are now more than two thousand white dwarfs compiled inthe Villanova Cata-
logue of Spectroscopically Identified White Dwarfs by McCook & Sion (1999). The
observational and physical information on white dwarfs it contains has been made
available in an online version, which is also the primary source for the data main-
tained (and presented with some enhancements over the McCook & Sion 1999 online
version) in the regularly updated electronic white dwarf database6. A large fraction
of the objects currently appearing in the catalogues were discovered in large blue and
ultraviolet (UV) excess surveys such as the Palomar-Green (PG, Green et al. 1986),
Montreal-Cambridge-Tololo (MCT, Demers et al. 1986; Lamontagne et al. 2000) and

5The contents of this section partly rely on ideas collected in the Koester (2002) white dwarf review
paper.

6http://procyon.lpl.arizona.edu/WD/



6 Chapter 1: Introduction

the Edinburgh-Cape (EC, Stobie et al. 1997; Kilkenny et al. 1997) surveys, as well
as in the Hamburg Quasar and the Hamburg/ESO objective prismsurveys (HQS,
Hagen et al. 1995 and HES, Wisotzki et al. 1996; Reimers & Wisotzki 1997; Wisotzki
et al. 2000).

With the Sloan Digital Sky Survey (SDSS), the number of photometrically detected
white dwarfs is expected to rise by an order of magnitude (Fan1999). On its way to
achieving these additions through colour identification (and possibly follow-up spec-
troscopy), the SDSS First Data Release (Abazajian et al. 2003, following the Early
Data Release, Stoughton et al. 2002) has already nearly doubled the number of spec-
troscopically identified white dwarfs (Kleinman et al. 2004). As a primer to what can
be expected from the full SDSS once completed, Harris et al. (2003) have published
WD numbers for a small area of sky.

Their compilation of exemplary observed spectra also constitutes a nice review
of the different WD spectral types, from the very common to the rather unusual
ones. Based on classification in the optical, the spectral types (all denoted starting
with a D for degenerate) fall into two major categories: the hydrogen-rich DA and
the helium-rich DB white dwarfs. The DA sequence is characterised by strongly
pressure-broadened Balmer lines, while the non-DA sequence shows HeI lines in
case of DBs, and additional HeII lines in case of the much rarer DOs, which ex-
tend the helium-rich sequence to high temperatures. Both the DA and the non-DA
white dwarfs exhibit a quasi-mono-elemental chemical composition. Given that, in
the scenario sketched earlier, white dwarfs should either end up with an unprocessed
hydrogen envelope (making them DAs) or an exposed helium layer (generally mak-
ing them DOs or DBs), the strongly sub-solar metallicity in their practically pure
hydrogen or helium atmospheres would seem to contradict thegeneral expectation of
metal-enrichment with increasing stellar age.

The basic mechanism for this purification of white dwarf envelopes was first ex-
plained by Schatzman (1945, 1958): the strong gravitational field (typically,

� � �
� � 8

in cgs units) on the surface of WDs yields a steep pressure gradient, and hence
pressure-driven diffusion separates the elements according to their atomic weight.
This process is generally referred to asgravitational settlingor sedimentation. Be-
sides white dwarfs, where the sinking time scales are shortest in comparison, ele-
ment segregation also affects the atmospheres of horizontal branch B stars, causing
their helium and metal deficiency (Greenstein et al. 1967; Michaud et al. 1983), and
is responsible for the chemical peculiarities observed in some A main sequence stars
(Michaud 1970).

These diffusion processes cause perhaps the most obvious spectral evolutionary ef-
fects seen in WDs. They alter the atmospheric composition from complex patterns
still observed beyond the AGB to just two mono-elemental variants. The strict separa-
tion of both sequences is due to diffusion. The initial effectiveness of diffusion is not
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completely independent of temperature (as will be shown later) and hence also under-
goes evolutionary change. Several other changes in appearance such as the evolution
of the overall flux level, colours, or ionisation equilibriacan also be directly linked to
the continuing cooling. The ranges of effective temperatures assumed by DA WDs are
simply parametrised by a spectral index from 1 to 7, calculated as 50 400 K / T

� �
[K],

and are reflected by the increasing strength of the Balmer lines with decreasing ef-
fective temperature. Just as the gradual recombination of ionised hydrogen to atomic
hydrogen characterises the DA sequence, the recombinationof He II to HeI marks
the transition from the hotter DOs to the cooler DBs, defined by the spectral lines
observed from the predominant ionisation stage.

In addition to this easily explained break in the helium-rich sequence (due to the
presence of more than one ionisation state, clearly reflected by a change in name), the
helium sequence is also interrupted by the so-called ”DB gap” (Liebert et al. 1986).
A common explanation for the lack of any helium-rich objectsin the temperature
range between 45 000 K (coolest DOs) and 28 500 K (hottest DB) goes as follows:
The upwards diffusion of any remaining traces of hydrogen iseventually enough to
cover the helium layer – corresponding to the high-temperature end of the gap where
helium-rich objects (DOs) therefore are effectively turned into DAs. Once convection
due to helium ionisation becomes efficient it dilutes any thin diffusive hydrogen layer;
mixing occurs and turns a fraction of the DAs back into DBs (presumably mostly the
“hidden” former helium-rich ones, but the fraction of non-DAs versus DAs does not
recover the ratio above the gap). However, there is as yet neither theoretical nor ob-
servational evidence which unambiguously confirms this scenario (or any alternative
ones brought forward until now).

Towards cooler temperatures, first the helium and then the hydrogen lines substan-
tially weaken and finally vanish when the energy necessary toexcite the transitions
ceases to be available. When no features can be discerned in such a WD, it is called
a DC type. In some cooler WDs, however, photospheric carbon can be detected,
believed to be brought to the surface from the (stratified) C/O core by dredge-up pro-
cesses. Such WDs with carbon features are classified as DQs. Metal lines observed in
a cool WD, on the other hand, make it a DZ. The tendency to purification is in this case
not disturbed by convective mixing or dredge-up processes,but possibly by accretion
from interstellar matter. Both DQ and DZ white dwarfs usually have helium-rich
atmospheres, which are more transparent in the optical and therefore allow for the
detection of smaller amounts of metals (including carbon) than hydrogen-rich ones.
Aside from the white dwarf spectral classifications DA, DO, DB, DC, DQ and DZ,
hybrid types are known. Though rare, they are often key objects to investigate pos-
sible evolutionary links between the classes. Finally, whenever polarisation due to
magnetic fields has been measured, the classification is annexed by the letter P, and
the corresponding spectra can appear heavily distorted.
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In the relatively pure, opacity-poor hydrogen or helium atmospheres, additional
absorbers can have a substantial impact on the atmospheric structure and the spectral
distribution of the emergent flux. In the case of the types discussed above, the effects
are remarkable enough to result in different classifications for the objects. But the
very common DA white dwarfs (followed in number by DBs, with DA : DB

�
7:1),

with the high degree of purification in their atmospheres brought about by diffusion,
also continue to hold their surprises in this respect. In hotWDs with

� � � �
40 000 K

upwards, the diffusion process is disturbed by the radiation pressure that elements
experience, depending on the overlap of their wavelength-dependent opacities with
the maximum spectral flux. The overlap of the maximal spectral intensity with the
region of maximal opacity yields a considerable radiative acceleration on heavier el-
ements in WD atmospheres, provided the luminosity is high enough (theoretical cal-
culations by Vauclair et al. 1979; Fontaine & Michaud 1979, and later Morvan et al.
1986; Vauclair 1987, 1989 as well as Chayer et al. 1989, 1991,1994, 1995a,b). Lumi-
nosities L/L� � � are sufficient to sustain photospheric elements other than hydrogen
with abundances no higher than� � �

�
relative to hydrogen.

In optical spectra of hot white dwarfs, these trace pollutants become directly vis-
ible only when great effort is put in the detection of individual lines (Dupuis et al.
2000a), but can influence the accurate determination of effective temperatures and
surface gravities. Through resonance lines in the UV and even more through the
sheer number of lines in the extreme ultraviolet (EUV), these spectral ranges can be
strongly affected.

The flux deficit caused by the additional opacity in the EUV as compared to pure
hydrogen atmospheres, hinted at already by earlier data (Mewe et al. 1975; Hearn et al.
1976; Lampton et al. 1976; Margon et al. 1976; Shipman 1976),became more and
more evident as the quality of observations improved with the HEAO 2 (Einstein),
EXOSAT and ROSAT satellites (Kahn et al. 1984; Petre et al. 1986; Jordan et al. 1987;
Paerels & Heise 1989; Barstow et al. 1993a; Jordan et al. 1994; Wolff et al. 1996). In
particular, after ROSAT had found many fewer hot WDs than expected from predic-
tions based on pure hydrogen atmospheres, both the levitation mechanism as well as
the identification of the elements involved were turned intofoci of research interest.

While EXOSAT (Vennes et al. 1989) and various ROSAT observations revealed
that the opacity must be mainly due to absorbers other than helium, only observations
with EUVE made a more detailed investigation of the nature ofabsorbers possible.
Since then, first IUE and then subsequently HST have continued to place tight and
sometimes contradictory constraints on the picture that starts to emerge. The appli-
cation of radiative levitation theory to determine and explain the photospheric metal
abundances in hot DA white dwarfs is the topic of this thesis.The remaining part of
this introduction therefore compiles the most important results from previous work
relevant to this field.
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1.3 Line formation and spectral analysis

The atmospheres of WDs exhibit a quasi-mono-elemental composition because a
large fraction of all heavy elements has disappeared from the outer layers due to
gravitational sedimentation. Traces of metals may howeverbe sustained by radiative
levitation provided the radiation field is intense enough tosupply substantial mo-
mentum transfer. Analysis of larger samples of hot white dwarf EUVE spectra by
Barstow et al. (1997) and Wolff et al. (1998) have shown that this is the case in most
DAs hotter than T

� � �
40 000 K – 50 000 K.

Photospheric abundances can only be obtained through comparisons with detailed
synthetic spectra, requiring a realistic modelling of stellar atmospheres. Using state-
of-the-art non-LTE (NLTE) and LTE atmosphere models (see also the following chap-
ter on modelling), both Barstow et al. and Wolff et al. derived a metal mix scaling
factor for each object in their respective DA sample. Barstow et al. use this sin-
gle scaling factor per object to adjust metal abundances predicted for its combina-
tion of effective temperature and surface gravity by Chayeret al. (1995a,b), whereas
Wolff et al. use relative metal abundances which they derived for the well-studied
standard star G 191–B2B as a typical metal mix and give the appropriate scaling fac-
tor that they callmetallicityfor each of their sample objects. The theoretical work by
Chayer et al. (1995a,b) assumes an equilibrium condition for the interplay between
gravitational settling and radiative levitation to obtainphotospheric abundance values
for various metals from a pre-computed atmospheric structure and its corresponding
radiation field. The current state of similar calculations using equilibrium radiative
levitation theory to attempt to explain observed surface abundance patterns in DO
and DA white dwarfs has been summarised by Dreizler & Schuh (2003). Recent re-
lated work for different types of stars includes studies concerning the photospheres
of horizontal branch stars (Hui-Bon-Hoa et al. 2000) and Ap/HgMn main sequence
stars (Hui-Bon-Hoa et al. 2002; Budaj & Dworetsky 2002). Studies that additionally
incorporate the effects of mass-loss in the modelling of both white dwarf and sdB star
envelopes were last presented by Unglaub & Bues (1998, 2000,2001).

Since the radiative acceleration is exerted on the trace element by a non-local radia-
tion field through the element’s local opacity, it can vary strongly with depth, leading
to a chemically stratified atmospheric structure. In the model atmospheres used in
the analyses by both Barstow et al. (1997) and Wolff et al. (1998), the distribution of
the metals was assumed to be homogeneous, i.e. abundances were treated as being
the same in all atmospheric depths (a standard assumption instellar atmosphere mod-
elling). As the effects of sedimentation and radiative levitation lead to a chemical
gradient, fitting the emergent flux with homogeneous atmosphere model spectra has
its limits, and true consistency cannot be achieved if the real WD atmosphere is strat-
ified. Barstow et al. (1999) first succeeded in providing observational evidence for
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such an abundance gradient when their attempt to include theimpact of a chemical
gradient via an ad hoc stratification of iron could better reproduce the EUVE spec-
trum of G 191–B2B. An improved model by Dreizler & Wolff (1999) with a much
more sophisticated stratification pattern convincingly confirmed these findings for
this single object. Using the same type of advanced stratified models, Schuh (2000)
then obtained first results for a larger sample, again comprising the available EUVE
observations of hot DAs.

The EUV spectral range is of particular importance here because the presence of
trace metals strongly affects the emergent flux in the short wavelength regimes where
hydrogen has become mostly transparent. Line blanketing effects redistribute the flux,
sometimes up to a complete blocking of light in the short EUV/X-ray range. Since dif-
ferent spectral energy bands emerge from different atmospheric depths, metal abun-
dances varying with depth have the strongest impact on the flux distribution in the
EUV. Hence the pseudo-continuum is distorted in the spectral regions of maximum
energy output, although observationally these are always subjected to interstellar ab-
sorption of varying degree due to hydrogen and helium.

In addition to these effects, a chemical gradient also has the potential to affect
the line profiles of the element in question. Heavy line blending in combination
with the limited spectral resolution makes it hard to identify individual metal lines
in EUVE spectra, and impossible to examine their profiles in detail. The UV and
far-UV (FUV) spectral ranges, currently covered by the HST and FUSE observa-
tories, are not as severely affected by line blending and usually only suffer from
more subtle interstellar absorption effects. Due to the possibility of extracting de-
tailed information from individual lines, photospheric abundance studies have started
to shift primarily towards these windows. Evidence for chemical stratification of
nitrogen in the atmosphere of RE J1032� 535 was found from unusual line profiles
observed with HST by Holberg et al. (1999a). Chayer et al. (2003) also claim to re-
quire oxygen stratification in order to simultaneously fit HST, FUSE and EUVE data
of Lan 23, GD 984, RE J1032� 535 and RE J2156� 543. To reach their conclusions,
Holberg et al. (1999a) again used an ad hoc stratification, while Chayer et al. (2003)
made use of the profiles provided by Schuh (2000).

Despite this growing evidence for important stratificationeffects, abundance anal-
yses of larger samples of stars (Barstow et al. 2003c; Dupuiset al. 2003) still resort to
homogeneous atmosphere models: Beyond the few special cases just discussed, more
appropriate models have not been available. The derived abundances are then often
compared to the numerical results by Chayer et al. (1995a,b).

It is questionable, however, whether such comparisons can be meaningful at all:
The potential consequences of fitting spectral features resulting from highly stratified
absorber patterns with such from homogeneously distributed absorber patterns are
schematically illustrated in Fig. 1.1. A fixed amount of absorbing line forming mate-
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rial is placed at different optical depths in a surrounding gas slab in high concentra-
tions (grey areas in right-hand panels). The correspondinghomogeneous abundance,
obtained by evenly spreading the total absorber content over the given optical depth
range, would be the same and equal to 1 in all cases (not shown). Comparing the
line profiles calculated for the concentrated material withthose calculated for vari-
ous homogeneous distributions (i.e. abundance values smaller or greater than 1, not
shown) gives a different result. The line profiles from the unevenly distributed pat-
terns (grey lines in left-hand panels) can generally not be matched with profiles from
abundance patterns without gradients. Upper and lower limits to the homogeneous
abundances required to approximately fit the line profiles can be derived by matching
the line cores and the line wings separately (black lines in both panels: line profiles
left, abundance limits right). It can clearly be seen that these limits for the effective
homogeneous abundances are not only systematically shifted towards lower or higher
values in comparison to the corresponding mean homogeneousabundance, but also
that they are not correlated with the peak value of the stratified abundances either.

These complications, potentially only made worse when going from the above aca-
demic example to a more realistic situation, suggest that direct comparison of abun-
dance measurements obtained with homogeneous atmospheresto radiative levitation
theory predictions should be interpreted with caution. Although the disagreement of-
ten seen in such comparisons has regularly been attributed either to shortcomings in
the models by Chayer et al. (1995a,b) – such as the missing feedback of the additional
absorbers’ opacity on the atmospheric structure, or to the non-applicability of pure ra-
diative levitation theory without the inclusion of further, so far unidentified physical
processes – this fundamental difficulty must also be appropriately considered.

The incapability of even the current complex NLTE, fully line-blanketed atmo-
sphere models, incorporating virtually any desired element, to reproduce the finer
details of hot DA spectra is hard to overcome with models using an externally im-
posed depth-dependent stratification. Dreizler (1999) avoided the addition of numer-
ous further adjustable parameters associated with such approaches, replacing them
with physically meaningful profiles instead, by introducing self-consistent diffusion
models. The depth-dependent abundances for any metals in these full-grown WD
atmosphere models are calculated assuming equilibrium between radiative elevation
and gravitational settling, with the coupling between the chemical stratification and
the radiation field taken into account self-consistently through an iterative scheme. An
inherent property of the equilibrium condition used is thatthe metal abundances are
not free parameters as they would be in an homogeneous model,but determined at ev-
ery single depth point for each of the metal species included, effectively reducing the
free parameters for the model atmosphere calculation to theeffective temperature and
surface gravity only. By significantly reducing the dimension of parameter space in
the fitting process, this approach also formally reduces thechances of finding the best
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fit otherwise accessible through careful fine-tuning of (preferably depth-dependent!)
abundance parameters. The requirement to describe the physics forming the chemi-
cal stratification as realistically as possible is therefore extremely stringent. Failure
to avoid important systematic errors in the modelling, or torecognise and include all
relevant physical processes, is likely to result in synthetic spectra that cannot repro-
duce observations at all (as opposed to reproducing observations at distorted stellar
parameter combinations). For the new diffusion models, Dreizler & Wolff (1999)
and Schuh (2000) have shown that they are capable of correctly predicting the gen-
eral trends in the metal content and stratification in hot DA white dwarf atmospheres.
Based on a preliminary analysis of EUVE spectra with a rudimentary set of models,
these successful demonstrations of overall agreement proved the remarkable potential
of the underlying principle, but still left many questions unanswered. Therefore, the
objectives of this thesis are:

� to provide a full grid of diffusion models complete with abundance tables and
high-resolution spectra;

� to repeat the analysis of EUVE spectra based on this larger grid and using
improved visual magnitudes;

� to quantify possible systematic errors in the models by comparing the results
to earlier diffusion calculations, as well as to new models with more extensive
atomic input data (resulting in an improved treatment of theradiative accelera-
tions);

� to quantify the contribution of systematic effects to the inconsistencies aris-
ing when comparing predicted equilibrium abundances to abundance measure-
ments obtained with homogeneous models from extensive UV/FUV data;

� to explore the magnitude and possible correlation with stellar parameters of
remaining discrepancies (after consideration of the issues above) which must
be due to physical processes such as mass-loss, mixing, or accretion, all ignored
so far in the models;

� based on the lessons learned from the investigations above,to provide guide-
lines on how the models can be productively used in systematic multi-wave-
length analyses to understand the spectral evolution of WDsin a broader con-
text.
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Figure 1.1: Line profiles (left panel) for homogeneously distributed (black) and stratified (grey)
absorber contents in a gas slab (right panel) with a temperature gradient. Note the non-uniform
axis ranges for the spectral flux intensities, otherwise seetext for details, and Sect. 2.1.1 for a
description of the calculations.
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CHAPTER 2

Computational method

2.1 Radiative transfer

2.1.1 Basic equations

A star is not in thermodynamical equilibrium with its surroundings: The energy it
produces is eventually radiated away into space through itsatmosphere. For hot stars,
the most efficient way to transfer energy through their atmospheres are radiative pro-
cesses. The solution of the radiative transfer problem is hence one important ingredi-
ent in the construction of any stellar atmosphere model, extensively treated elsewhere,
which is why only a few basic principles (from Dreizler 2002,partly based on Rutten
1997) are reiterated here.

In a simple one-dimensional configuration, the change of intensity
� �

along a seg-
ment

� �
at a given frequency� is given by the attenuation of

�
due to the opacity�

and the added contribution through the emissivity� :� � �
� � � � � � � �

� � �
� � � � � � � � � � 	 


(2.1)

where the source function� has been introduced using the definition� � � � � . An
optical depth scale� can be defined as

�
�
�

� � � � � 

(2.2)

allowing the expression of geometrical dependencies in units of the mean free path
for photons. In the case of local thermodynamic equilibrium(LTE), where the elec-
tron temperature and the radiation temperature of the plasma are so strongly coupled
through frequent collisions that they can both be describedby one single value

�
, the

source function may be approximated by the Planck function� , yielding� � �
�
�

� � � �
� � � � � � �

� � � 
(2.3)
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For a given incident intensity
� �

at the location
� �

, the solution to this radiative trans-
fer equation along a segment

� �
�

� � � �
can then be written as

� � �� 	
�

� � �� � 	 �
� � � � � � �

� � � � �

� � � � � �
� � �� �

� 	� 	 	 �
� � � � � � 
� � �

� 	� 
(2.4)

The optical depth is frequency-dependent since the opacity� generally is a complex,
frequency-dependent function of atomic properties. For some problems however, it
is desirable to define a frequency-independent mean opticaldepth scale, such as the
one based on the Rosseland mean opacity:

� ross
� � 	

�

�

� �
� ross

� � 	 �

�

� �

�
��

��� � �� �
� �

��� �� � � �� �
� �

�
��� � � 	  (2.5)

For such a hypothetical “grey” opacity� ross, the optical depth scale becomes inde-
pendent of frequency and can be thought of as if it described geometrical distances.

Generally speaking, opacity can result from photon absorption or stimulated emis-
sion in atomic (or molecular) level transitions (bound-bound transitions), photoionisa-
tion (bound-free transitions), free-free, or scattering processes. One basic and impor-
tant contribution to� is the line opacity in the case of an exemplary two-level system
(the opacities are additive when more levels are included).For an atom featuring a
lower and anupperstate, its opacity would be determined by the cross section� for
the transition and the level population� according to

� � � � � 	
� � � � � � 	 � low


(2.6)

The cross section� can be described by the classical cross section value for an elec-
tron in an electromagnetic field corrected by a quantum mechanical correction term
(oscillator strength� ), and the frequency-dependentcontribution separated into a pro-
file function� , so that with

� � � � � 	
� �

� �

� � � � � � low � � � 	 

(2.7)

� essentially becomes a function of the level population and the profile function for
a given atomic line. The profile function will be a convolution of all broadening
mechanisms at work, and as such potentially depend on temperature, pressure, mag-
netic field strength, micro turbulence, and large-scale movements such as convection,
currents on the stellar surface, or rotation. The dominant effects of temperature and
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pressure1 in environments relevant to non-magnetic classical stellar atmosphere mod-
elling can be described through the damping parameter� and a parametrisation in
the dimensionless frequency variable� of the Voigt function

� � � 
 � 	
. If this Voigt

function is used as a typical profile function, the frequencydependency of an optical
depth scale may be written as

�
�� 	

� �
� � � � 
 � 	 


(2.8)

where

� � � � � 	
�

� �
� �

��
�
	

� �
k
� � �



(2.9)

and where�
�

shall be chosen so as to represent an arbitrary line opacity at the rest
frequency of the line centre.

Given the two exemplary representations for� in Eqs. 2.5 and 2.8, the correspond-
ing effects on

� �
according to Eq. 2.4 can be illustrated using a simple two-temperature

model. In what is known as the Schuster-Schwarzschild model, a plane parallel,
isothermal gas slab is irradiated by a Planck function of anyother temperature. The
incident intensity is exponentially attenuated for increasing optical depths, and for
� � � drops to �� of its initial value. The fractional contribution of the source
function in the emergent intensity increases with increasing optical depths; for any
frequency-independent optical depth, the effects of the source function quickly be-
come completely dominant. The emergent intensity is then solely determined by the
temperature of the gas slab, independent of what incident intensity it is being irradi-
ated with, as long as this irradiation is not allowed to change the temperature of the
gas itself. The situation is different for a transparent continuum modified only locally
(in frequency) by an optically thick line. For this other extreme, the continuum contri-
bution will be the unchanged incident radiation, since it can neither be attenuated nor
can a gas slab with zero optical depth contribute to the intensity at those frequencies.
The line centre, on the other hand, will again be dominated bythe source function of
the gas slab alone, so that the maximum possible line depth isgiven by the ratio of
the source functions of the irradiating and the irradiated material. When the source
functions are Planck functions as in the above example, it isimmediately clear that
an irradiation of a gas slab with a temperature below the radiation temperature of the
incident field will lead to absorption, while a gas slab hotter than the irradiating field
will cause emission. For equal temperatures, the attenuation is exactly balanced by
the contributions of the source function in the material crossed.

In real situations, the optical depth will be a complex function of both continuum
and line opacities. Furthermore, neither the temperature nor the opacity and emis-
sivity will usually be constant throughout a macroscopic gas slab, but also vary with

1They obviously also can have a strong influence on the level population at the same time.
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Figure 2.1: Radiative transfer quantities for an absorber stratified according to the distribu-
tion shown in the rightmost column: contour representationof the corresponding wavelength-
dependent optical depth over continuum optical depth (left), wavelength-dependent intensity
over continuum optical depth (second from left), and plot ofthe wavelength-dependent emer-
gent intensity at a continuum optical depth of zero (third from left). The ordinate values for the
right column characterise both the abundance distributionfunction �

� � �
as well as the temper-

ature in kK.

depth. To account for this, the optical depth must generallybe determined according
to Eq. 2.2.

2.1.2 Line formation in the case of inhomogeneous abundances

To illustrate the effects of compositional stratification on the emergent spectrum of ra-
diating material, a simple case of one-dimensional radiative transfer through a plane
parallel gas slab with a given temperature gradient will nowbe explored. At the geo-
metrical depth

�
� � , the gas slab is irradiated by a Planck function corresponding

to a given blackbody temperature (7 000 K in this example), and its temperature
� � � 	

linearly decreases in the outward direction (to 5 000 K at theouter edge). The contin-
uum opacity� � is assumed to be constant throughout the material, which allows one
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to define a mean optical depth scale� �
� � 	

=� � �� (from � � =0 at
� �

to � � =2 at
� � � � )

that is regular in geometrical depth. Additionally, the frequency-dependent opacity
of a single line (centred at 5 000̊A) is introduced as� � �� � � 
 � � � 
 � 	 	

. The purpose of
this line opacity is to simulate an absorbing element2, which can be distributed in any
desired depth intervals within the gas slab by means of the depth-dependent function� � � 	

. The full frequency-dependent optical depth scale is then of the form

�
� � � 	

�

�

� �
� � � � 	 	 � � 	 �

�

� �

� � � � � � � � �� 
 � � � � 	 	 � � � � � 	 	 � � � 	 (2.10)

which for � � =� �=1 (arbitrarily chosen for simplicity) transforms into

�
� �

� � 	
�

� �
� ��

�
� �

� �� 
 � � �
� � 	 	 � � � �

� � 	 	 � �
� � 	 

(2.11)

While the damping parameter for the Voigt function
�

can be assigned a typical value
of � =�


� everywhere, the dimensionless frequency parameter� is re-evaluated at each

depth to take into account the non-zero temperature gradient.
Given the above optical depth scale, the intensity of the radiation transferred through

the gaseous material can again, as in Eq. 2.4, be calculated as

� � �
� �

	
�

� � �
� �� 	 �

� � � � � � � � � �
� ��

� � �� �
� 	 	 	 �

� � � � � � 
� � �
� 	 

(2.12)

Rewritten for a discrete depth grid, this can equivalently be formulated as

� � �
� �	 	

�
� � �

� �� 	 �
� � � 
� �

� ��
� ��

� � � �
� � � � 
� � � � 
 � � �

�
 

(2.13)

This approach allows one to solve for the intensity at any desired � immediately,
in principle without having to calculate intensities at intermediate depth values� .
Known as ”long characteristics” treatment, it tends to suffer from numerical integra-
tion inaccuracies, unless special attention is given to a good choice of integration

2Due to its very small extent in frequency, this additional opacity source would not significantly in-
fluence the mean optical depth scale even if one of the more rigorous common definitions such as the
Rosseland scale were used here.
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weights. While there exist absolutely adequate solutions to this, the ”short character-
istics” method offers an alternative where the intensity obtained for a depth� uses the
intensity obtained previously at� � � as the boundary condition for the subsequent
integration. Hence, in the respective variation of Eq. 2.13, the integral only spans one
step on the depth grid, so that� �� is to be replaced by� �	

� � and
� � �

� �� 	
by

� � �
� �	

� �
	
.

The focus is on an appropriate choice of the integration weights for this contribution
(as first given by Kunasz & Olson 1988). Using the definitions

� � � � 	 	
� �

� � � 	
� �

	 � �
� � � 	 	

(2.14.a)

� �� � � 	 	
� � �

� � � � � � � � � �
	

� � � � 	 	 (2.14.b)

� �� � � 	 	
� � � � � � 	 	 �

� � � � � � � � � �
	

� � � � 	 	 (2.14.c)

and provided that
� � �

� �	
� �

	
is given, Eq. 2.13 may then be rewritten as

� � �
� �	 	

�
� � �

� �	
� �

	 � � �� � � 	 	
� � �� � � 	 	 � � � �� 	 	

� � �� � � 	 	 � � � �� 	
� �

	 
(2.15)

Both of the radiative transfer solutions have been used in the construction of models
calculated for this work (see later, Sects. 2.2, 3.3, and 2.5). They are mathematically
identical in a one-dimensional formulation, and may only differ numerically, so that
obviously either approach is equally well suited to obtain the results displayed in
Fig. 2.1. The rightmost column is similar to the one in Fig. 1.1, except in that it addi-
tionally contains the temperature profile, and has one extrarow for a homogeneously
distributed absorber profile. The first column from the left illustrates how the ab-
sorber profile modifies the wavelength-dependent optical depth in the vicinity of the
line centre as a function of the continuum optical depth, thesecond how the radiation
field intensity changes according to its effects. In these first two column panels, the
line height contour decreases from left to right. Together,they demonstrate to what
extent the line centre in particular samples different areas in depth depending on the
absorber distribution. The resulting equivalent line widths implied by the emergent
intensities (at a continuum optical depth of zero) in the third column’s plots naturally
underline the strong influence of the depth where an absorberis placed rather than just
its total amount among a line of sight. Moreover, a comparison of the detailed line
profiles (as presented more clearly in Fig. 1.1) reveals the non-equivalence of a homo-
geneous and a concentrated slab of line-forming material, and the highly non-trivial
relations between ”representative” and ”true” absolute abundances.
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2.1.3 Radiative transfer under realistic conditions

In a plane parallel approximation, the change of intensity of the radiation field along
a line of sight

�
at an angle� to the radial direction is

� � � � �
� � � � � � � � � �

. With the
standard abbreviation� � � � � � , the radiative transfer equation then takes the general
form given in Eq. 2.16. To solve for the radiation field, the ”long characteristics”
method of a Feautrier solution scheme was implemented to construct the model grid
presented in Sect. 3.3, while the ”short characteristics” were used in the version for
the newer (”improved”, see Sect. 2.5) models. In contrast tothe simplified example
just discussed, where a very straightforward integration is possible, realistic situations
imply a much more complex� and � . In particular, when Thomson scattering is
included (then� is usually renamed� ) in addition to bound-bound, bound-free, and
free-free processes, the solution requires either a Feautrier scheme (Feautrier 1964, in
the long characteristics approach) or an iteration scheme (for the short characteristics
approach, Olson & Kunasz 1987).

2.2 Atmospheric structure

In the classical stellar atmosphere problem, the radiativetransfer needs to be solved
self-consistently with the energy balance and hydrostaticequilibrium conditions, and
the equations describing atomic level population (under NLTE conditions, the rate
equations, which enforce statistical equilibrium). Further constraints are the mass
and charge conservation within the atmospheric structure.

The Tübingen model atmosphere programPRO2in its standard form approximates
stellar atmospheres as plane parallel, chemically homogeneous atmospheres in radia-
tive, hydrostatic and statistical equilibrium. The solution of rate equations in full
NLTE for sophisticated atomic data makesPRO2especially suitable for application
to hot compact stars. Restriction to the one-dimensional, plane parallel geometry is
justified whenever the extent of the atmospheric layer is small compared to the stellar
radius, which is indeed particularly well fulfilled in compact objects. Atmospheres
are in radiative equilibrium when alternative methods of energy transport, notably
convection, are considerably less efficient than radiativetransfer, and when energy
production does not occur in these layers. Hot stars do have such radiative atmo-
spheres. Hydrostatic equilibrium, on the other hand, only holds as long as a star does
not suffer significant mass-loss, which implies potential limitations since radiatively
driven winds are more important the hotter an object is.

A recent comprehensive description of the physics and numerical solution schemes
implemented inPRO2has been given by Werner et al. (2003), superseding an earlier
overview by Werner & Dreizler 1999. The review articles are complemented by a
user’s guide (Werner et al. 1998), the work by Nagel (2003) which records aspects
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concerning some of the latest updates that are also partly relevant to the modelling
presented here, and a series of several earlier publications often concentrating on
selected topics within the overall problem as referred to inWerner et al. (2003).

Several extensions to this general concept have been recently or are currently being
implemented (in addition to the references above, see Dreizler 2003; Rauch & Deetjen
2003; Deetjen et al. 2003; Schuh & Dreizler 2003; Nagel et al.2003). To correctly
describe the chemically stratified atmospheres of hot whitedwarfs and possibly sdB
stars, modifications which allow the self-consistent prediction of depth-dependent
abundance profiles have been implemented (Dreizler 1999 andlater; see the following
Sect. 2.3). For an up-to-date overview of the status of NLTE atmosphere modelling as
well as related, current topics of more general interest to this field, two proceedings
publications on Stellar Atmosphere Modelling from recent conferences in Tübingen
and Uppsala (Hubeny et al. 2003; Piskunov et al. 2004) each provide an excellent ref-
erence.

Since this literature collection describes the various aspects of the techniques neces-
sary for the construction of metal-line-blanketed model atmospheres under the above-
mentioned set of assumptions in a much more comprehensive and detailed way than
would be appropriate here, only a few central points are repeated here. The one-
dimensional radiative transfer equation reads

� �
� � �� � � 	

� � � � � � � 	 � � � � � 	 � �� � � 	 
(2.16)

The condition of hydrostatic equilibrium, meaning that gravitational pull is balanced
by the total (gas, radiation and turbulent) pressure gradient, takes the form

� � � � 	
� � � � � � � � 	

where � �

� �
� �


(2.17)

The energy balance, or radiative equilibrium, requires that the overall flux is con-
served from one depth to another, or else that the total energy absorbed per unit
volume and time is the same as that emitted, which in an integral formulation is
equivalent to

�
�
�

�
� � � � � � � � � 	 � �

�
�

�
�

� � � � � � � � 	 � �
�
� 

(2.18)

� �
is the quantity obtained by angle integrating

� ��
. Statistical equilibrium can be

expressed through a set of rate equations where the ratesinto each level� from all
other levels	 andawayfrom level � into any other level	 will on average cancel out
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to yield time-independent population numbers� � :
�

�
�

� � �� � � � � �� �� �
� � � �

�
� �� � � � � � �  (2.19)

For an index� which runs through all levels of all ions of all elements, particle con-
servation may be written as

� � �
�
� � � � � (2.20)

and charge conservation (with� � referring to the charge of the current ionisation
stage� ) as

� � � 	� � � � � � 	
 � 
 � 
 (2.21.a)

� � � 	�
� � � � � 	


� 
 � 
 (2.21.b)

respectively. Since� � is the same for all levels of one ionisation stage� , and the
population of this stage� is composed of the individual NLTE and LTE levels that
model it3, the right-hand side expression (corresponding to a summation over the
population numbers of all ionisation stages of all elementsonly) is also sufficient.
Furthermore, for electron and ion gas temperatures that areindistinguishable, particle
densities may be replaced with partial pressures using the ideal gas law, yielding an
equivalent variant of the charge conservation as given by 2.21.b (this will be needed
in Eq. 2.34).

A complete linearisation (CL) of this highly coupled, non-linear set of equations
yields a system whose numerical solution is still beyond current possibilities for rea-
sonably large numbers of atomic levels. An iterative approach is therefore necessary
to partly remove the strong depth and frequency coupling. The Lambda iteration pro-
cedure achieves this by basically separating the radiativetransfer from the rate and
constraint equations solution. For a given source function� (essentially determined
by the level populations� , approximately known from a previous iteration step� � � ),
an updated radiation field� can then formally be determined by applying a Lambda
operator on� :

� � �  � � � � 
(2.22)

3This can be expressed through� � � NLTE�� � �
� � � LTE�� � �

� �� .
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A re-determination of the remaining solution vector in the next step then relies on that
fixed � from the formal solution, resulting in an extremely slow overall convergence
behaviour. It is more effective to insert the yet-to-be determined population numbers
entering the radiative transfer equation into the structure solution part via a more
sophisticated expression for� . This is feasible through the following split, at the
heart of the so-called Accelerated Lambda Iteration (ALI):

� � � � � � �� � 	
�

� � � � � � � � �� � � � 	 
(2.23)

If the Approximate Lambda Operator� (ALO) is chosen such that it avoids the re-
introduction of excessive depth coupling, the first part of Eq. 2.23 can be substituted
into the full Eq. 2.22 for an up-to-date� , while the second part corrects for the de-
viations caused by this approximation, which can be calculated from quantities of
iteration� � � before introducing Eq. 2.23 into

�� � � � 	 � � � � � � 
(2.24)

In the case of convergence, quantities� approach quantities� � � so that from a math-
ematical point of view the exact form of� , although it actually differs from the true
 , becomes irrelevant. The problem of constructing a numerically stable ALO has
for example been solved by Olson & Kunasz (1987).

2.3 Diffusion

Diffusion is a transport phenomenon based on stochastic thermodynamic processes.
Random microscopic movements may result in a macroscopic change of state vari-
ables if concentration (� ), temperature (

�
) or pressure (

�
) gradients are present. In a

generalisation of Fick’s first law, the mean diffusion velocity is proportional to these
gradients in the form given by

� � � � �
�

� �� � � � �
� � � �

� � 	 � � � � 	
(2.25)

(Kippenhahn & Weigert 1990) for a diffusion coefficient
�

, and coefficients� 
 for
�

and
�

, respectively (see also Chapman & Cowling 1970). Diffusionthen occurs on
characteristic time scales of

� � � �
� 



 �

� 

(2.26)

where



represents the typical scale height for the respective gradient, and� � the
approximate time to reach a stationary state where the mean diffusion velocity tends
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to zero. The transport phenomenon hence tends to cause the gradient that drives it to
vanish, but in a situation where a gradient or a set of gradients is kept up by external
forces, these instead rather dictate the constraints underwhich diffusion proceeds.
In other words, a pressure gradient - acting as an external force - can impose the
formation (not the disappearance) of a concentration gradient in order for the overall
system to reach a stationary state.

This is what is happening in white dwarf atmospheres. Koester & Chanmugam
(1990) recapitulate the theoretical background for this situation, where the large pres-
sure gradient (implying a short pressure scale height) completely dominates the dif-
fusion velocity, leading to short diffusion time scales of the order of months4. Any
contributions from the temperature gradient, for which time scales are longer and
scale heights larger (i.e. the resulting effects less pronounced), will be neglected in
the following.

For a given element species
�

of atomic weight� � , the related pressure scale height
 	 is given by


 	 � � �
� �

� � � � � � � � �
� �
� � � � � ��

� �
� � � � � ��

� �

� � �



(2.27)

if the conditions of hydrostatic equilibrium
� � 	

and the ideal gas equation
� � 	 are

used. Under the assumption of an isothermal ideal gas (
�

� const., unrealistic in
stellar atmospheres), the solution to the differential equation for

� � implied by 2.27
� � �� � � � �
 	 �

� � (2.28)

is of the form

� � �
� � � � �

�
�

� �
� (2.29)

and equivalent to

� � � � � � � � �
�

� �
� (2.30)

since
� � � in the isothermal case. Qualitatively, a roughly exponential decline of the

density� � for a species
�
on scale heights that decrease with increasing atomic weight

� � means that the density of heavier elements will fall off quicker along the direction
of a negative pressure gradient than that of lighter ones. Heavier elements therefore
”sink” into denser regions, while the lightest one ”floats” on top. The scale heights
in white dwarfs on which the decline happens are small compared to the geometrical

4”Short” in this context means in comparison to the respective stellar evolutionary time scale.
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extension of the atmosphere, and the drop-off regions are located at different depths
for different species, so that the resulting elemental distribution may be considered as
relatively well-defined, separated layers.

A more exact description of partial pressure and density distributions can be ob-
tained from a balance of forces acting on each element species solved simultaneously
with the full set of stellar atmosphere equations. A substantial simplification in the
case of white dwarf atmospheres results from the fact that a detailed description can
make use of the general results obtained from both observational evidence as well as
the qualitative discussion above: The lightest element floats on top of all others, and
since this is at the same time also the most abundant one in theatmosphere, its partial
pressure mostly dominates the hydrostatic structure whileall other species are only
present in traces and can be treated as perturbations.

This remains true if, in addition to the gravitational settling, radiative acceleration
is considered in the overall balance of forces. The levitation effect of momentum
transfer by radiative acceleration hence pollutes the white dwarf atmosphere with
heavier elements, but cannot substantially alter the abundance of the main constituent.
Under the assumptions that no processes competing with diffusion and levitation are
presentand that diffusion time scales are short, the distribution of trace elements in a
stellar atmosphere can then be expected to take on an equilibrium state, as proposed
by Chayer et al. (1995a,b) and implemented for NLTE situations by Dreizler (1999).
The solution of an equilibrium condition for each atomic species yields equilibrium
abundances. For a plane parallel model atmosphere in hydrostatic equilibrium, those
are solely determined by the photospheric parameters

� � �
and

� � �
� , in other words,

the photospheric abundances are no longer free parameters.
In such a stationary situation, mean diffusion velocities of all elements

� � 	
with

respect to the main constituent
�
�
	

would be zero everywhere in the atmosphere, due
to an exact balance of the sum of gravitational, radiative, and electrical forces. Ne-
glecting thermal and concentration diffusion, a detailed formulation of this condition

� � � � � � � � �
�
� � (2.31)

for polluting elements
� � 	

in a hydrogen (or helium) plasma
�
�
	

yields (following
Dreizler 1999)

� � � � � � �
� � � � � � �

� �
(2.32.a)

� � � � � � � � � � � � � � � � �
� � � � � � � �

� � 
(2.32.b)

The � � � � are the forces acting on element
� � 	

,
� � are the atomic weights,� � are

the mean electrical charges, E is the electrical field causedby the separation of elec-
trons and ions,� � is the proton mass, and� � � �

� � is the radiative acceleration acting
on element

� � 	
. The following modified hydrostatic equilibrium conditions for the
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partial pressures are valid (where
� � �

� � 
 � � and � � � � � are used in the last
approximation):

��
�

� �
�� � � �

�
� � � �
� � �

� �
� �

� � (2.33.a)

�� �
� � �� � � �

� � � � �
� � �

� � � �
� � (2.33.b)

�� �

� � �� � � �
� � � � �

� � �
� � � �
� �

� �
� �
� �


(2.33.c)

Since
� � �� � �

�
� , and again� � � � � , charge conservation (from Eq. 2.21.b) yields

� � �
�
�

� � � � � �
� � � (2.34)

where both sides may be logarithmised then differentiated with respect to
�

to obtain

�� �

� � �� � � � �
��
� � �

� �
�� � 

(2.35)

Expressions 2.33.a and 2.33.c inserted into 2.35 give

�
� �
� � � �

�
� � � �
� � �

� �
� �

� � (2.36)

from where the electric field can be calculated to be

� �
�

�
� � � �

� � � �


(2.37)
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Inserting this into Eq. 2.31 (with the contributions given by Eqs. 2.32.a and 2.32.b)
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leads to the balance of accelerations term
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� � 
(2.38)

The effective gravitational acceleration on the left-handside has been introduced
above according to the definition in 2.39, while the right-hand side quantity, the ra-
diative acceleration, must be calculated according to 2.40:
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(2.40)

Here, � � is the mass density of the element
� � 	

, � � � � is the frequency-dependent
absorption coefficient which includes all contributions ofthis element at the fre-
quency� , and


 �
is the Eddington flux. To generalise the formulation of�

� �
for

an element
�

in different ionisation stages� , which is a more realistic situation, one
needs to define its effective charge�

� �
� which replaces� � (including � � ; the mass

numbers remain unchanged) in Eq. 2.39:
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Similarly, � � � � must then be constructed from the individual contributionsof all �
ionisation stages of element

�
as

� � � �
� � �

�

 � � � �

� � 
 
(2.42)

Following this discussion, one recognises that requiring diffusion velocities to be
zero by cancelling relative forces is equivalent to asking for the accelerations caused
by effective gravitational settling and radiative levitation to cancel each other. With
the amendments above in mind, one can finally rewrite Eq. 2.38
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 � � � (2.43)

from where it becomes clear that� � � �
� � � �

� � � � can only be fulfilled by fixed values
for � � . This equilibrium solution for� � is depth-dependent, leading to a chemically
stratified atmosphere. As there exists an intimate couplingbetween the abundances,
the opacities and the flux, the whole system has to be solved self-consistently, which,
in contrast to Chayer et al. (1995a,b) who neglected this aspect, is achieved here by
iteration (Dreizler & Wolff 1999; Dreizler 1999; Schuh 2000).

2.4 Peculiarities of subsequent numerical implementations used

During the course of the analysis presented in Chapter 5, it will become clear that
while superior to homogeneous models in the EUV range, the first generation of
stratified models is not elaborate enough to simultaneouslyreproduce all of the very
abundance-sensitive metal lines in the UV spectral range. Anumber of possible im-
provements therefore appear desirable, and could partly beadopted from develop-
ments in parallel to this study. The changes with respect to the old models fall into
two categories: A generally more efficient stellar atmosphere code in conjunction
with a new implementation of the opacity sampling method forthe iron group ele-
ments, and a different set-up of the model atmosphere calculations by extending them
to include more elements than previously used.

The improved efficiency of the code results from switching the radiative transfer
from the Feautrier method to short characteristics (as treated earlier in Sect. 2.1.3),
in conjunction with the use of a linear variation of the ALI and a refurbished tem-
perature correction scheme. The advances in the formulation of the code are as
detailed in Dreizler (2003): Generally, an update of the temperature structure in a
model may either be obtained through a constraint implementation by requiring en-
ergy conservation, or through an Unsöld-Lucy temperaturecorrection scheme (Lucy
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Table 2.1: Summary of ”old” model atoms. Super-levels (marked by � ) comprise hundreds
to thousands of atomic levels. Line transitions between these super-levels (marked by� )
are composed of all transitions between the individual levels comprising the super-levels (see
Werner & Dreizler 1999 for details).

� � � � � 	 � � � � � �

NLTE levels 17 54 70 50 24 25 28� 29�
NLTE lines 56 106 218 114 35 53 77� 44�

1964) generalised to NLTE conditions. Both have already been implemented in an
earlier version, but the latter was mostly used for difficultcases where convergence
could only be reached with regular temperature correction after several iterations of
Unsöld-Lucy correction. In conjunction with the linear method introduced for ALI
and the short characteristics radiative transfer, the Uns¨old-Lucy scheme was adapted
to that and used exclusively. The new implementation goes bythe name ofNGRT
(Next Generation Radiative Transfer) to distinguish it from PRO2.

Both code-inherent as well as set-up related changes in the use of model atoms are
the subject of the following section.

2.5 Model atoms

A self-consistent solution of the chemical stratification within state-of-the-art, fully
line-blanketed NLTE stellar atmospheres with many elements will only be meaning-
ful if detailed model atoms are incorporated. To this end, input from line lists by
Kurucz (1991) and Opacity project data (Seaton et al. 1994) is used. NLTE occupa-
tions can only be calculated for a limited number of levels, so that a selection has to
be made. The predominantly populated levels in elements slightly beyond the� � �
group can be chosen as a subset from a direct mapping of atomiclevels to the model
atom. In contrast to this, the iron group elements which feature orders of magnitudes
more levels and lines must be treated with a procedure to merge numerous individual
levels to several super-levels, with lines described as NLTE inter-level and LTE intra-
level transitions. The principles underlying the opacity sampling for the iron group
elements along with the relevant earlier references can be found in Werner & Dreizler
(1999) and Rauch & Deetjen (2003).

Opacity sampling for iron group elements was used in both general types of mod-
els calculated for this work, but since the sampling employed by Dreizler & Wolff
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Table 2.2: Summary of ”new” model atoms, symbols have the same meaning as in Table 2.1. In
this listing, � � and � � have not been included since they were omitted in the test calculations
used for comparison with models based on Table 2.1. The reasons for this omission are further
explained in the text.

� � � � � 	 � � � � � � � � � � � � 	 � �

17 34 116 128 31 40 29� 30� 36� 33� 28� 28� 29�
56 79 433 466 185 65 84� 84� 129� 108� 68� 71� 69�

(1999) a more comfortable implementation to prepare model atom input data for
PRO2or NGRTfrom the Opacity project and Kurucz tables has become available.
The modernised opacity sampling offered byIrOnIc (Rauch & Deetjen 2003) al-
lows inclusion of additional elements that are considered important with less effort
than before.

Table 2.1 summarises the model atoms used in the ”old” models, where the� �
and � � models were taken from Dreizler & Wolff (1999). Table 2.2 lists the in-
put for newer test calculations as described further in the next two chapters. There
actually exist variants of models based on Table 2.2 with
 � – � � , � � , � � � , with

 � – � � , � � – � � without �  and � � � , and 
 � – � � , �  – � � including �  and � � �
(the latter two are not listed in Table 2.2).

In a continued effort to push the models to a more sophisticated level, first all of
the iron group elements from�  to � � were additionally taken into account due to
their significant opacities (before considering further additions such as� and � ). In
fact, both the opacities as well as the theoretical equilibrium abundances of the two
elements�  and � � turned out to be particularly high. The resulting abundance
stratifications had an unrealistically strong impact on theemergent flux as well as a
non-negligible feedback on the atmospheric structure which substantially altered the
results for all other elements, too.�  and � � therefore were excluded from further
test calculations (see Sect. 4.3).

The Stark broadening for hydrogen is calculated from the Lemke (1997) tables
(based on the theory by Vidal et al. 1973). The broadening forHe I is based on the
BCS theory (Barnard et al. 1969; Griem 1974), that for HeII on Schöning & Butler
(1989a,b). Level dissolution is treated according to the Hummer-Mihalas formalism
(Hummer & Mihalas 1988).

In the set of spectra calculated withSYNSPECfrom the”extended” model grid
(Sect. 3.3 and 3.3.3), the full Kurucz line list for all elements included in the model
calculations is used.
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CHAPTER 3

Model grids and high resolution spectra

3.1 Overview

Applications to hot DA white dwarfs in Chapter 5 show that synthetic spectra derived
from chemically stratified models can quantitatively describe the EUV spectra ob-
served from these objects. The model calculations (Sect. 3.2) used for the analysis of
EUVE spectra by Schuh et al. (2002) have since been extended to a larger model grid
(Sect. 3.3). To investigate whether remaining discrepancies are due to limitations in
the way the models have been set up, or arise mainly from additional physical pro-
cesses in the stellar atmosphere not so far incorporated in the modelling process, tests
for improvements of the models in Sect. 3.3 have been carriedout and are presented
in Sect. 3.4.

3.2 The model grid used for the EUV analysis

3.2.1 Parameter range, atomic data and computational details

The model grid used for the analysis in Chapter 5 spans the
� � �

and
� � �

� plane
as suggested by the results from Wolff (1999): The effectivetemperatures cover a
range from 38 000 – 70 000 K in 2 000 – 3 000 K steps, and the logarithmic surface
gravity a range from 7.2 – 8.3 in 0.1 – 0.2 dex steps. The grid used in the analysis
was an incomplete subset of the models shown in Fig. 3.1 and predominantly con-
centrated around the previously found parameter combinations for the objects listed
in Table 5.1. It must be emphasised once more that the total absorber content, i.e.
the entire depth-dependent distribution of each individual trace element, is solely de-
fined by the [

� � � 
 � � �
� ] – combination of the models, which makes

� � �
and

� � �
�

the only free parameters. The elements included in the model calculations are the
same as those used by Wolff et al. (1998) for the definition of their metal mix, which
in turn are those that they were able to identify in HST-GHRS data of the standard

33
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star G 191–B2B. Other elements were assumed to be present in abundances too low
to significantly contribute to the EUV opacity, although stratification may possibly
invalidate this assumption. While other elements than those used in Wolff’s and this
analysis have been identified in UV spectra of some of the sample stars, including
G 191–B2B itself, the low abundances of 2.5�10�

�
for phosphorus and 3.2�10� � for

sulfur, for example, as reported from the analysis of ORFEUSspectra by Vennes et al.
(1996a), confirm that the opacities of these elements will presumably not contribute
significantly to the total EUV opacity. To investigate the possible effects of several
additional elements, further analyses have been conducted(Sect. 3.4). For this analy-
sis, the aim was to compare the results to a previous analysisin the EUV, as mentioned
before. Consequently, the list of elements considered besides� reads� � , � , � , � ,
� � , � � and � � . Differences remain with regard to the number of atomic levels and
with regard to the LTE/NLTE population of these levels. Details of the model calcula-
tions presented here are summarised in Table 2.1. Note that the model atoms used for
the solution of the atmospheric structure and for the solution of the equilibrium con-
dition are identical, which implies that the relatively high accuracy required for the
correct evaluation of the radiative acceleration slows down the atmospheric structure
calculation.

The time it takes a model with the specified atomic data to converge depends pri-
marily on the stratification of the input model. For homogeneous input models with
abundances derived from the published metallicities as a first guess, roughly 5x� �

�

CRAY-CPU seconds are required, while for converged stratified models with photo-
spheric parameters that are somewhat off the desired ones, convergence requires some
5� � � �

CPU seconds. Due to this particularly large CPU time demand per model, the
convergence criterion for the models was set to be a less than5% change in the model
flux, which means that the maximal relative correction atany frequency point is no
larger than that limit, compared to the result from the previousdiffusion iteration
step. Only individual lines (usually two or three� � lines) are actually affected by
these larger variations, the continuum flux itself is much more exactly determined
and easily complies to the usual “� � � �

�
” criterion.

As to the uniqueness of a particular solution, tests indicate that the results agree
to within the error limits regardless of the extremely different stratification of diverse
start models, making a strong case at least for the stabilityof the result. One can
therefore trust that, no matter what the initial conditionsin the start model are, the
final abundances in the converged model will always be the same.

3.2.2 Spectra

The emergent fluxes used for comparison with the observations have been calculated
(with PRO2) from the model atmospheres on a frequency grid optimised for the EUV
spectral range. This grid covers� � 50–700Å in detail and contains more than 30 000
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Figure 3.1: Representation of the extended model grid.

frequency points in total. Separate UV and optical spectra are also available.

3.3 Extended model grid

3.3.1 Parameter range and computational details

The full model grid of chemically stratified stellar atmospheres for hot DA white
dwarfs is presented in Fig. 3.1. The grid limits are those imposed by the implications
of the discussion in Sect. 5.3.2, i.e. it should be physically meaningful to calculate
diffusion models within these limits. They are basically the same as in the previous
section, but the grid itself is more regular and complete. Asabove, the results are
for the elements� � , � , � , � , � � , � � and � � in a hydrogen plasma in the effec-
tive temperature range of

� � �
� 30 000 K to 72 000 K and for surface gravities from� � �

� � 7.2 to 8.4. The model atoms here are still identical to those in Table 2.1, the
numerical implementation used was the one described under ”old” models in Sect. 2.4
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Figure 3.2: Emergent fluxes for selected parameters� � � and � � � � .

and calculations were performed on the Kiel CRAYs.
For fitting purposes, rectangular sub-grids with regular spacing in the fundamental

parameters can be extracted from the full model grid. Properties of the models re-
lated to the depth-dependent abundance stratification for all elements included in the
calculations are presented in more detail in Sects. 4.1 and 4.2 of Chapter 4, but it is
briefly discussed how the presence of traces of metals in hydrogen-rich atmospheres
affects the emergent flux in the following.

3.3.2 Example results: spectral features

Figure 3.2 shows the emergent fluxes for a few of the self-consistently solved, chem-
ically stratified stellar atmosphere models at different parameter combinations: The
emergent spectra (with lines) result from the full NLTE solution, while the over-
plotted spectral distributions represent the blackbody flux for the given effective tem-
perature. Obvious effects are the decrease of the overall flux level and the strength-
ening of the Lyman jump with decreasing temperature, as wellas the shift of the
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Figure 3.3: Detail of EUV spectra fromPRO2(black) andSYNSPEC(grey).

maximum flux towards longer wavelengths for the blackbody radiation. This last ef-
fect is not seen in the NLTE models. This peculiarity ultimately derives from the
fact that the metal abundances in all these models are not free parameters but are a
function of the effective temperature and the surface gravity. The decrease of the
total absorber content with decreasing effective temperature and increasing surface
gravity becomes obvious through the number of lines visiblein the individual spec-
tra. For stars at parameter combinations where a high effective temperature yields a
strong radiative acceleration and a low surface gravity yields a comparatively weak
gravitational acceleration, the absorber content is so high that any flux at the shortest
wavelengths is totally blocked. For lower effective temperatures or increased surface
gravities, this blocking is more and more lifted as more absorbers are being drawn
into deeper layers, resulting in a flux redistribution.

3.3.3 Spectra fromSYNSPEC

A few modifications to the spectrum synthesis programSYNSPEC1 have been made
to allow its use with stratified models fromPRO2or NGRT. SYNSPECallows radia-
tive transfer calculations through a given atmosphere structure using the full Kurucz
line list, and for any desired elements (including additional ones not included in the
structure calculation, giving up on full self-consistencyin the process). Radiative ac-
celerations can therefore readily be calculated with more extended atomic data. This
could eventually allow one to separate the model atmospheresolution from the de-
termination of updated equilibrium abundances in the sensethat customised atomic
data can be used for each of the two different iteration steps. Iteration between model
atmosphere calculation and the very detailed radiative transfer including radiative
accelerations possible withSYNSPEChas in the meantime been implemented for
TLUSTYmodels by Hubeny & Barstow (priv. comm.).

Currently, the benefit derived from the first step of thisSYNSPECimplementa-
1The most recent overview forTLUSTY and SYNSPEC is from Hubeny & Lanz (2003).

Hubeny & Lanz (2000) make available a user’s guide on the Web.Version 48 has been used in this work.
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tion for the extended model grid discussed here is a series ofhigh-resolution spectral
grids. For these, atomic input data has been prepared inSYNSPEC-readable format,
identical in content to the data used for the calculation of the stratified model grid.
The Lemke (1997) broadening tables for hydrogen Lyman and Balmer lines were
used. There are three grids, for the EUV (25 – 900Å), UV (900 – 3 000Å) and optical
(3 000 – 10 000̊A) ranges, all at a minimum of 0.005̊A resolution. Figure 3.3 com-
pares the emergent fluxes in a small section of the EUV wavelength range for spectra
calculated according to Sect. 3.2.2 with those synthesisedhere.

3.4 New models: Test calculations

The next generation of models benefits from major improvements of the model atmo-
sphere code that reduce the CPU time drastically. Test models have been calculated
with the new code with atomic data prepared as similarly as possible as in the old
models, in particular including only the elements that werealso used there.

Further tests have included different atomic data for a model at
� � �

� 56 000 K
and

� � �
� � 7.6: First all elements from�  to � � were added to the existing list. The

atomic data were prepared withIrOnIc , for details refer back to Table 2.2. However,
this immediately resulted in hefty absorption edges in the EUV, incompatible with
observations. The equilibrium abundances of both�  and � � were at levels well
above those of� � and� � , which does not appear reasonable. A model with only the
lighter elements plus�  showed that the strong absorption edge was mainly due to
�  , but nevertheless both�  and � � were removed in the final model to obtain the
results in Sect. 4.3. Along with these results, the procedure of removing�  and � �
is also further discussed and justified in Sect. 4.3.

All of these models were calculated on PCs in Tübingen.
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Abundance tables

4.1 Characteristics of the models

Based on the model grid presented in Sect. 3.3, abundance predictions are tabulated
for optical depths ranging from 0.01� � ross � 10 for models covering the range of
38 000 K� � � � � 71 000 K and 7.2� � � �

� � 8.4. For each [
� � � 
 � � �

� ] – combina-
tion, a separate table exists with, in the first column, the Rosseland optical depth, and
in the following columns, the relative abundances with respect to hydrogen for all
elements contained in the model. Appendix A displays an essential part of the infor-
mation from these tables compiled in graphical representations. The most noticeable
trends are illustrated in this section.

The models show the general properties as expected from diffusion theory, i.e. the
overall trace element abundances usually decrease with lower

� � �
and higher

� � �
�

values. Accordingly, the emergent spectra approach the fluxdistributions of those of
pure hydrogen model atmospheres at sufficiently evolved parameters on the cooling
sequence. Iron and nickel dominate the opacity in the EUV, where the flux of hot
white dwarfs peaks. Though their dominant effect on the EUV opacity is partly due
to the many lines these elements exhibit, it is equally important that their abundances
are, over a wide parameter range, simply larger than those ofthe � � � elements. Of
course these two effects are tightly correlated, since morelines directly translate into
a stronger radiative acceleration, which in this case easily compensates for the higher
atomic weights and thus a stronger response to gravity.

As in previous calculations (Dreizler 1999; Dreizler & Wolff 1999), the iron group
element abundance can reach solar values or more, with nickel being at virtually the
same level as the iron abundances. While the behaviour of iron is by and large con-
sistent with results obtained from EUV analyses (see Chapter 5), the incompatibility
with observation in the UV of an iron to nickel ratio close to unity must be addressed
again in Sect. 6.3.

Using the example of iron, Figs. 4.1 and 4.2 show that the ironabundance varies
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Figure 4.1: Iron abundances at� ross �
�
� as a function of effective temperature at a fixed surface

gravity of � � � � � 8.0. The inset figure shows the depth-dependent iron abundance profiles for
the underlying models at the different effective temperatures used to obtain the data points
in the main plot; the shaded area marks region between� ross � 0.5 and 1.0. The abundance
variation in that area translates to “error bars” in the maingraph.

with the atmospheric parameters as expected. The first figure(4.1) shows the de-
crease of the iron abundance at� ross �

�
� with decreasing effective temperature at a

fixed surface gravity of
� � �

� � 8.0. The inset figure shows the depth-dependent iron
abundance profiles for the different models; the shaded areamarks the approximate
line formation region between� ross � 0.5 and 1.0. The effect of abundance variations
in that area is translated to “error bars” in the main graph. The second figure (4.2)
shows the decrease of the iron abundance at� ross �

�
� with increasing surface gravity

at a fixed effective temperature of
� � �

� 56 000 K; the inset figure is similar to the
one in Fig. 4.1. All abundances are relative fractions with respect to the total particle
number.
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Figure 4.2: Iron abundances at� ross �
�
� as a function of surface gravity at a fixed effective

temperature of� � � � 56 000 K; the inset figure is similar to the one in Fig. 4.1.

Analogue representations for silicon and nitrogen in Figs.4.3, 4.4, 4.5 and 4.6 illus-
trate more complex structural properties of the models. In contrast to other elements
in the effective temperature range considered, silicon shows the same ”anomaly” that
had already been found (and explained) by Chayer et al. (1995a, in their section 3.1):
In that particular temperature range� � predominantly exists in the SiV ionisation
state which is a (NeI-like) noble gas configuration. The radiative accelerationon ions
in noble gas configurations is extremely small – a circumstance that leads to ”gaps”
in the overall trend with effective temperature such as the one resulting for� � here.

Likewise, the vertical element distribution does not always follow the simple pic-
ture of monotonously increasing local abundances with depth, but is strongly af-
fected by the respective radiative acceleration (see also Dreizler 1999, Schuh 2000,
or Dreizler & Schuh 2001 for further example graphical representations). In particu-
lar, gradients may change signs repeatedly, meaning this can in principle be brought
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Figure 4.3: Silicon abundances for different effective temperatures, similar to Fig. 4.1.

about by diffusion processes alone. This is in contrast to other notions that addi-
tionally evoke mass-loss effects to explain increasing local abundances towards outer
atmospheric regions. Notably, a nitrogen hump in the high atmosphere similar to the
one Holberg et al. (1999a) required to explain their observations of RE J1032+535
may be considered. In the insets of Figs. 4.5 and 4.6, the location where the gradient
reverses is located significantly outward from� ross �

�
� , where the particle densi-

ties have dropped by more than 5 orders of magnitude with respect to their values at
� ross �

�
� . It is associated with a temperature inversion.

Consequently, it is somewhat questionable whether the reversed gradient claimed
to be observed from nitrogen lines can actually be seen in themodels, so that a veri-
fication requires a full quantitative analysis and further discussion has to be deferred
to Sect. 6.2.1.
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Figure 4.4: Silicon abundances for different surface gravities, similar to Fig. 4.2.

Due to the rough�
�

dependency of the hydrogen opacity1, the EUV originates
from deeper layers than the UV or optical in a hydrogen-dominated atmosphere. The
definition of the Rosseland optical depth scale provides a fixed point. Starting from
the location of� ross �

�
� , its relevance can be explored for different spectral ranges.

Figure 4.7 displays the location of� ross �
�
� on the mass scale for models of different

effective temperatures and gravities. In the left panel, the shift of the flux peak to-
wards the EUV on the one hand and the reduced� opacity due to stronger ionisation
on the other hand lead to a deeper view into the atmosphere (� ross �

�
� is located

further in) with increasing effective temperature. From the consistency of this with
the relation shown in the left panel, it follows that the iron(or, more generally, heavy

1The general
� �

increase is discontinuously interrupted at the absorptionedges, in particular the Lyman
edge, and locally modified through lines. The mean dependency over a large spectral range averages to a
lower overall value of about

� �
.
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Figure 4.5: Nitrogen abundances for different effective temperatures, similar to Fig. 4.1.

element) opacity – which increases with shorter wavelengths and with increasing
� � �

,
and hence should move� ross �

�
� further outward – does not have a dominating effect

on the location of� ross �
�
� . In the right panel, the decreasing density with decreas-

ing
� � �

� leads to higher transparency and again a deeper view into theatmosphere
(� ross �

�
� is located further in). The increasing iron (or heavy element) abundance

with decreasing
� � �

� is not dominant enough to reverse this trend. Despite the fact
that the heavy element (in particular iron) opacity is highest in the EUV2, comparisons
based on the assumption that shorter-wavelength ranges originate from deeper layers
than longer-wavelength ranges generally remains valid, aslong as possible complica-
tions through the Lyman edge can be either neglected or are appropriately considered.

2Although the effect is minimal, the high heavy element abundances can also be ”seen” particularly
well at high� � � and low � 	 � �

, while the heavy elements at low� � � and high� 	 � �
are – in addition to

their low absolute abundances – also better ”hidden” by the increased mean hydrogen opacity.
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Figure 4.6: Nitrogen abundances for different surface gravities, similar to Fig. 4.2.

The reasoning by Holberg et al. that an observed nitrogen abundance that is higher in
the UV than in the EUV should result from a nitrogen slab located in the outer regions
of RE J1032+535’s atmosphere therefore is valid even thoughit remains to be seen
if the increased� abundance in the models presented here can provide a quantita-
tive explanation. As a summary, it can be stated at this pointthat even equilibrium
calculations yield rather non-trivial abundance distributions.

In Appendix A, the approach to display the information for all parameters and
all elements is in principle very similar as in the plots justshown for iron, silicon
and nitrogen. Instead of displaying selected cuts through the model grid at fixed
surface gravities and effective temperatures, predicted abundances are displayed as a
function of

� � �
for all parameters

� � �
� , and as a function of

� � �
� for all parameters� � �

. Despite the obvious redundancy, this is useful to estimatethe margins within
which one of the parameters can, or must, be varied for various comparisons. The



46 Chapter 4: Abundance tables

Figure 4.7: Location of� ross �
�
� on the mass scale as a function of effective temperature

(for a fixed surface gravity of� � � � � 8.0, left panel) and surface gravity (for a fixed effective
temperature of� � � � 56 000 K, right panel).

uncertainties in these representations, as above, are obtained from the variation of the
respective abundance with optical depth.

4.2 Comparison to earlier models

The above results are compared to the calculations by Chayeret al. (1995b). Both
investigations are based on a model atmosphere approach, Chayer et al.’s in LTE and
this work in NLTE. Dreizler & Werner (1993) made a good case for the necessity
of NLTE treatment of hot white dwarf atmospheres. Chayer et al., in addition to a
few intermediate steps since Chayer et al. (1994) and Chayeret al. (1995a), mainly
present a ”big” and a ”small” grid. Both contain equilibriumcalculations for all
heavy elements contained in theTOPBASE3 atomic data base, i.e.
 � , � , � , � � ,
�  , � �

, � �
, � � , � , � � , �  , � � � – in contrast to
 � � , � , � , � , � � , � � , � � � here.

Both Chayer et al. grids consider momentum redistribution (improved according to
Gonzalez et al. 1995), which the newer models do not. In the ”big” grid, equilibrium
abundances are calculated from an existing model atmosphere structure and its ra-
diation field from pure hydrogen opacity; in the ”small” grid, a representative fixed
mixture of 
 � , � , � , � � � provides an additional background opacity (as opposed to
full consideration of all modelled elements simultaneously including the atmospheric
structure’s reaction to their presence here). Due to the ”small” grid’s very limited
coverage of the [

� � �
,

� � �
� ] plane, the following comparison is done with results

from the ”big” grid. In that case, the superiority of the newer models with respect to
3Cunto & Mendoza (1992), based on Opacity project data (Seaton et al. 1992; Seaton 1992).
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Figure 4.8: Comparison of predicted elemental abundances (grey dots) to Chayer’s abundances
(black dashed) as a function of temperature for different surface gravities: see annotations.

self-consistency is even more distinct.
Figure 4.8 compares the predicted equilibrium abundances at � ross �

�
� as a func-
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tion of
� � �

for a range of
� � �

� values. The parameters shown were chosen such that
the overlap range covered by the Chayer ”big” grid and this work’s ”extended” grid
was maximised and the diagrams could be done without interpolation. All elements
considered in both calculations simultaneously are shown:� , � , � , � � , and� � .

Although overall trends are generally recovered, the magnitude of deviations can
be up to about 1.7 dex in relative abundance (in regions wheregradients are not ex-
ceptionally strong). This can alternatively be expressed as corresponding to shifts
in

� � �
� of up to 1.5 dex (upor down!) that would be necessary to better match in-

dividual predictions to each other. The location of edges where abundances drop off
dramatically is best described as offset in effective temperature, where significant dis-
crepancies up to 25 000 K occur (albeit for un-observably small absolute abundance
values).

The case of� � is special; the reversed gradient below
�

80 000 K described earlier
is recovered in both cases, but the newer models do not reproduce the rise above that
temperature predicted by the earlier ones. Various solutions found by Chayer et al.
during the refinement process of their models also differ from each other because the
silicon abundance in that parameter range is very sensitiveto slight changes. This
is due to the SiV noble gas configuration which is predominantly populated but does
not contribute significantly to the levitation; the momentum transfer rests on the small
fractions of silicon in lower ionisation states. Since in the new models no ionisation
states higher than SiV were included, the recovery of the silicon abundance towards
the upper end of the grid at

�
70 000 K due to higher ionisation states cannot be

reproduced here.
Altogether, the differences from one grid to the other show no fundamental trend

for the common elements; the deviations can go in both directions. Since ”extra
opacity may reduce or increase (through redistribution) the flux available to across
the line spectrum of an element” (Chayer et al. 1995b), the reaction of an individual
element to changes in the respective background opacity (ifinterpreted as such) can
be quite different, and the rather unpredictable characterof this behaviour seems to
show here. The conditions under which the compared calculations were performed
involve a whole range of differences; together they perhapsallow to estimate the
current maximum systematic errors in radiative levitationcalculations. Similarly, this
exercise may be continued with the more detailed calculations in the next section.

4.3 Discussion of test calculations with more opacities

In a continued effort to push the models to a more sophisticated level, models from
Sect. 3.3 were subjected to refinements according to Sect. 3.4. The main quest is to
include more elements. Due to their significant opacities, the missing iron group ele-
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Figure 4.9: Temperature stratifications with the ”old” (full line) and ”new” (dashed) codes.

ments from�  to � � were additionally taken into account first; this section discusses
the effects.

When the impact of the extension to the full iron group elements is explored, the
main differences in the atmospheric structure are caused bytwo of the newly added
elements that display surprisingly large equilibrium abundance values:�  and � � .
Both additionally reach the artificially introduced upper limits of a mass fraction of
� � �

�
in the outmost parts of the atmosphere. Such high abundancesare not corrobo-

rated by observations as reported for example by Barstow et al. (2003c).
It is one possibility to interpret the outward increase as the sign of a selective wind –

not covered by the present static model – which might in principle help to decrease the
excessive overall abundance of the affected elements. A more elegant interpretation
could be available by adopting results from Fontaine & Chayer (1997) for� � in sdB
stars, who included weak mass-loss in their models and find that equilibrium profiles
tend to be maintained in the atmosphere until the reservoir is emptied from bottom
up, at which point the element quickly disappears. Using equilibrium profiles when
an element is obviously present in a specific object, and completely discarding it
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Figure 4.10: The first seven panels show the abundance stratifications predicted by a model
calculated with the old code and containing fewer elements (full line), and by a model calcu-
lated with the new atmosphere and sampling codes but containing the same restricted number
of elements (dotted line), in comparison to the ones predicted by a model calculated with the
new codes and containing more elements (dashed line), with the respective element name in-
dicated directly in the appropriate panel. The last panel shows the predictions of that last new
model for the additional elements included there, with a code to the individual species printed
on the lower right-hand side.
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otherwise, may therefore be an acceptable choice.
Based on such considerations the addition of more elements was restricted to the

iron group elements without�  and� � for the time being. This modification leads to
changes in the structure of the test model such as the slight alteration of the temper-
ature structure shown in Fig. 4.9 and results in new abundance profiles as illustrated
by Fig. 4.10. All results are for models with

� � �
� 56 000 K and

� � �
� � 7.6: one

taken directly from Sect. 3.3 for comparison (old code, old model atoms; ”old” model
represented by a full line), one calculated with the new codeand partially modified
atomic data (but with no further elements included; dotted line), and one with addi-
tional elements as discussed above (”new” model represented by a dashed line). This
key is valid for the elements common to all three models, while the abundance pre-
dictions for the add-on elements as shown in the last panel ofFig. 4.10 are labelled
individually.

Since the new code has been thoroughly tested to give identical results for un-
changed input data, the impact of the first step (compare the full and the dotted lines)
must be attributed to the different methods of preparation of atomic input data (for
the same list of elements; details were given in Sect. 2.5).

The effect of adding more elements in the second step leads tothe differences in
predicted equilibrium abundances as shown using dashed lines. While for all ele-
ments that are common to the three models the shapes of the equilibrium profiles are
fairly similar in all cases, the absolute abundances in numbers at a given depth point
can differ substantially, mainly due to the steep gradientsinvolved. It will therefore
depend heavily on the formation region of any given line how much its shape will be
affected.

The inclusion of further heavy elements does not affect the stratification profiles of
those previously considered in a straightforward manner. In particular, the notion that
additional elements with important opacity over a large wavelength range might lead
to considerable flux blocking, reducing the relative abundance of similar species so
that only the total of heavy elements supported remains at a given level, proves to be
wrong. The effects of flux redistribution do not lead to a ”saturation”, instead every
new element reaches approximately the same level as those already present (see last
panel) and basically adds to the total opacity.

By comparing all results and evaluating the scale of the deviation, ”systematic”
errors can be derived that amount to up to 2 dex uncertainty (plus a much larger de-
viation for � in the outmost regions). This value is of the same order of magnitude
as in the last section, where Chayer et al. models were compared to current results. It
reflects the degree to which the predictions can perhaps be considered trustworthy, by
estimating the influence from various modelling-dependenteffects.
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CHAPTER 5

Analysis of spectroscopic EUVE data

The following is largely based on Schuh, Dreizler & Wolff (2002), with a few en-
hancements in the contents, and with some subsections omitted or moved to other
parts in this thesis where they fit better. The contributionsof the co-authors to this
work were the data reduction of the EUVE spectra performed byB. Wolff, while
S. Dreizler provided the diffusion code used to calculate the model grid. In compari-
son to the analysis by Schuh (2000), this full reanalysis is based on a more complete
model grid (although not identical to the ”extended” model grid) and improved visual
magnitudes for the objects (taken from the literature).

5.1 Introduction

The basic physical mechanisms leading to the element stratification have long been
known, so their actual modelling appears preferable to an adhoc approach. Chayer
et al. (1995a,b) were the first to calculate an extensive model grid for white dwarfs
predicting the chemical stratification assuming equilibrium between gravitational set-
tling and radiative levitation. An improvement has now beenachieved through the
introduction of self-consistent NLTE model atmospheres which account for the cou-
pling between chemical stratification and the radiation field (Dreizler 1999). The
successful application of these models to the EUVE spectrumof G 191–B2B (Drei-
zler & Wolff 1999) has motivated a more systematic analysis of a larger sample of
hot DA white dwarfs which we present here.

The investigation in this chapter exploits EUVE spectra anddiscusses the results
with respect to parameter determinations in the optical. The following Chapter 6
will deal with the UV wavelength ranges and give detailed metal abundance pattern
predictions. The availability of EUVE spectra defines, as inWolff et al. (1998), the
overall sample, which is more thoroughly introduced in Sect. 5.2. The observations
and particular considerations concerning the interstellar medium are shortly described
there as well. Sect. 5.3 recapitulates the principle of the model calculations as dis-
cussed at some length in Chapter 2; for characteristics of the model grid computed

53
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for comparison with the sample on hand we refer back to Chapters 3 and 4. The meth-
ods and results from fitting the new class of theoretical spectra to the observations are
presented in Sect. 5.4. The implications of these results are discussed in Sect. 5.5.

5.2 EUVE observations of hot DA white dwarfs

5.2.1 The EUV selected DA sample

Generally speaking, the maximum spectral flux of hot WDs liesin the extreme ultra-
violet (EUV). The fact that the main opacity of heavy elements at these temperatures
tends to lie in the same range means that radiative acceleration can sustain traces of
them in the atmosphere, but it also implies that the EUV is thebest suited spectral
range for the detection of these elements. Consequently, westart by surveying EUVE
spectra, even though the spectral resolutions of its instruments are not high enough
to identify individual lines. The element-by-element identification is best deferred
to high-resolution UV or FUV studies. The new models do not a priori require line
identification, although it would in principle be desirableto be able to do that even
in the EUV. They impose no need for the use of a pre-defined metal mix (as used
by Wolff et al. 1998), nor do they require the adjustment of a scaling factor as in
Barstow et al. (1997), as the abundances are not free parameters but are derived from
an equilibrium condition (see Sect. 5.3). As the EUV flux is very sensitive to the
chemical composition of the photosphere, a comparison in this regime is extremely
useful to test the predictions of the diffusion models. Interpreting the repeated anal-
ysis as a test case for the models, it is reasonable to start out by following previous
investigations as closely as possible. For this reason, we chose to use the 26 DAs
previously analysed by Wolff (1999).

This sample comprises all hot (
� � � � 40 000 K) DA white dwarfs with EUVE

observations, which were mostly taken from the EUVE public archive (now available
at the multi-mission data archive at STScI). The data sets and the reduction procedures
are described elsewhere (Wolff et al. 1998; Wolff 1999); those publications also show
the reduced spectra in the form used here, i.e. flux calibrated SW, MW and LW1 data
concatenated to yield a single spectrum.

The effective temperatures of the sample stars lie above
� � �

� 40 000 K, where
photospheric metal abundances are still large enough to be detectable. Above� � �

� 70 000 K, mass-loss effects might start to disturb the expected equilibrium be-
tween gravitational and radiative acceleration (Unglaub &Bues 1998), but the sample
contains no stars hotter than that. Wolff et al. (1998) have grouped the objects into

1SW (short-wavelength spectrometer, 70Å – 190Å, 0.5Å resolution), MW (medium-wavelength spec-
trometer, 140̊A – 380Å, 1.0Å resolution), and LW (long-wavelength spectrometer, 280Å – 760Å, 2.0Å
resolution) refer to data from three different instrumentson-board the EUVE satellite.
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four different categories. The first set consists of G 191–B2B like objects, where the
high metallicity yields a steep flux drop towards short wavelengths, beyond the inter-
stellar HeII absorption edge. The second group includes GD 246 and similar objects
which contain fewer photospheric metals, but still more than those in the third group
whose spectra Wolff et al. could fit with pure hydrogen atmospheres. A fourth rather
inhomogeneous set compiles the remaining objects. For details, especially on the ef-
fective temperature, surface gravity and metallicity region in parameter space covered
by the different groups, we refer once more to Wolff (1999).

5.2.2 Treatment of the ISM

The interstellar medium (ISM) considerably attenuates thestellar flux in the EUV.
The most important features are the HI, HeI and HeII bound-free ground state ab-
sorptions with edges at 911.7Å, 504.3Å and 227.8Å, respectively. This is being
accounted for in the same way as in Wolff et al. (1998): The effect of given inter-
stellar column densities on the theoretical fluxes is modelled and applied following
Rumph et al. (1994). The derivation of HI column density depends on the effective
temperature of the model used, and the HeI and HeII column densities on its ab-
sorber content. Due to the interrelation of

� � �
and N(HI) and the fact that the Lyman

edge lies outside the range observed by EUVE, Wolff et al. (1998) have started from
optically determined effective temperatures (by Finley etal. 1997), and additionally
have retained surface gravities from that analysis unchanged. In the present approach,
we start from the effective temperatures from Wolff (1999) and adopt his HI column
densities unalteredly whenever possible.

Even though the HeI and HeII column densities have to be constantly modified
during the fitting procedure depending on the assumed photospheric parameters, all
interstellar contributions will in the following be treated as a secondary effect on the
stellar light that can be dealt with independently of the analysis of the source itself,
disregarding the fact that an appropriate correction can only be madeafter a set of
photospheric parameters has been adopted. As the interstellar absorption is more im-
portant at longer wavelengths while the absorption by photospheric metals increases
towards shorter wavelengths, the different contributionscan partly be separated.

5.3 Equilibrium abundances from stratified model atmospheres

5.3.1 Diffusion models

Our self-consistent diffusion models have been introducedin the previous chapters.
Chayer et al. (1995a,b) have presented extensive results ofsimilar calculations for
white dwarfs. Their predicted equilibrium abundances werenot quantitatively con-
sistent with observations. This might be partly due to the fact that the observations
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were analysed with chemically homogeneous model atmospheres, meaning that ho-
mogeneous abundances were compared to predictions for stratified atmospheres, or
arises because the feedback of the modified abundances on theradiation field was not
accounted for.

The self-consistent solution of the equilibrium conditionand the atmospheric struc-
ture has first been presented by Dreizler (1999). In additionto this newly introduced
coupling, it is also a novelty that the calculations are being performed under NLTE
conditions. This has turned out to be a crucial point (Schuh 2000; Dreizler & Schuh
2001). The code itself relies on an iteration scheme that alternates between the deter-
mination of new equilibrium abundances and the corresponding solution for the atmo-
spheric structure (we remind the reader of Chapter 2 and Werner & Dreizler (1999)
for a description).

5.3.2 Scope of application

It remains to be justified why the white dwarfs in our sample will presumably obey
the presented equilibrium condition. Processes eligible to disturb or prevent its adjust-
ment can be mass-loss, accretion from the interstellar medium, convection or mixing
through rotation. As explained by Unglaub & Bues (1998), mass-loss would have
the effect of homogenising a chemical stratification, but ashas also been shown in
the same paper, mass-loss rates drop below the critical limit (10� � � M� /yr) for DAs
cooler than

� � �
� 70 000 K so that this phenomenon should not occur in any of the

sample stars. Calculations of MacDonald (1992) that treat the interaction between
accretion and the white dwarf wind reveal that WDs in our sample are not affected by
accretion. It is prevented since L� � � L� � 1, so that at least a critical mass-loss rate
of 3�10� � � to 10�

� � M� /yr is sustained.
Convection would of course homogenise abundances, too. However, convective

instability in the outer layers occurs only below
� � �

� 12 000 K for DAs, i.e. well be-
low

� � �
� 40 000 K. Rotation could lead to a mixing through meridional currents; but

as most white dwarfs are very slow rotators (Heber et al. 1997; Koester et al. 1998),
this is not likely to interfere either.

Even if it is left undisturbed, it takes an atmosphere a certain time to reach an equi-
librium state. Due to the high surface gravities, diffusiontime scales are of the order
of months in the outer layers of white dwarfs (Koester 1989, based on diffusion coef-
ficients by Paquette et al. 1986). This is nothing but an instant compared to evolution
time scales (� 10� yr), and this is the reason why DA atmospheres in the effective
temperature range between 40 000 K and 70 000 K can be regardedto have their pho-
tospheric abundances set to equilibrium values at any time of their evolutionary stage.
In the temperature range above 40 000 K the flux maximum still lies in the EUV, i.e.
in the same range where multiple lines of heavier elements provide substantial opac-
ity, making radiative levitation an efficient mechanism forsustaining absorbers. It
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Figure 5.1: EUVE spectrum of MCT 2331� 4731 with the best-fit model at� � � � 56 000 K
and � � � � � 7.7 overlaid (dashed). The photon flux is displayed on a logarithmic scale.

should in this context also be noted that the evaluation of the equilibrium abundances
does not include the contributions of thermal and concentration diffusion, which have
much longer time scales.

5.4 Testing the diffusion models and re-analysing the DA sample

5.4.1 Comparison of theoretical and observed spectra

To directly compare a theoretical flux distribution with theobserved one, it is first re-
binned in wavelength and normalised to the observed visual magnitude. The values
for m� have been chosen using the compilation of McCook & Sion (1999) and are
listed with their individual references in Table 5.1. Then the effect of interstellar ab-
sorption is calculated as sketched in Sect. 5.2.2. The modelmatching was performed
on the grid mentioned in Sect. 3.2 which did not in all parameter ranges correspond to
a tight mesh, and no interpolation was used. The quality of anindividual fit was eval-
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uated by eye. Of course, changing the interstellar� � column densities seemingly has
a big impact on the overall shape of the spectrum. However, the region most sensitive
to metal abundances lies at least partly beyond the HeII absorption edge, so once this
and the lower energy edges are fitted all remaining deviations have to be due to either
a different flux level as caused by the effective temperatureor a different amount of
absorber content as regulated by the surface gravity in the equilibrium models.

5.4.2 Revised atmospheric parameters

The present model matching led to new atmospheric parameters where mainly the
surface gravities differ from former specifications. The improvement of many of
the individual fits (see Fig. 5.3) as compared to fits with homogeneous models (in
Wolff et al. 1998; Wolff 1999; Dreizler & Wolff 1999) vindicates these adjustments.

With homogeneous models, discrepancies were encountered especially for higher
metallicity stars in the shorter wavelength regimes, whichcould not be adjusted by
a different metallicity value as this would have deteriorated the quality of the fit at
other wavelengths. This difficulty is resolved with the new models, as they offer dif-
ferent abundances at different formation depths. Consequently they can often better
reproduce especially these formerly delicate regions. Figure 5.1 shows an example.

Figure 5.3 displays all observations with the best-fit modelspectra over-plotted,
both shown at 1̊A resolution. Table 5.1 lists the parameters of the best-fit model for
each object, along with the interstellar column densities used to produce the plots. The
latter are to be regarded as very preliminary as fitting improved models to the spectra
may yet again yield different values. High HeII column densities, found throughout
the sample, may be an indication that in particular short-wavelength opacities are
still missing. The table additionally lists a quantity denoted� �

, which stands for the
metal indexthat is introduced next.

5.4.3 Metal index

With depth-dependent abundances, it is difficult to quote one representative value for
each element (although problematic, we mostly retreat to using values at� ross �

�
�

in Chapter 4 and for the UV analysis in Chapter 6). To evade this problem here,
we have introduced aphotospheric parameter-dependent quantity that relies entirely
on the predictions by diffusion theory. As explained above,the absorber content of
the models is determined from the equilibrium between the radiative and the gravi-
tational forces. The radiative acceleration scales with

� �� � due to the occurrence of
the Eddington flux in Eq. 2.40, the effective gravitational acceleration scales with�
as is evident from the upper expression in the same equation.The absorber content
should thus be comparable along lines of constant

� �� � � � . To map this ratio onto a
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Figure 5.2: Revised parameters of the program stars in the [� � � , � � � � ] plane. Lines indicate
constant values of the metal index as defined in Sect. 5.4.3,�

�
� 4., 0.65, 0.15, 0.05, respec-

tively. The shaded area indicates the metallicity of DA white dwarfs of the GD 246 group of
Wolff et al. (1998). These as well as the objects classified asirregular fall into this regime
and are marked by squares. Stars above that region belong to the G 191–B2B-group (identi-
fied by starry symbols), stars below to the pure-hydrogen-group (marked by diamond-shaped
symbols). See also Sect. 5.2.1.

dimensionless and small-number parameter, we define

� �
�

� � � � � � � � � �� � � � � �� � � � � � � � (5.1)

where the leading factor has been chosen to yield a result of the order of one for the
photospheric parameters of the standard star G 191–B2B. Lines of constant� �

are
displayed in Fig. 5.2.

It should be emphasised that this quantity is not derived from the actual calculated
equilibrium abundances in the models. It is based on a much simpler evaluation of
just the same idea that underlies the construction of the models. Knowing this, it is
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Table 5.1: New and previous results (Wolff et al. 1998) of theEUV analysis ordered
by decreasing metal index� �

. N� is given in � � � � cm�
�
. See Section 5.4.3 for an

explanation of the theoretical metal index� �
.

WD–N� Name m� N� He I/
�

He II /
�

(new)
� 	 � �

[[cgs]] T� � [K] � � (new)
� 	 � �

[[cgs]] T� � [K] � (old)

WD 0621� 376 RE J0623� 377 12.089
�

5.0 0.09 0.15
7.2 61000 3.49
7.27 58000 2.0

WD 2211� 495 RE J2214� 493 11.7
�

5.8 0.07 0.15
7.4 66000 3.02
7.38 66000 4.0

WD 0232� 035 Feige 24 12.56
�

2.72 0.068 0.25
7.6 59000 1.22
7.17 58000 1.0

WD 0455� 282 MCT 0455� 2812 13.95
�

1.3 0.063 0.3
7.8 66000 1.20
7.77 66000 1.0

WD 0501� 527 G 191–B2B 11.79
�

2.05 0.071 0.3
7.6 56000 0.99
7.59 56000 1.0

WD 2331� 475 MCT 2331� 4731 13.1 � 8.5 0.08 0.1
7.6 56000 0.99
8.07 56000 0.75-1.

WD 1056� 516 LB 1919 16.8 � 16.0 0.04 0.05
8.2 70000 0.61

69000 0.1
WD 1123� 189 PG 1123� 189 14.13

�

11.9 0.09 0.052
7.9 54000 0.43
7.63 54000 0.4

WD 0027� 636 MCT 0027� 6341 15.0 � 21.5 0.068 0.06
8.2 64000 0.42
7.96 64000 0.2

WD 1234� 482 PG 1234� 482 14.38 � 11.7 0.09 0.05
8.1 56000 0.31
7.67 56000 0.2

WD 2309� 105 GD 246 13.09
�

18.0 0.05 0.03
8.2 56000 0.25
7.81 59000 0.25

WD 0131� 164 GD 984 13.98
�

22.0 0.068 0.035
8.1 50000 0.20
7.67 50000 0.2

WD 2247� 583 Lanning 23 14.26
	

40.0 0.068 0.03
8.3 56000 0.20
7.84 59000 0.25
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WD 0004� 330 GD 2 13.85
�

82.4 0.068 0.01
8.25 50000 0.14
7.63 49000 � � � �

WD 2111� 498 GD 394 13.09
�

6.5 0.07 0.15
7.9 40000 0.13
7.94 39600 0.25

WD 1314� 293 HZ 43A 12.914
�

0.9 0.06 0.0
8.3 50000 0.13
7.99 50800 0.0

WD 1543� 366 RE J1546� 364 15.81
� �

50.4 0.068 0.03
8.3 50000 0.13
8.88 45200 0.0

WD 1057� 719 PG 1057� 719 14.68
�

20.7 0.068 0.052
8.0 42000 0.12
7.90 41500 0.1

WD 0630� 050 RE J0632� 050 15.537
�

30.1 0.01 0.055
8.2 44000 0.09
8.39 44100 0.0

WD 1631� 781 RE J1629� 780 13.03
� �

35.0 0.068 0.0
8.15 42000 0.09
7.79 44600 0.05

WD 0838� 035 RE J0841� 032 14.48
�

16.0 0.068 0.052
8.1 40000 0.08
7.78 38400 0.0

WD 2321� 549 RE J2324� 544 15.2
�

9.5 0.05 0.06
8.2 42000 0.08
7.94 45000 0.05

WD 1029� 537 RE J1032� 535 14.455
�

7.5 0.005 0.04
8.3 44000 0.08
7.77 44000 0.0

WD 2152� 548 RE J2156� 546 14.44
�

7.0 0.04 0.04
8.3 44000 0.08
7.91 44000 0.0

WD 0715� 703 RE J0715� 705 14.178
�

21.9 0.068 0.015
8.3 44000 0.08
8.05 44000 0.0

WD 2004� 605 RE J2009� 605 13.6
�

17.5 0.06 0.015
8.3 42000 0.06
8.16 41900 0.0

�

Marsh et al. (1997a)
�

Kidder et al. (1991)
�

Barstow et al. (1994d)� Pounds et al. (1993)� Green

(1980)
�

Wesemael & et al. (1995)
	

Vennes et al. (1997)
�

Bergeron et al. (1992)
�

Bohlin et al. (1995)
� �

Vennes et al. (1996b)
� �

Schwartz et al. (1995)
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Figure 5.3: EUVE spectra of the program stars with theoretical spectra overlaid (dashed),
ordered by decreasing metal index�

�
. We only show the spectral range with significant signal.

Parameters of the models as well as interstellar column densities for hydrogen and helium can
be found in Table 5.1.
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all the more surprising how well the metal indices� �
at the newly determined pa-

rameters match the metallicities� that Wolff (1999) has derived for the objects.

5.5 Discussion

5.5.1 Summary

The new diffusion models can reproduce the observed EUV spectra of the majority of
the hot DA white dwarfs in the sample. Since the models predict the chemical com-
position from the equilibrium between sedimentation and radiative acceleration, the
number of free stellar parameters is drastically reduced tothe effective temperature
and surface gravity only. The good agreement is a strong evidence that the interplay
of these two processes defines the chemical composition and stratification. The agree-
ment is, however, not in all cases better than with chemically homogeneous models,
which requires a more detailed discussion.

Stars similar to G 191–B2B (the group one from Wolff et al. 1998) can be repro-
duced significantly better with our self-consistent stratified models. This result is not
surprising since the first and successful application of these models to G 191–B2B
(Dreizler & Wolff 1999) motivated this work in the first place. Our new models can
also reproduce the stars classified as pure hydrogen (group three from Wolff et al.
1998), demonstrating that the vanishing of trace amounts ofmetals is correctly re-
produced. Within this group, however, the surface gravity had to be increased by up
to 0.5 dex in order to achieve a good fit (see also Table 5.1, andthe discussion in
Sect. 5.5.2).

The fits of PG 1123� 189, GD 246 and GD 984 are not completely satisfying but
deviations are of the same order as compared to fits with homogeneous models. The
fits for HZ 43A, RE J1032� 535, RE J2156� 546 and RE J2009� 605 are not quite
as good as the ones which could be achieved with spectra derived from the grid of
homogeneous models. In four cases (LB 1919, MCT 0027� 6341, PG 1234� 482, and
GD 394), using the new models results in a worse fit than before. These significant
individual deviations between models and observation could have physical reasons.
As discussed in Sect. 5.3.2, competing processes can disturb the equilibrium between
radiative acceleration and gravitational settling. As is evident from the overall good fit
of our models, these are unimportant in general but individual exceptions are possible.
In the case of LB 1919 for example, an unusually high rotationrate has been suspected
(Finley et al. 1997).

5.5.2 Remarks on� and � � � �

As mentioned above, our surface gravities are in several cases higher than in earlier
analyses. Those analyses had evaluated the Balmer line profiles for a determination
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Figure 5.4: Comparison of old and new effective temperatures and surface gravities:
Wolff et al. (1998) values versus those from this work as crosses in a� eff,� eff and a� � � � ,� � � �
diagram. The solid lines are the identity, dotted lines are linear least-squares fits to new as a
function of old, and old as a function of new, values.

of the surface gravity. The analysis of optical spectra withour new stratified mod-
els would allow one to search for systematic effects in comparison to analyses with
chemically homogeneous models. For now, we show the mostly reasonable correla-
tion between the effective temperatures by Wolff et al. (1998) and ours, and the less
consistent relation for the surface gravities taken from Finley et al. (1997) and ours,
in Fig.5.4. In Fig.5.5, the agreement, on average, between metallicity and metal index
� �

pointed out earlier is visualised. The surface gravities inour work appear indeed
biased towards higher values.

The uncertainties in the knowledge of fundamental atmospheric parameters are
larger, however, than individual studies may suggest. Evenfor a well-studied stan-
dard star such as G 191–B2B, the ensemble of recent determinations of

�
eff and

� � �
�

implies a surprisingly large scatter, as demonstrated in Fig.5.6. Here, the EUVE ob-
servations result in a good mean positioning of the object within other measurements.
Yet the overall scatter is not noticeably smaller than what must be noted for the bulk
of sample objects in Fig. 5.4.

Another independent result might be worth considering in this context: Detailed
parallax and gravitational redshift measurements with HSTof the binary system
Feige 24 (Benedict et al. 2000; Vennes et al. 2000) also yielded a higher surface grav-
ity for the WD component than several optical analyses (

� � �
� � 7.2–7.5). The con-
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Figure 5.5: Comparison of different measures of the metal content: Wolff et al.’s (1998) metal-
licity versus the metal index�

�
, line styles have the same meaning as in Fig. 5.4.

sistency of our result (
� � �

� � 7.7) with Vennes et al.’s (
� � �

� � 7.5–7.7) might be
interpreted as a hint that our current results, while they may certainly be subject to
some inaccuracies, do not as a general rule suffer from exceedingly high � � � � values
in the models that enforce the usage of higher

� � �
� ; part of the absolute deviation

may as well be due to specific problems in other studies.
Should the surface gravities determined with our models prove to be reliable, they

would open up a new possibility: The surface gravity governsthe gravitational set-
tling. Through the equilibrium condition, the amount of trace metals in the atmo-
sphere is determined. In effect, we therefore evaluate the metal abundances in order
to derive the surface gravity. Our proposed method would be avery sensitive indi-
cator but it is, unfortunately, also sensitive to systematic errors in the calculation of
the radiative acceleration. The shifts in

� � �
� necessary to obtain good fits for several

of the objects consequently could indicate that the accuracy of the � � � � calculation
needs to be further improved. New test models therefore aim at determining radiative
accelerations with higher precision (see Sects. 3.4, 4.3).

Since the accuracy of the calculation of the radiative acceleration is a crucial issue,
several possible improvements not yet implemented into ourmodels can be consid-
ered that may help to resolve remaining discrepancies. Tests including more, and
more detailed, model atoms have been presented earlier. Thefine structure splitting
of lines was considered for� � and� � in the Kiel atomic data, and is also considered
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Figure 5.6: Parameters for G 191–B2B from different studies; only references from 1991 on
have been considered. References with parameters adopted from one of the above analyses
were not included. In the annotations added to some of the quotes, the abbreviations ”Balmer”
and ”Lyman” mean that the parameters have been derived usingthe hydrogen Balmer or Lyman
line series, while the mentioning of� values for Bergeron et al. (1994) parameters refers to
different � � contents of the models explored in that paper.

in all data prepared withIrOnIc according to the Kurucz data. The inclusion of fine
structure (as suggested by Chayer et al., who also tested theeffect for � � and � � )
adds further opacity and usually leads to higher equilibrium abundances. The fine
structure splitting has not been taken into account (exceptfor appropriate weighting)
for � � � elements and� � .

The momentum redistribution according to Montmerle & Michaud (1976) is also
still missing.
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5.5.3 Outlook

We have presented our chemically stratified model atmospheres describing the chem-
ical composition through the equilibrium between gravitational settling and radiative
acceleration self-consistently. The application to 26 EUVE spectra of hot DA white
dwarfs has revealed an overall good agreement, demonstrating the potential of these
new models.

In Chapter 6, we will discuss the derived parameters for individual objects in the
context of an analysis of the metal lines observable in UV spectra. This will also be an
important test for the consistency of atmospheric parameters derived from different
parts of the spectrum, which often poses a problem. While analyses with chemically
homogeneous models may be biased due to systematic errors introduced through the
neglect of stratification, the parameters presented here may be subject to systematic
errors due to the fixed photospheric abundances and might also not stand on excep-
tionally firm ground yet.

Likewise, the determination of the interstellar column densities has to be regarded
as preliminary, since these cannot be determined independently from the theoretical
spectra.
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CHAPTER 6

Abundance analysis in the UV

6.1 Graphical representation of the results

In this chapter, the abundance values predicted by the diffusion models in a given
photospheric layer are compared to results from analyses using established model
matching techniques applied to abundance determinations from UV observations.
This comparison uses photospheric parameters for a 25-object sample analysed and
published by Barstow et al. (2003c) that, with 14 common stars, partly overlaps the
EUVE sample in Chapter 5. Effective temperatures, surface gravities, and metal abun-
dances were derived from IUE, HST, and FUSE spectra using a� �

fitting technique.
For 7 objects only IUE spectra, for 3 objects only HST-GHRS spectra were available,
while for the bulk of 14 objects HST-STIS spectra could be used. Both types of HST
spectra were in five cases supplemented by IUE data for betterspectral coverage.
For one object a FUSE spectrum was used (PG 1342� 444, based on Barstow et al.
2002). A comprehensive determination of metal abundances from all FUSE spectra
obtained for hot DA white dwarfs is work in progress (Barstowet al. 2001b, 2003a;
Dupuis et al. 2003).

Barstow et al. (2003c) calculated both pure hydrogen and heavy element blanketed
NLTE models, with homogeneous abundances of
 � � , � , � , � , � � , � � , � � � fixed
at the values measured for G 191–B2B for the blanketed models, to determine

� � �

and
� � �

� from Balmer line fitting to optical spectra. Theoretical spectra with variable
abundances for the purpose of model fitting of the UV spectra were obtained by cal-
culating formal solutions with the modified abundances based on the existing model
structures for one element at a time (using the element list above). The [

� � �
,
� � �

� ]
parameters from Balmer line fitting were restricted to thesevalues within narrow
bounds during the abundance determination from the UV spectra.

In the following, the equilibrium abundances predicted by diffusion models at the� � �
and

� � �
� parameters given by Barstow et al. (2003c) are compared to their abun-

dances measured by model matching. The first set of figures (6.1 – 6.24, starting on

69
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page 71) shows the results for one object per plot. The x-axisis used to represent the
different ions or elements considered, the y-axis shows four abundance types that the
following symbols stand for:

Black dots represent the abundances as measured by Barstow et al. (2003c) with er-
ror bars in abundances that are the formal fitting errors obtained by these au-
thors. Items where only the error bar without a dot is plotteddenote upper
limits.

Grey dots are diffusion model predictions at� ross �
�
� interpolated for

� � �
and

� � �
�

of each object. The error bars for the abundances are obtained by evaluating the
maximum abundance variation due to the given uncertaintiesin

� � �
and

� � �
�

(the latter, as above, are Barstow et al.’s formal fitting errors).

Dark grey diamonds repeat the same exercise for the predictions from diffusion
models by Chayer et al. (1995b), but without errors assigned.

Dotted lines visualise the cosmic abundances of the elements considered(according
to Wilms et al. 2000) and are therefore obviously the same in all figures.

The objects are sorted by decreasing effective temperature(as in the discussion below,
where they are however first split into two groups). The second set of figures (6.29 –
6.42, starting on page 104) compiles the results obtained for all objects on an element-
by-element basis. The upper plot on each left-hand page shows all measurements for
one element as function of effective temperature, with partof the scatter observed1

due to the scatter in
� � �

� , the lower plot shows the same measurements as a function
of surface gravity so that here part of the scatter is due to the scatter in

� � �
; the upper

plot on right-hand pages displays the measurements as a function of the metal index
� �

. The meaning of the symbols is almost identical to what has been described above:

Black dots are the measurements by Barstow et al., with errors bars in
� � �

,
� � �

� and
abundances that are their formal fitting errors (errors for the derived quantity
� �

are obvious). Items without a dot denote upper limits.

Grey dots are the predicted abundances from diffusion models at� ross �
�
� using the

objects’ given
� � �

and
� � �

� values. The
� � �

or
� � �

� errors are also directly
from Barstow et al. here, while the error bars for the abundances are obtained
as above by evaluating the abundance variation due to the given uncertainties
in

� � �
and

� � �
� (and similarly for the errors in� �

).

Dark grey diamonds still stand for Chayer et al. predictions, without errors assigned.

Dotted lines represent the cosmic abundance of the element in each plot.

1”Observed” here refers both to the actual observations as well as to the model abundances.
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Figure 6.1: Comparison of UV elemental abundances, see text.

Figure 6.2: Comparison of UV elemental abundances, see text.
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Figure 6.3: Comparison of UV elemental abundances, see text.

Figure 6.4: Comparison of UV elemental abundances, see text.
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Figure 6.5: Comparison of UV elemental abundances, see text.

Figure 6.6: Comparison of UV elemental abundances, see text.
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Figure 6.7: Comparison of UV elemental abundances, see text.

Figure 6.8: Comparison of UV elemental abundances, see text.
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Figure 6.9: Comparison of UV elemental abundances, see text.

Figure 6.10: Comparison of UV elemental abundances, see text.
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Figure 6.11: Comparison of UV elemental abundances, see text.

Figure 6.12: Comparison of UV elemental abundances, see text.
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Figure 6.13: Comparison of UV elemental abundances, see text.

Figure 6.14: Comparison of UV elemental abundances, see text.
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Figure 6.15: Comparison of UV elemental abundances, see text.

Figure 6.16: Comparison of UV elemental abundances, see text.
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Figure 6.17: Comparison of UV elemental abundances, see text.

Figure 6.18: Comparison of UV elemental abundances, see text.



80 Chapter 6: Abundance analysis in the UV

Figure 6.19: Comparison of UV elemental abundances, see text.

Figure 6.20: Comparison of UV elemental abundances, see text.
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Figure 6.21: Comparison of UV elemental abundances, see text.

Figure 6.22: Comparison of UV elemental abundances, see text.



82 Chapter 6: Abundance analysis in the UV

Figure 6.23: Comparison of UV elemental abundances, see text.

Figure 6.24: Comparison of UV elemental abundances, see text.
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6.2 Object-by-object discussion

Prior to going into the discussion of the substantial contents of the object plots, a
brief summary of observations and resultant publications relevant to the determina-
tion of photospheric abundances is given for each object. Inthe references compiled
for each object, the following types of publications have generally been excluded de-
liberately: Publications from before 1993 (because no NLTEmetal-line blanketed at-
mospheres were available for analyses before that time: thefirst such modelling goes
back to Dreizler & Werner 1993, Hubeny & Lanz 1995 and Lanz & Hubeny 1995);
publications that have already been extensively cited in this or the previous chapter
that represent comprehensive studies of the whole sample (see below); publications
concerned with the determination of fundamental parameters from Balmer or Lyman
lines (optical: Bergeron et al. 1994, Finley et al. 1997, Marsh et al. 1997a; including
a comprehensive table of known hot DAs: Napiwotzki 19992; optical analysis of X-
ray selected objects: Vennes 1999; comparison optical versus FUV: Barstow et al.
2001c, 2003b); publications concerned with the analysis ofthe interstellar medium
for which the white dwarf only acts as a background light source; usually publica-
tions that are not much more than abstracts especially if full-fledged refereed articles
with similar contents are available; and publications thatpredominantly compile or
repeat results published elsewhere, as for example in review papers. Those references
treating a significant sub-sample of objects are usually notlisted under the individ-
ual objects again. These exceptions include the bulk analyses of ROSAT pointed
observations by Barstow et al. (1993a), Jordan et al. (1994)and Wolff et al. (1996),
the IUE survey by Holberg et al. (1998), and the examination of EUVE samples by
Dupuis et al. (1995), Barstow et al. (1997), Marsh et al. (1997b), Wolff et al. (1998)
and Barstow et al. (1998).

Further references of general interest here are the HIPPARCOS parallaxes available
from Vauclair et al. (1997), the disentanglement of photospheric from circumstellar
features (Bannister et al. 2003) and of course the comprehensive analysis of heavy el-
ement abundances by Barstow et al. (2003c) on which the comparison in this chapter
is based.

6.2.1 Objects contained in the EUVE sample

RE J2214� 493 After its discovery by ROSAT, RE J2214� 493 was observed by the
IUE satellite and the spectra obtained were among the first tobe analysed with
NLTE models treating the line-blanketing effects from ironand nickel lines.
Additionally, � , � , � , � � , and� �

are detected.
2The literature compilation by Napiwotzki (1999) provides afull list of hot DAs down to 30 200 K

with a total of 130 objects (of those, less than two thirds liewithin this work’s model grid limits).
Napiwotzki et al. (1999b) furthermore provide a LTE to NLTE corrections map for such analyses.
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The� � abundances determined by Holberg et al. (1993) and Werner & Dreizler
(1994) were based on the same model grid and compared well with each other
(
� � �

(� � /� ) � � 4.25� 0.25). The� � abundances published by Holberg et al.
(1994, TLUSTY models:

� � �
(� � /� ) � � 5.5) and Werner & Dreizler (1994,

PRO2models:
� � �

(� � /� ) � � 4.4� 0.3), on the other hand, differ by 1 dex. At
a value of 0.4 – 5 of the� � /� � abundance ratio in the latter case, a clear enrich-
ment compared to the solar value of

�
20 is implied that the authors attribute to

radiative levitation. Both the value of� � /� � � 20� 10 by Holberg et al. (1994)
as well as the current results represented in Fig. 6.5 (� � /� � � 14� 3 in numbers,
differing from the older results by a re-determination of effective temperature
and surface gravity from new optical data, and new abundances found on the
basis of the IUE final data set – Barstow et al. 1998; Holberg etal. 1998) dis-
agree with this. The issue remains to be settled and is perhaps symptomatic
for the remaining uncertainties due to modelling issues, inparticular concerned
with the accuracy and completeness of atomic data.

Taking the results in Fig. 6.5 at face value, the measured abundances of� in
particular, but also, to a lesser extent, of� � and, just within the error bars,
� � , are matched by the predictions.� , � and� � are over-predicted by various
degrees. It is remarkable that the iron and nickel abundancevalues appear close
to what looks like a limit set by the cosmic abundances.

The fit to the EUV spectrum in Chapter 5 is reasonably good and does not
require to twist the fundamental parameters found in earlier studies. How-
ever, since those earlier parameters imply an effective temperature almost 10%
higher than that used in the above comparison, the sole fact that predicted and
measured (UV) iron abundances are not too different in this comparison does
not immediately signify consistency with the EUV results.

A FUSE spectrum exists, but has so far only been explored for studies of the
ISM (e.g. Hébrard et al. 2002).

Feige 24 Besides being a secondary photometric standard star, the Feige 24 system
is the prototype of a close binary that has just emerged from acommon enve-
lope phase and is likely to evolve into a cataclysmic variable3. Fundamental
stellar and binary system parameters derived by Vennes & Thorstensen (1994)
from optical and IUE data favour a low mass and a helium core for the hot
white dwarf, a scenario further refined through modelling and interpretation in

3From Vennes & Thorstensen (1994): ”Feige 24 is the prototypeof a class of young, EUV-emitting,
binary systems comprising a late main sequence secondary and a hot

�
-rich white dwarf; the class is

characterized by optical and ultraviolet photospheric HeII absorption, circumstellar CIV (
� � 1550Å)

absorption, and by the presence of EUV-induced, phase-dependent Balmer fluorescence. These young
systems present the best opportunity to constrain theory ofcommon-envelope evolution.”
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Vennes et al. (1995), only to be disputed by Benedict et al. (2000) who suggest
a carbon core based on HST Fine Guidance Sensor 3 data. This conclusion was
also adapted by Vennes et al. (2000) after they obtained revised atmospheric
parameters from HST-STIS observations.

The HST-STIS data complement or partly supersede observations, among other,
by ROSAT, IUE, EUVE (e.g. Barstow et al. 1994b), and earlier HST instru-
ments. The IUE spectrum was used by Werner & Dreizler (1994) to measure
photospheric abundances, the EUVE spectrum was analysed byDupuis et al.
(1995). EUV model spectra were also presented by Lanz & Hubeny (1995).
Based on the HST-STIS spectrum first published by Vennes et al. (2000),
Vennes & Lanz (2001) give photospheric abundances for� , � , � , � � , � , � � ,
and � � . After removing part of an apparent ionisation imbalance for oxygen
by applying NLTE models, Vennes et al. (2000) note a residualionisation im-
balance that they attribute to either faulty atomic data foroxygen or chem-
ical stratification. These considerations, also maintained in Vennes & Lanz
(2001), could however not be solved in favour of the stratification hypothesis
for Feige 24 so far.

Similar as for RE J2214� 493, the abundances now determined tend to lie below
the predictions, again with the exception of� � .
A good EUVE fit could be obtained for a surface gravity value higher than pre-
viously determined ones, but in return consistent with the results by
Vennes & Lanz (2001).

RE J0623� 377 Variously known as RE J0623� 374, RE J0623� 377, or simply
RE J0623� 37, and systematically called RE J0623� 371 in publications by
Barstow et al., the object unambiguously identified by its white dwarf num-
ber as WD 0621� 376 was first discovered by ROSAT (Holberg et al. 1993).
The IUE spectrum was analysed by Werner & Dreizler (1994), and is of course
included in the studies by Holberg et al. (1998) and Barstow et al. (2003c).

In comparison to results from the latter, the predicted� and � abundances
are too high, while� and � � are very well,� � reasonably well matched. For
� � , the same discrepancy as for RE J2214� 493 and Feige 24 is observed: The
prediction is at the same level as� � , the measurement is more than one or-
der of magnitude smaller. This is just barely within the limits suggested by
Werner & Dreizler (1994) who found� � /� � � 0.5 – 10 for this object.

The EUVE spectrum is very well reproduced at parameters consistent with
those that different studies generally seem to agree on.

A FUSE spectrum exists, but has so far only been explored for studies of the
ISM (e.g. Lehner et al. 2002).
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PG 1123� 189 As an ultraviolet-excess object, ROSAT, IUE and EUVE source, the
spectroscopic binary PG 1123� 189 is included in the major survey papers and
additionally features in Napiwotzki et al.’s (1999a) NLTE optical parameter re-
determination.

The EUVE spectrum cannot be fitted well with diffusion modelseven with an
increased surface gravity value. This fits with the picture in Fig. 6.10, based on
an otherwise unpublished HST observation with limited spectral coverage: The
upper limits for� and� are far below the prediction, the� � measurement is
two orders of magnitude below the prediction.

RE J2334� 471 Tentatively classified as a DA already by Hill & Hill (1966),
RE J2334� 471 or MCT 2331� 4731 was observed by ROSAT, EUVE and IUE.
An LTE analysis of the FUSE spectrum was presented by Wolff etal. (2001).
Their work adds� and � to the list of elements observed in the photosphere of
this star, and reports abundance values for� � , � , � and � � including� � �

(� � /� ) � � 6.22 and
� � �

(� � /� ) � � 5.3.

Both of these values are consistent with the results here (but obtained assum-
ing different fundamental parameters, see below), which inturn agree with the
predictions. Despite large error bars, the agreement is also very good for the
best values for� . This is not true to the same degree for� , � and � � , with
the measurement for the latter almost three orders of magnitude smaller than
predicted.

At the chosen set of parameters, the EUVE spectrum is well fitted by the model;
however, an impressive range of effective temperatures andsurface gravities is
still being suggested by various authors depending on the particular observation
analysed. Values range from 53 000 K to 62 000 K in

�
eff and 7.6 to 8.1 in

� � �
� .

G 191–B2B At a visual magnitude of mv=11.79, and correspondingly bright blue and
UV colours, this spectrophotometric standard star is very well observed and
frequently used for calibration purposes, in particular ofUV instruments (e.g.
HST: Colina & Bohlin 1994; Bohlin et al. 1995; Stone 1996; Bohlin 1996, and
HST-STIS in particular: Bohlin 2000; Bohlin et al. 2001). Ina review article,
Kruk (1998) explains the essential role that reliable spectral modelling of the
flux standard plays for the successful calibration of observational instruments.

G 191–B2B has been observed by, or used for the calibration of, HUT As-
tro 1 (Kimble et al. 1993a; Smith et al. 1996; Kruk et al. 1997), HUT Astro 2
(Kruk et al. 1999), EUVS (Extreme Ultraviolet Spectrograph, Wilkinson et al.
1993), the ORFEUS SPAS I+II missions (Dixon et al. 2002), extreme-ultra-
violet rocket spectroscopy experiments such as the ExtremeUltraviolet Opacity
Rocket (EOR, Gunderson et al. 2001) and J-PEX (Cruddace et al. 2002), the
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X-ray observatory XMM (Chen et al. 2004 suggested G 191–B2B for XMM’s
wavelength calibration), and large optical telescopes such as Keck or VLT.

The extensive data allow a detailed modelling and parameterdetermination of
this ”prototype” hot DA, resulting in knowledge about the object which is in
turn required to fulfil the calibration needs. The remaininguncertainties in the
modelling as documented in Fig. 5.6 might appear surprisingin this context:
The host of values for

� � �
and

� � �
� found from optical (Balmer line series) and

Lyman line analyses (see the short compilation at the beginning of this section
and Fig. 5.6 for the corresponding references) frame the various values used in
or derived from UV and FUV studies. Besides systematic effects attributable
to poorly understood effects from one wavelength range to another, and un-
controllable random scatter from one observation to another, the discrepancies
amount to a large extent from different approximations in the models. The us-
age of NLTE versus LTE models, the inclusion of� � and/or metals and their
exact composition, and the degree to which the imperative ofself-consistency
is observed all play a role. The efforts to explain the spectral energy distri-
bution of G 191–B2B in particular reflect the overall increasing complexity of
the atmosphere models utilised to understand the composition and physics in
any hot DA atmosphere. New concepts were often first tested onthis star, due
to stronger constraints from new observations, numerouslyobtained for this
target:

Barstow et al. (1993a,b) were unable to obtain an acceptablefit to ROSAT data
with H models. The first NLTE line-blanketed models with� � were presented
by Dreizler & Werner (1993) for comparison with EUV and IUE data, and
subsequently used in studies by Holberg et al. (1994) and Werner & Dreizler
(1994) who determined� � and� � abundances from the IUE spectrum. Simi-
larly sophisticated model atmospheres were then computed by Lanz & Hubeny
(1995), and used in Lanz et al. (1996) to create a model specifically for G 191–
B2B that resulted in the determination of a lower effective temperature, and
heavy element abundance measurements (still based on the IUE and additional
EUV data). Vidal-Madjar et al. (1994) detected� , � � , and� � lines in an HST-
GHRS spectrum, Vennes et al. (1996a)� and � in an ORFEUS spectrum.
Barstow et al. (1994b) presented the first EUVE spectrum thatDupuis et al.
(1995) then used to determine a suitable

�
eff and analyse the ISM along the line

of sight towards G 191–B2B. However, the EUVE observation continued to
elude successful modelling (Barstow & Hubeny 1998:� +� � stratified model
including heavy elements) until Barstow et al. (1999) suggested a stratified� �
slab model. The diffusion model by Dreizler & Wolff (1999) delivered the jus-
tification for such an approach and correctly predicted the� � opacity required
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to match HST-STIS and EUVE spectra simultaneously.

Recently, Vennes & Lanz (2001) have published a comparison of Feige 24 and
G 191–B2B based on HST-STIS spectra, of which Holberg et al. (2002) of-
fer a co-added, high signal-to-noise version. There have been efforts to sepa-
rate photospheric from circumstellar metal line contributions (Bruhweiler et al.
1999 mention such a component for� ; the major works on this topic have been
listed in the introduction). FUSE observations (e.g. Lemoine et al. 2002, ISM
analysis) await a detailed investigation as announced in Barstow et al. (2003a).
A flight of the J-PEX instrument has targeted G 191–B2B, resulting in a new
high-resolution spectral observation in the extreme-ultraviolet (Cruddace et al.
2002; Barstow et al. 2005).

As for several other objects assigned to the so-called G 191–B2B-group, the
agreement between predicted and measured value for� � is relatively good;
it is excellent for� � and of only slightly lesser quality for� . A decreasing
coincidence must be noted for� , � , and� � in this order, with a large deviation
for � � . Owing to the well-matched� � profile, the fit to the EUVE spectrum,
at an accepted pair of fundamental parameters, is good, as has been previously
proven in Dreizler & Wolff (1999).

PG 1234� 482 Wolff et al. (1994) and Jordan et al. (1996) reported the detection of
� � in the EUVE spectrum, and Homeier et al. (1998) have providedan inde-
pendent optical parameter determination. Apart from a measurement of� � ,
the new attempt only cites upper limits for other elements, all with large error
bars due to the noisy IUE spectrum. The non-detection of mostheavy elements
roughly fits with the notion that absorbers are missing in theshort-wavelength
part of the EUVE spectrum that would bring down the observed spectrum to
the lower flux level of the diffusion model, which has alreadybeen boosted
considerably by increasing the surface gravity.

GD 246 Napiwotzki et al. (1999a) give a NLTE optical parameter determination for
this faint spectrophotometric standard (Bessell 1999, UV normalisation;
Hawarden et al. 2001, large optical telescopes; Smith et al.2002, SDSS stan-
dard-star network).

The star has IUE and EUVE spectra that Vennes et al. (1993) used to prove
the existence of interstellar HeII for the first time; one of the more recent ISM
studies based on a FUSE spectrum is, for example, Oliveira etal. (2003).

FUSE observations are also reported by Wolff et al. (2001) and Chayer et al.
(2001). Wolff et al. (2001) identify� , � , � , � � , � , � � and � � and measure
photospheric abundances of� � , � and� � . The� � abundance is actually an up-
per limit of

� � �
(� � /� ) � � 4.7, but Dupuis et al. (2000b) and Vennes & Dupuis
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(2002) write about the presence of� � in a CHANDRA spectrum that they relate
to the missing opacity in the EUV.

The diffusion models fail in fact to reproduce the EUVE spectrum; this is one of
only two cases where the predicted flux is too high at intermediate EUV wave-
lengths despite a lowered effective temperature. At short EUV wavelengths, the
situation is reversed, and cannot be reconciled by the increased surface gravity
employed.

The latter is in accord with the finding for� � in the comparison shown (based
on IUE and HST-STIS spectra, Holberg et al. 2000): The upper limit measured
lies far below the prediction. The same is true for most otherelements except
� and � � , where some agreement can be noted.

MCT 0455� 2812 Identified with simultaneous discoveries by Barstow et al. (1992),
MCT 0455� 2812 was ultimately published as a new ROSAT white dwarf
RE J0457� 281 by Barstow et al. (1994d).

NLTE analyses of optical spectra are available from Napiwotzki et al. (1999a)
and Koester et al. (2001, SPY); the latter cites a larger T

� �
than used here.

Apart from IUE and EUVE spectra, MCT 0455� 2812 also has an ORFEUS I
spectrum (1993 flight) that reveals the presence of� and � (Vennes et al.
1996a; Barstow et al. 1998). An analysis of the FUSE spectrumwas presented
by Wolff et al. (2001); similar to GD 246,� , � , � , � � , � , � and� � are found.
An upper limit of

� � �
(� � /� ) � � 5 is cited.

The EUVE can be reproduced fairly well, at a significantly higher temperature
than even found in Koester et al. (2001), so that a direct comparison of results
in the EUVE versus those in the UV makes little sense. Nevertheless, both
� � and� � are well matched, although the iron measurement is higher than the
prediction, in contrast to the systematics emerging so far.At the higher temper-
ature suggested by the EUVE fit, this would probably appear reversed again.
The remaining elements show a gaudy scatter in the directionof deviations, in
conjunction with large error bars.

HZ 43 A Despite its red companion, HZ 43 A is a very popular spectrophotometric
standard. The wide common proper motion pair are separated by about 3”, so
that depending on the seeing and the spatial resolution of the telescope the� � �
component will or will not contaminate an optical spectrum.It can be easily
separated with HST, and its contribution to shorter wavelength observations is
negligible.

Napiwotzki et al. (1993) and Heber et al. (1997, determination of an upper limit
for the rotational velocity) have presented good optical spectra in addition to the
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familiar standard works. The binary nature of the system canbe exploited to
study, within a larger sample, evolutionary channels in non-interacting binary
systems (Barstow et al. 1994a), population membership via the radial velocity
and metallicity of the un-evolved companion (Silvestri et al. 2002), and gravi-
tational redshifts (Reid 1996, allowing an independent determination of

� � �
� ).

HZ 43 A is one of four primary white dwarf standards used as a spectropho-
tometric reference for various HST instruments (Bohlin et al. 1995, Bohlin
1996, Bohlin 2000, Bohlin et al. 2001). It is treated in Kruk’s 1998 review
about UV calibration, prominently features in the Hopkins Ultraviolet Tele-
scope Astro-1 and Astro-2 calibration (Kruk et al. 1997, 1999), and supplied
the in-flight calibration of ORFEUS-SPAS II (Hurwitz et al. 1998; Dixon et al.
2002). Further, it is used in Massa & Fitzpatrick’s (2000) re-calibration of
IUE NEWSIPS, in the FUSE calibration (Sahnow et al. 2000), XMM-Newton’s
(Jansen et al. 2001) and also CHANDRA’s low-energy calibration (see also
Vennes & Dupuis 2002).

After having established a set of fundamental photosphericparameters in 1993,
Napiwotzki et al. exclude HZ 43 A from their 1999a analysis but state that sys-
tematic errors of 0.3 dex in

� � �
� , as found between Napiwotzki et al. (1993)

and Finley et al. (1997), are not so serious in the light of their new results.4

Although the smaller shifts in effective temperature warrant correspondingly
fewer discussions, it is noteworthy that the work by Bessell(1999) on spec-
trophotometric standards uses

�
BB � 35 000 K, a blackbody temperature, that

obviously deviates strongly from the accepted effective temperature of about
50 000 K. Generally, of course, the discussion is not betweenblackbody versus
LTE � models, but between LTE� models (as used in virtually all of the cali-
bration works) versus NLTE models, and with various traces of � � or metals.

Undisputedly, HZ 43 A exhibits an unusually pure� atmosphere. Regularly,
spectra from new instruments only place upper limits on heavy element abun-
dances. Modelling efforts have therefore concentrated, among other things, on
NLTE models (also for spherical symmetry) for various� � /� compositions, or
LTE model atmospheres with comptonisation (Madej 1998) which contributes
some additional opacity that however only has an effect on the emergent X-ray
spectra when the atmosphere contains no� � .

The series of observations that have failed to detect photospheric metals in
4From Napiwotzki et al. (1999a): ”Therefore, we conclude that the accuracy is not limited by the noise

for good spectra, and we suggest that other effects, such as details of the extraction or fluxing and nor-
malisation procedures, contribute more. Considering these systematic uncertainties, the 0.3 dex difference
between the gravity determinations of Finley et al. (1997) and Napiwotzki et al. (1993) for HZ 43 A is only
a 1.5� deviation and therefore not as serious as considered by Finley et al. (1997).”
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HZ 43 A includes Kimble et al. (1993b, HUT); Barstow et al. (1995, including
a constraint of

� � �
(� � /� ) � � 6.5, from EUVE spectra); Dupuis et al. (1998,

ORFEUS-SPAS II); and Kruk et al. (2002) who, within an ISM analysis with
FUSE data, amended by HST-GHRS and EUVE, once more report that no
heavy elements are detected in the photosphere.

Likewise, Fig. 6.16 shows only upper limits from IUE and HST-STIS measure-
ments; although those for� , � , � � and� � remain marginally consistent with
the predictions. The ORFEUS spectrum actually places tighter limits on the�
and � abundances, definitely destroying any consistency for� . The limiting
abundances for� � and � � remain high however and are instead further con-
strained by the EUVE spectrum: Irrespective of the above Napiwotzki et al.
(1993) / Finley et al. (1997) discussion, the

� � �
� required to purify the atmo-

sphere to the observed degree is higher by yet another 0.3 dexat least than
those values, reminiscent only of the historical value by Holberg et al. (1986)
from a Lyman line analysis (not confirmed in the newer work by Barstow et al.
2003b).

Fuhrmeister & Schmitt (2003) set the flare flag in the tabulated results of their
ROSAT variability study, although they mention in the papertext that they have
used HZ 43 A as a stable reference to test their methods.

RE J2156� 546 First observed in the Einstein IPC slew survey (Elvis et al. 1992),
this object is also a ROSAT (e.g. Chu et al. 2004), EUVE (ISM paper:
Wolff et al. 1999), HST and FUSE (ISM paper: Lehner et al. 2003) target.
In their SPY survey, Koester et al. (2001) find a slightly higher

�
eff and lower� � �

� (46 700 K, 7.65) than cited in Chapter 5 (44 000 K, 7.91), whileboth the�
eff and

� � �
� used for the comparison here (45 500 K, 7.86) lie in between those

values.

Although generally classified as another pure hydrogen-object, RE J2156� 546
surprisingly shows oxygen lines in the FUSE range; from a combination of
this finding with STIS and EUVE data, Chayer et al. (2003) conclude that�
must be stratified in this (and three further) stars. Their modelling is based on
a stratification profile taken from this work for a model with

�
eff � 46 00 K and� � �

� � 7.8.

While for their � +� NLTE models the EUVE spectrum can apparently be
reproduced, the fit here is not completely satisfactory for the full models in-
cluding other elements, and even this can only be achieved if

� � �
� is increased

by 0.4 or 0.5 dex.

For most elements, the STIS spectrum only allows to derive upper limits; al-
though those for� , � and� � are consistent with the predicted values, at least
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� � is probably quite a bit lower than predicted.� and � � are detected, but at
much lower levels than expected.

RE J1032� 535 Holberg et al. (1999a,b) discuss the STIS spectrum of RE J1032� 535
in conjunction with the EUVE spectrum. One of their conclusions is that�
must be stratified in this star; this issue is disputed by Chayer et al. (2005, in
press), and further discussed in some detail in Sect. 6.2.3.From the FUSE data
(Welsh et al. 2002, ISM), on the other hand, Chayer et al. (2003) deduce an
oxygen stratification. Barstow et al. (2003c), finally, suspect a stratification of
carbon based on the line profiles observed in the STIS spectrum.

The EUVE fit, similarly to RE J2156� 546, requires a
� � �

� increased by about
0.5 dex, while other parameter determinations exhibit lessscatter in

�
eff and� � �

� .

The problems with the EUVE fit probably result from too high values for � �
and� � in the equilibrium model. Although their predicted values are consistent
with the upper limits shown in Fig. 6.18, the actual values could be significantly
lower. � , � and � � are also predicted somewhat too high, in stark contrast
to � : The use of the stratified profile from Holberg et al. (1999a) results in a
particularly high value. This apparent� superabundance leads to the definition
of a group that also encompasses RE J1614� 085 and GD 659.

For the ROSAT data, Fuhrmeister & Schmitt (2003) set the ”flare” flag (as for
5 more out of the 13 white dwarfs they detect).

PG 1057� 719 ROSAT and EUVE data for this object suggest it has a pure hydrogen
atmosphere. Holberg et al. (1997b) also find no evidence of heavy elements
in this object’s HST-GHRS spectrum; consequently, Fig. 6.19 displays upper
limits for � , � , � � , � � , � � based on the wavelengths covered by the GHRS
observations. In particular, PG 1057� 719 does not show nitrogen lines.

The EUVE spectrum appears strongly absorbed; it can be fittedat generally
accepted parameters.

Fuhrmeister & Schmitt (2003) find everything from flare activity to periodicity
and a trend in the ROSAT data.

GD 394 Given how complex the object GD 394 has turned out to be, it must have
been a challenge for some applications to use it for calibration purposes, as
carried out for example in Finley et al. (1984, IUE), Kruk et al. (1999, HUT),
and again Smith (2001, test of IUE wavelength calibration).The star appears
confusing enough to merit to be featured in Trimble & Aschwanden’s ”Astro-
physics in 2000” review (2001).
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Figure 6.25: This representation of observations of GD 394 has been taken from Dupuis et al.
(2000a) and illustrates the ”complete spectral energy distribution including data from EUVE
(80-400Å), HUT (911-1950Å), IUE (NEWSIPS LWP 20211 and SWP 41457; 1150-3250Å),
and AB magnitudes from Greenstein & Liebert (1990), along with a representative pure-
hydrogen model. The IUE flux scale was adjusted by +4%.”

A � � versus � overabundance was already reported from IUE spectra in
Bruhweiler & Kondo (1983), where GD 394 was also re-classified from DO to
DA. From EUVE spectra, Shipman & Finley (1994) reached the same conclu-
sion as Barstow et al. (1993a) from ROSAT, namely that the significant EUV
opacity observed cannot result from� � .
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The HST-GHRS spectra have first been analysed by Shipman et al. (1995).
They assigned a circumstellar origin to a number of� � lines that Barstow et al.
(1996) subsequently classified as photospheric within a combined analysis of
IUE, HST-GHRS, EUVE and optical data. In Holberg et al. (1997b), GD 394
HST-GHRS spectra are directly contrasted to those of the pure hydrogen object
RE J1614� 085.

Dupuis et al. (2000a) compile optical, IUE, HST-GHRS, HUT, EUVE observa-
tions for the most recent in-depth analysis of GD 394. Figure4 in their paper,
reproduced in Fig. 6.25, shows a nice overview of all these observations that
together produce a fairly complete spectral energy distribution. In the optical
Echelle spectroscopy,� � is detectable, once more implying a large, and ap-
parently variable, abundance. Furthermore, GD 394 turns out to be variable
in the extreme ultraviolet (EUV) with an amplitude of 25% anda period of
1.150� 0.003 days. The same periodicity has now been found in ROSAT data
by Fuhrmeister & Schmitt (2003). Since the time difference between both ob-
servations amounts to 5 years, the variability must be caused by a non-transient
phenomenon. The proposed spot, resulting from assumed accretion onto a mag-
netic pole and causing the variations through stellar rotation, would have to be
stable on such time scales.

To the element� �
measured by Dupuis et al. (2000a) after it had been reported

in Holberg et al.’s co-added IUE spectrum (1998), Chayer et al. (2000) add the
detection of� and� � in the FUSE spectrum.

Although this direct verification of the presence of� � in GD 394 confirms ear-
lier models, the diffusion models that incorporate� � obviously cannot explain
the observed abundance. There is too little overall opacityin the diffusion mod-
els, in contrast to most other objects, and the attempted match to the EUVE
spectrum is by far the worst in the whole sample. If the accretion scenario is
correct, this discrepancy is not surprising.

On the other hand, the measured� � abundance in the UV is not too far off the
equilibrium predictions, and except for� , where tight upper limits can be set
on the elemental abundance, the limits from measurements remain all the same
consistent with predictions.

Due to the time-dependency and in the light of all other likely complications
mentioned, any such survey-like results must be treated with extreme caution.

6.2.2 Other objects without EUVE spectra

PG 0948� 534 At 110 000 K, PG 0948� 534 lies far beyond the hot edge of the model
grid, so that the theoretical abundances are extrapolations that should only be
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read with extreme caution. Additionally, Barstow et al. (2003c) could not find
satisfactory fits to the CIV , N V, OV and SiIV lines that are detected in the
HST-STIS spectrum although they note values larger than about 10�

� ��
.

The extrapolated� � and� � abundances (both well beyond solar here) are too
high by 2 and 3 dex, respectively, compared to the measurements.

Ton 21 Although Ton 21 is a spectrophotometric standard star (Massey et al. 1988),
no FUSE spectra are available. The HST spectra are discussedin recent surveys
mentioned in the introduction.

All predicted elemental abundances are too high, including� � and � � where
the discrepancy becomes similarly large as for PG 0948� 534. Crudely speak-
ing, the offset scatters around a value of about 2 dex. It is higher for� � which
rather seems to be loosely constrained by the cosmic ratio. It is extremely large
for � � , the most abundant element in the observation. This is probably due to
missing higher ionisation stages that were not included in the model calcula-
tions.

RE J1738� 665 This object was the hottest WD detected by ROSAT (Barstow et al.
1994c), a discovery even followed up by a discussion in Nature (Shipman 1994;
Tweedy 1995). It might also still be surrounded by an old planetary nebula
(Tweedy & Kwitter 1994). In contrast to the notion shortly after its discovery
that it must have unusually low metal abundances to show the detected soft
X-ray flux, its abundance patterns do not appear too peculiarin the light of
newer parameter determinations (RE J1738� 665 is included in the recent sur-
veys analysing HST and FUSE spectra).

The abundance pattern and how it relates to the predictions is very similar to
that of Ton 21.

PG 1342� 444 As do Ton 21 and RE J1738� 665, PG 1342� 444 also lies near the hot
edge of the model grid. A FUSE spectrum is the only available high-resolution
observation in the UV (Barstow et al. 2002). It is one of the spectra that entered
into the study comparing effective temperatures as derivedfrom Balmer and
Lyman lines by Barstow et al. (2001c, 2003b). The results displayed in Fig. 6.4
were also obtained based on that data.

The overall abundance pattern as obtained from the FUSE spectrum is (roughly)
matched by the predictions better than for most other objects. But while the er-
ror bars continue to overlap, in detail the mean values actually do differ by
one order of magnitude. In particular, the� � discrepancy mentioned for other
objects above remains.
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RE J0558� 373 The EUVE spectrum of this object was not included in Wolff et al.’s
(1998) sample.

In the element abundance determination, although the first impression again is
not too bad, very small error bars on the measurements destroy compatibility
in all but two cases. So the predictions only meet the values for � and � � –
this quite well.

WD 2218� 706 WD 2218� 706 is surrounded by an ancient planetary nebula (e.g.
Acker et al. 1992); HST-STIS spectra of the central star havepreviously been
analysed by Barstow et al. (2001a).

In the abundance pattern, the matches are not so good for� and � , and the
apparent limit imposed on� � by the cosmic abundance is also particularly
striking and results in a mismatch. The measurement for� lies slightly above
the prediction but very close to it.

GD 153 GD 153 is frequently used for calibrations. For this reason,a variety of ob-
servations exist, including, for example, observations from FAUST
(Bowyer et al. 1993), HST-FOS (Bohlin et al. 1995), Astro-1 and Astro-2 of
HUT (Kruk et al. 1997, 1999), IUE (Massa & Fitzpatrick 2000),HST-STIS and
HST-NICMOS (Bohlin 2000; Bohlin et al. 2001), and XMM-Newton
(Jansen et al. 2001).

ROSAT observations exist and were, in addition to the standard publications,
also reported on by Thomas et al. (1998).

GD 153 is furthermore useful for ISM studies, as conducted using EUVE
(Vennes et al. 1994), FUSE (Lehner et al. 2003) and HST-STIS observations
(Redfield & Linsky 2004a,b).

Due to their global non-detection, the abundances from metal lines are all upper
limits. Those are tight enough for� and � � only in order to disagree with the
diffusion models.

RE J1614� 085 Following up on Holberg et al. (1997b), Fig 6.22 presents revised
abundance measurements from HST-GHRS spectra.

With respect to the equilibrium predictions,� is well matched, while the ob-
served� � is lower and� is higher at an extreme value of more than 6 orders
of magnitude. This causes it to be grouped together with RE J1032� 535 and
GD 659 by Barstow et al. (2003c).

The exceedingly large abundance of� in that group is disputed by results from
Chayer et al. (2005, in press) that are shortly discussed again in the context of
RE J1032� 535 in Sect. 6.2.3.
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GD 659 Early EUVE and ROSAT observations, presented by Finley et al. (1993) and
Wolff et al. (1995), respectively, suggested a pure hydrogen atmosphere of this
object. It is part of the MCT sample (Lamontagne et al. 2000) and of interest
for ISM studies so that a FUSE spectrum is available (Lehner et al. 2003).

In their initial analysis of EUVE and IUE spectra, Holberg etal. (1995) found
metals but favoured a circumstellar origin of the observed� , � and � � lines,
that are now interpreted as photospheric in the IUE and HST-STIS observa-
tions. In comparison to the radiative levitation calculations, the observed irreg-
ular abundance pattern shows occasional consistencies butis generally lower
than the predictions. The exception to this is again� , for which the highest
abundance in the whole sample is reported.

For this member of the nitrogen-rich group, Chayer et al. (2005, in press) also
obtain different results.

EG 102 This is another spectrophotometric standard star (Colina &Bohlin 1994, op-
tical; Kaiser et al. 1998 and Bohlin et al. 2001, HST-STIS andHST-NICMOS;
Smith 2001, IUE). A FUSE spectrum also exists (Hébrard et al. 2003).

The star has been reported to show lines of� � , � �
and � �

(see for example
Holberg et al. 1997a). Due to its low effective temperature,the presence of met-
als is attributed to accretion, which Debes & Sigurdsson (2002) speculate might
come from a perishing planet. Zuckerman & Reid (1998) and Zuckerman et al.
(2003) analyse the metal lines observations within a largersample of cool ob-
jects.

The comparison shown for the� � measurement implies a risky extrapolation to
low effective temperatures far beyond the actual model grid; funnily enough,
the match is so perfect that the data points shown become indistinguishable.
While no accretion would then be necessary to explain the presence of� � , � �
and� �

remain unexplained. The upper limits given for all other elements are
consistent with their absence in diffusion calculations due to complete settling.

Wolf 1346 Since this object has an even lower effective temperature than EG 102,
and only� � – whose presence is also generally being attributed to accretion –
could be measured (Holberg et al. 1996), this work refrains from displaying a
plot with abundance comparisons.

6.2.3 A closer look at the nitrogen lines in RE J1032� 535

The following analyses rely on the NV resonance line doublet at rest wavelengths of
1238.82 and 1242.80̊A observed in the HST-STIS spectrum. Holberg et al. (1999a)
have used it in conjunction with EUVE data to derive a chemical stratification in
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RE J1032� 535 where large amounts of� are concentrated in the high atmosphere.
Chayer et al. (2005, in press) have repeated the analysis of the same observation with
homogeneous models and obtain a good fit at a significantly lower � abundance.

Here, the line profiles are first compared to the emergent fluxes from several dif-
fusion models; then the diffusion models themselves are tested against the homo-
geneous grid by Chayer et al. (2005). All variations of depth-dependent� stratifi-
cation, or level of the homogeneous abundance, assumed in the different works are
summarised in Fig. 6.26.

The abundance profiles in Fig. 6.26 (in grey colour) and the theoretical fluxes
(smooth grey curves) in Fig. 6.27 correspond to stratified models with the predicted
equilibrium � abundance, and with that abundance profile scaled up by factors 10
and 10

�
. There are potential problems with the two scaled-up versions since they are

not self-consistent; the abundances were only scaled up andspectra were calculated
with SYNSPEC, the models themselves were not re-converged. Figure 6.27 is for two
different sets of atmospheric parameters: 46 000 K and

� � �
� � 8.0 are used for the

upper plot; and, following Barstow et al.’s values of
�

eff � 44 350 K and
� � �

� � 7.81,
44 000 K and

� � �
� � 7.8 are used for the lower plot. Hence the lower two panels in

Fig. 6.27 are at the
�

eff and
� � �

� also shown in Fig. 6.27.
Table 6.1 summarises the results for the direct comparison of the spectra from the

three models to the NV lines. The lowest abundance is favoured over the higher ones;
the decision between the models with different effective temperature and

� � �
� is less

clear but the overall best match is at the parameters also adopted in the other studies.
Next, the three stratified models at

�
eff � 44 000 K and

� � �
� � 7.8 were fitted with

the � +� homogeneous NLTE grid by Chayer et al. (2005). P. Chayer derives repre-
sentative homogeneous abundances that best fit the models atvalues of� 6.21,� 4.82,
and� 4.80 (see Table 6.2). Figure 6.28 demonstrates that while the fit quality is good
for the lowest abundance pattern, it decreases for the scaled-up versions. The value
determined for the original diffusion model coincides withthe value Chayer et al.
(2005) determine from the observation. The other two valuesare so close to each
other that they are hard to distinguish. The less than perfect fits and the very similar
results for abundances that in the underlying model differ from each other by one
magnitude must perhaps be attributed to the lack of self-consistency. The obvious
saturation of the line, or a genuine stratification effect that could have a larger impact
at larger abundances, provide further potential explanations.

However, the by far most interesting case is the original model itself: The value
derived by the fitting as its representative abundance is 0.8dex higher than what the
model’s abundance is at� � � � � �

�
� . On the other hand, this value is practically identi-

cal to the one Chayer et al. (2005) derive for RE J1032� 535: This is consistent with
the interpretation that the nitrogen in RE J1032� 535 is stratified due to radiative lev-
itation as predicted by the model, and that it is present at about the same overall
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Figure 6.26: Different nitrogen stratification profiles assumed for RE J1032
�

535 at
T� � � 44 000 K and� � � � � 7.8: The lowest of the three thick grey diffusion profiles is the
stratification profile predicted from this work, the two similar profiles above this are scaled up
by factors of 10 and 10

�
, respectively. Thin grey lines denote the contribution of NV to the

total � abundance in all three cases.
The location of� ross �

�
� on the logarithmic mass scale near� 2 is indicated along with the

range corresponding to� ross � 0.5 – 1.0, with the abundance measurement point entering into
the ”object” or ”element” plot series marked by a dot. Similarly, the Chayer et al. (1995b)
prediction is marked by a dark grey diamond and placed on the mass scale where� ross �

�
� in

the Chayer et al. (1995b) models.
Also shown is the slab model proposed by Holberg et al. 1999a that Barstow et al. (2003c) use
to obtain the nitrogen abundance value employed earlier (dashed line). A new determination
by Chayer et al. (2005, in press: dash-dotted line) using� +� NLTE models yields a much
lower abundance (as could perhaps be expected after considering Fig. 1.1 again).
Finally, synthetic spectra from the three stratified diffusion models were fitted with the same
� +� NLTE grid by Chayer et al. as above. The values determined by P. Chayer (priv. comm.,
compare also Fig. 6.28 and Table 6.2) are added as dark horizontal lines bordered by plus
signs that define the range around� ross �

�
� where these values are actually reached in the

underlying stratified models. The value for the lowest-abundance diffusion model lies right on
top of Chayer et al.’s 2005 value, the other two are barely distinguishable from each other.
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Figure 6.27: The NV doublet lines in RE J1032
�

535 from HST-STIS spectra in comparison
to models with� eff � 46 000 K and� � � � � 8.0 (top) and� eff � 44 000 K and� � � � � 7.8
(bottom). Three emergent spectra for both models were calculated: one at the� abundance
predicted from radiative levitation, and two with that equilibrium pattern scaled up by factors
10 and 10

�
. The deviation of the models from the observation in each case are shown in the

insets at the bottom of each plot. The quadratic sum of these deviations is also given (the index
� � � for the�

�
means that the value must be multiplied by 10�

� �
to yield the actual result; the

absolute value however does not matter here). See also Table6.1.

absolute level, so that the fit by P. Chayer to the observationgives the same result
as the fit to the model. Although the direct comparison of the measured versus the
predicted abundance at a given depth is very different, theywould in fact describe an
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Table 6.1: The NV doublet in RE J1032
�

535 from HST-STIS spectra compared to emergent
spectra from diffusion models: The fit results are sorted by decreasing� �

�
� � � , which results

in an almost simultaneous sorting in� � � (� /� ) at � ross �
�
� except for the two best-fit models

where the one with the T� � , � � � � parameters closer to those published matches better.

T� � [K] � 	 � � � �
[cm s�

�
]
� � 	 �

(
�

/
�

) N V � � � � : �
�
� � � N V � � � � : �

�
� � � �

�
�
� � �

44 000 7.8 � 7.0 0.76 0.41 1.17
46 000 8.0 � 7.2 0.61 1.10 1.71
46 000 8.0 � 6.2 1.22 0.56 1.78
44 000 7.8 � 6.0 2.16 1.17 3.33
46 000 8.0 � 5.2 2.59 1.57 4.16
44 000 7.8 � 5.0 3.59 2.44 6.03

identical situation. It is also remarkable that the fit in that case is very good, indicat-
ing that although the stratification is present in the model,there are no direct hints of
it in the line profile.

The predicted stratification profile cannot be validated from the argument alone
that it results in spectral lines that fit the observation, and that those spectral lines in
turn behave the same as the observation when fitted with spectra from a homogeneous
model. Nevertheless, the picture is consistent and the validity of the model is given
further credibility by the fact that the stratification profile is not simply an educated
guess, but relies on modelling the radiative levitation process. One important question
is what the offset in representative versus actual abundance at� ross �

�
� in the model

is due to. It cannot be a NLTE effect; it could be related to the� +� only composition
(the diffusion model also has – too much – iron as well as� , � � , � , � , � , � � and
� � ). Or it could indeed be a stratification effect; then the bumpat

� � � � � � 4 would
in fact play a role.

The lower � abundance around
� � � � � � 2 should not result in a nitrogen ab-

sorption edge in the synthetic EUV spectrum that would become inconsistent with
observations, since it also does not pose this problem at a corresponding abundance
level in Chayer et al. (2005). The bump further out cannot have any effect on the
EUV range. That bump may however contribute some opacity in the core of the NV

lines even though the density is low in this region; this is infact more plausible than
to assume that the additional contribution needed for the model to look like it has an
increased average abundance mostly comes from the

� � � � �
0 region.

Besides RE J1032� 535, Chayer et al. find similar results for the other cool objects
RE J1614� 085 and GD 659. This does not resolve the question why the so-called
”twin” objects RE J2156� 546, PG 1057� 719, GD 394 and GD 153 that have simi-



102 Chapter 6: Abundance analysis in the UV

Figure 6.28: The NV doublet in the three diffusion models at� eff � 44 000 K and� � � � � 7.8
calculated for RE J1032

�
535 in comparison to the best-fit models at the same effectivetem-

perature and surface gravity by P. Chayer. The� abundance increases from top to bottom; see
Table 6.2 for the identification of the diffusion models, andcomments on each of the fits. The
plots and table for this exercise are courtesy of P. Chayer.

lar atmospheric parameters do not show the NV doublet at all. The new homoge-
neous abundances are actually almost at the same level as thestatistical upper limits
Barstow et al. (2003c) give for these objects. This does not rule out the possibility
that a group of stars with a particularly high� abundance exists, but the absolute
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Table 6.2: The NV doublet in RE J1032
�

535 in the model with� eff � 44 000 K and
� � � � � 7.8 at different� abundance levels, fitted by P. Chayer with his� +� homogeneous
NLTE grid (from Chayer et al. 2005): results and details of the fit quality. The� abundance
is encoded in the model names as follows: The index 10 inchayer10.spec stands for the
diffusion model with a scaling factor of 10

�
(i.e. this corresponds to the un-scaled original

profile), 11 stands for a scaling factor of 10
�

and 12 for 10
�
.

Model (compare Fig 6.28) best fit at� 	 �
(
�

/
�

) comments

chayer10.spec � 6.21 very good fit
chayer11.spec � 4.82 the wings and core do not fit perfectly
chayer12.spec � 4.80 not a good fit; the wings fit well though

values that Holberg et al. (1999a) obtain from both a homogeneous distribution of the
absorbing material within the atmosphere (

� � �
(� /� ) � � 4.31) as well as from the

slab model (� 4.3, the value also adopted by Barstow et al. 2003c) is surprising.
It is worrying that two groups who use the same model atmosphere program

(TLUSTY together withSYNSPEC), and analyse the same observation with it, ob-
tain values that differ by two orders of magnitude. The analysed star is relatively
metal-poor, and both groups consistently forego the inclusion of iron group elements.
The good agreement between the diffusion models in this work, and the� +� models
(Chayer et al. 2005) with no metal-line blanketing at all, make it even more unlikely
that the problem is due to metal-line blanketing.

In addition to the blatant discrepancy between the Holberg et al. (1999a) /
Barstow et al. (2003c) and the Chayer et al. (2005) results, the finding that represen-
tative homogeneous abundances can be significantly lower than the� ross �

�
� value in

stratified models should be kept in mind in order to prevent misleading conclusions.
This effect might help to reconcile some, definitely not all,of the discrepancies ap-
parent in the comparisons shown elsewhere in this chapter which should accordingly
be interpreted with some caution.

6.3 Element species in the full grid

For most elements, the scatter due to different surface gravities in the model predic-
tions alone for the plots as a function of

� � �
can amount to one order of magnitude,

and can be significantly larger in the plots as a function of
� � �

� due to the effective
temperature range covered. This scatter in the models is, for all elements except� � ,
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Figure 6.29: UV CIII abundances as a function of� � � and� � � � .
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Figure 6.30: UV CIII abundances as a function of the metal index�
�
.

drastically reduced in those plots where the results are shown as a function of the
metal index� �

.
This is true for both Chayer et al.’s (1995b) as well as for thecurrent diffusion

models. In a duplication of the results from Sect. 4.2, Figs.6.29 to 6.42 show again
that Chayer et al.’s predictions for� , � � , and� � lie below, those for� and� above
those of the new models. No overall systematic effect is evident.

The location of� ross �
�
� on the mass scale in Chayer et al.’s hydrogen models

with respect to the diffusion models with potentially largeamounts of heavy elements
does not result in significant offsets that could distort therepresentation of the results.
According to the data in Table 6.3, and an interpolation fromthe models in this work
to the representative surface gravity cited there, it is obvious that this difference results
in an offset in the� ross scale no larger than 0.04 dex in

� � � � over a large effective
temperature range (as shown in Fig. 6.43). It is therefore unlikely that this produces
any noticeable systematic differences. The larger offset in Fig. 6.26 results from a
slightly wrong surface gravity used in the determination ofthe location of� ross �

�
�

on the mass scale.
Is is also worth noting that with very few exceptions (objects belonging to the upper
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Figure 6.31: UV CIV abundances as a function of� � � and � � � � .
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Figure 6.32: UV CIV abundances as a function of the metal index�
�
.

branch of nitrogen dichotomy, iron and nickel in PG 1342� 444), all photospheric
abundances seem to respect cosmic abundances as an upper limit.

Helium This element has been included in the model calculations andis therefore
listed here for completeness. Since, by definition, the amount of � � con-
tained in DAs is un-detectably small, no measurements are available from
Barstow et al. (2003c). Therefore no comparison plots, where only the pre-
dictions would appear, are shown. WD 2218� 706 is an exception that shows a
weak HeII feature at 1640̊A (but no detectable� � lines in the optical).

Carbon Both CIII and CIV are consistently over-predicted. Theory and observa-
tions follow the same general temperature dependency but although theory
nicely runs in parallel to the observations its level is too high. The gap is much
smaller than average for CIII in the case of RE J1032� 535, and for CIV in the
case of GD 659, RE J1032� 535, PG 1342� 444 and RE J1614� 085.

For high surface gravities, the large scatter in effective temperature makes it
hard to appreciate the better quality of agreement for theseobjects. Its high
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Figure 6.33: UV� abundances as a function of� � � and � � � � .
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Figure 6.34: UV� abundances as a function of the metal index�
�
.

� � �
makes PG 1342� 444 stand out from the overall trend where upper lim-

its for measurements plunge in parallel to theory. It is alsonoteworthy that
PG 1342� 444 is the only objects were FUSE spectra were used.

Otherwise there is little formal agreement with predictions unless the measure-
ment errors are very large.

Nitrogen Although not as clearly as for carbon, nitrogen is also over-predicted at
higher temperatures. Towards lower temperatures, there issome agreement
between

�
54 000 and 50 000 K while below that the measurements yield only

upper limits (remaining compatible with predictions).

The general trend of the models is to run in parallel to what inboth Figs. 6.33
and Fig. 6.34 appears as the lower branch of the observed dichotomy at low
temperatures/high surface gravities/intermediate metalindices.

On the other hand, it has just been shown in Sect. 6.2.3 that the NV spec-
tral lines of at least one object – RE J1032� 535, clearly belonging to the up-
per branch – can be fit with the� abundance of a diffusion model. While
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Figure 6.35: UV� abundances as a function of� � � and � � � � .
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Figure 6.36: UV� abundances as a function of the metal index�
�
.

Holberg et al. (1999a) and Barstow et al. (2003c) obtain their best fit at a much
higher level of

� � �
(� /� ) � � 4.3, the diffusion model implies a predicted

abundance of� 7.0 at � ross �
�
� . This paradox is anything but resolved by

Chayer et al. (2005, in press) who also derive a lower abundance, matching the
equilibrium abundance very well, from the same HST spectrum.

In Chayer et al. (2005), lower abundances furthermore result for RE J1614� 085
and GD 659. The observation that another group of objects at similar atmo-
spheric parameters (RE J2156� 546, PG 1057� 719, GD 394 and GD 153) does
not show nitrogen at all remains unexplained.

Oxygen The trend with effective temperature is generally well followed, and the
absolute level of the predictions is also mostly consistentwith the observational
error bars. Therefore, a quite good overall agreement can benoted for this
element.

This positive finding is further confirmed by the successful application of the
theoretical stratified� abundance profiles from this work in a detailed analy-
sis of Lanning23, GD 984, RE J1032� 535, and RE J2156� 546 presented by
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Figure 6.37: UV� � abundances as a function of� � � and � � � � .
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Figure 6.38: UV� � abundances as a function of the metal index�
�
.

Chayer et al. (2003).

Silicon In contrast to� and� , � � shows opposite gradients with respect to effective
temperature in theory and observation, effectively leading to a similarly good
agreement as for� in the cross-over area. The slight increase in the equi-
librium abundance of� � with decreasing effective temperature is consistent
within the theoretical results but leads to under-predictions at higher effective
temperatures and over-predictions below

� � � � � � K in comparison to the ob-
servations.

The ”normal” behaviour with respect to
� � �

� and a reverted trend with effective
temperature combine to prevent a clear sorting of the equilibrium abundances
with respect to the metal index� �

.

Interestingly, in the lower effective temperature range, the new equilibrium
abundances come close to the absolute value observed in GD 394, usually con-
sidered to show an anomalously high silicon abundance. Thisagreement is
consistent with the results by Chayer et al. (1997), although the special case
of GD 394, as discussed in Sect. 6.2.2, in conjunction with anEUVE spectrum
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Figure 6.39: UV� � abundances as a function of� � � and � � � � .
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Figure 6.40: UV� � abundances as a function of the metal index�
�
.

that cannot be explained by the models here, forbids to associate this with a
successful prediction.

Iron The predicted iron abundances are consistent with observations on a star by star
basis over practically the full the temperature range considered. On average
across all stars, the iron abundance remains about a factor of tow higher than
observed, a value of the order of the systematic error expected for the models.

This is in agreement with EUV observations (where� � is the most important
source of opacity) which can for the majority of objects successfully be repro-
duced with the stratified diffusion models.

The problem seen there for several objects, the necessity ofan offset in surface
gravity to reconcile theory and observations to further improve the match, is
also apparent and can again be retraced here.

Nickel Within the framework of radiative levitation theory,� � should behave sim-
ilarly to � � , which it effectively does, but this predicted behaviour isin dis-
agreement with observations. The observed� � is well below the prediction,
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Figure 6.41: UV� � abundances as a function of� � � and� � � � .
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Figure 6.42: UV� � abundances as a function of the metal index�
�
.

the over-prediction from the models is clearer than for iron.

So instead of
�
�

� �
�

� , � � and� � are present in a roughly cosmic ratio – a result
already obtained in Barstow et al. (2003c) through a direct comparison.

On the other hand, Werner & Dreizler (1994) have obtained� � to � � ratios for
RE J0623� 377 RE J2214� 492, and to a smaller extent for G 191–B2B, and
Feige 24 that are lower, indeed implying an enhancement of� � with respect to
� � attributable to radiative levitation.
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Figure 6.43: In order to estimate if the location of� ross �
�
� on the mass scale in the

Chayer et al. (1995b) models differs significantly from thatof the diffusion models in this
work, the values in Table 6.3 are compared to similar data from the current model grid. Tri-
angular data points correspond to the mass where� ross �

�
� in the Chayer et al. models (all

at � � � � � 7.5), diamonds represent the same information for the grid here at surface gravities
of 7.4, 7.6, and 7.8. An interpolation of these values to� � � � � 7.5 (not shown) proves that
deviations remain below 0.04 dex for the accessible effective temperature range.

Table 6.3: The location of� ross �
�
� on the mass scale for Chayer et al. (1995b) models is

available for one fixed surface gravity at three different effective temperatures. These values
are used in Fig. 6.43.

� eff[K] � 	 � � � �
[cm s�

�
]
� � 	 � �

� � � ��
�

[g cm�

�
]
�

40 000 7.5 -1.70
50 000 7.5 -1.56
60 000 7.5 -1.42



CHAPTER 7

Conclusions

7.1 Status of modelling

Stellar atmosphere models have been calculated for the analysis of a sample of hot DA
(= hydrogen-rich) white dwarfs. By coupling radiative levitation theory with state-
of-the-art metal-line blanketed NLTE stellar atmosphere models and self-consistently
solving the full system of equations, photospheric chemical abundance profiles can be
predicted by this novel method for a given combination of effective temperature and
surface gravity as the only input parameters. The evaluation of radiative accelerations
requires a detailed modelling of atomic data. NLTE conditions, fully self-consistent
diffusion, and an exhaustive treatment of iron group element atomic data have for the
first time been combined to construct models detailed enoughfor a direct comparison
of theoretical emergent fluxes with the high-resolution UV and EUV observations
now available.

The main grid of diffusion models consists of atmospheric structures where the
abundances of the elements� � 
 � 
 � 
 � 
 � � 
 � � 
 � � as trace absorbers in a background
plasma dominated by� are self-consistently predicted from an equilibrium condition
between radiative levitation and gravitational settling.Abundance tables and high-
resolution spectra for the optical, UV to FUV and EUV spectral ranges are available
for the full grid. In comparison to Schuh (2000), this implies both a significant en-
largement of the model grid as well as more extensive data products.

The main motivation for further developments is the desire for an improved treat-
ment of the radiative accelerations. This can primarily be achieved with more exten-
sive atomic input data, as explored in a few test models. By comparing the results to
earlier diffusion calculations (LTE, not self-consistent), and by exploring the effects
of improvements in the modelling, a quantitative estimate of the systematic errors
inherent in the models is possible. While the internal errorwithin one type of calcula-
tion is only about a factor of two, the variations from Chayeret al. (1995b) models to
models in this work’s major grid, and from those to test models with more elements

119
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included, can amount to 2 dex in the respective equilibrium abundances, mainly due
to the strong depth-dependency of the resulting profiles. While these discrepancies
are understood to arise from the different conditions imposed on the modelling, it is
not immediately clear which of them resemble reality most closely.

7.2 Recapitulation of results from EUV and UV observations

Based on this larger and more complete model grid, and using improved visual mag-
nitudes, a re-analysis of EUVE spectra has been presented. When comparing the the-
oretical spectra to spectroscopic EUVE observations, the fits turn out to be of good
quality for most of the sample stars, and in those cases oftenbetter than with chemi-
cally homogeneous stellar model atmospheres. The fractionof objects with good fits
could be increased thanks to the improvements in the repeated analysis in compari-
son to Schuh (2000). From these results (published in Schuh et al. 2002), the current
implementation of diffusion theory therefore seems to be able to quantitatively de-
scribe the processes taking place in moderately hot white dwarf atmospheres and can
successfully reproduce observed EUV spectra. Exceptions to this, most prominently
perhaps GD 394, have been discussed in the previous chapters.

The picture is more complex for the analysis of UV observations. In that case, in-
stead of matching the spectra directly, abundances derivedfrom individual lines in UV
(IUE, HST-GHRS and HST-STIS) spectra with homogeneous models (Barstow et al.
2003c) have been compared to the equilibrium abundance predictions of the diffusion
models. Overall the best agreement across the board for individual stars is obtained in
the effective temperature range

�
50 000 – 55 000 K. However, in strictly absolute val-

ues, the offset between observed and predicted abundance levels is often such that no
formal agreement of the exact numbers is achievable anywhere on the full parameter
range of the model grid. This suggests that an attempt of formally fitting UV spectra
with diffusion models would only result in parameters at theedges of the model grid,
because it would only be possible to compensate discrepancies in abundance by shifts
in effective temperature and surface gravity. The usefulness of such a procedure at the
present state is questionable and can currently not be recommended for large samples
of stars. Instead, it is advisable to closely examine every object individually, and test
various scenarios, to track down the particular reason for potential mismatches be-
tween predicted absorption lines and their observed counterparts. The description of
the physics in white dwarf atmospheres through diffusion models is most likely still
better than with homogeneous models, although those may, due to the significantly
larger number of free parameters, currently yield better fits in a direct matching of
spectral lines. Exceptions where the diffusion models do better straightaway exist.

One such example of an in-depth examination is the analysis of RE J1032� 532.
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Also, using the predicted stratification profiles, Chayer etal. (2003) succeeded in si-
multaneously reproducing the observed oxygen lines of different ionisation stages in
FUSE and HST-STIS spectra of GD 984, RE J1032� 532 and WD 2152� 548.

Generally, the manageable amount of individual lines for most elements, and their
good resolution in many UV observations, allows – and requires – one to differentiate
more than in EUVE observations. In the element-by-element comparison between
theory and measurements, there are cases where both gradients have the same sign
as well as cases where they are opposite to each other, so thatthe required offset in
fundamental parameters would even point in different directions, respectively.

Overall, measured photospheric abundances seem to respectcosmic abundances as
an upper limit – which the equilibrium abundances do not where the radiative accel-
eration is large enough –, with very few exceptions: iron andnickel in PG 1342� 444,
and nitrogen in RE J1614� 085 and GD 659 (nitrogen is also close to solar in
RE J1032� 535). Given that equilibrium radiative levitation theory ignores any evo-
lutionary constraints, the subsolar photospheric abundances may be indicative of a
”reservoir problem” (meaning there is no unlimited supply of all elements available)
in the real stars.

A summary of all results of the comparison between predictedequilibrium abun-
dances to abundance measurements obtained with homogeneous models from the UV
data is shown in Figs. 7.1 and 7.2. Figure 7.1 combines the total of all measurements
for all elements and for all stars (sorted by metal index� �

; upper plot) and all cor-
responding predictions (lower plot). This representationdoes not take into account
the errors assigned to these mean values, it just recapitulates the latter from the more
detailed graphs in Chapter 6. Figure 7.2 condenses this information further by sub-
tracting the numbers in the upper left from those in the lowerleft plot. In the upper
panel of Fig. 7.2, this is done for the actual mean values. In the lower panel, the errors
are now taken into account and the minimal residual differences allowed are shown
for all values. Consistency of measurement and prediction within the error bars yields
a deviation of zero in this case.

There are three possible sources for the remaining discrepancies still seen in the
merged final results. The errors cited above are statisticalerrors, but from the compar-
ison of different homogeneous analyses alone, the various results from several works
imply that the hidden systematic errors must be at least of the order of� 1 dex (see
the examples of the nitrogen abundance for RE J1032� 535, the nickel abundances for
RE J0623� 377 and RE J2214� 492, or the fundamental parameters for G 191–B2B).

Besides these uncertainties in methods regarded as well established for the deter-
mination of abundances from the analysis of observations, successive generations of
diffusion models that try to predict these results still disagree with each other by up
to 2 dex. In the same spirit as above, this must be interpretedas the systematic errors
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Figure 7.1: Summary of predicted (bottom) and measured (top) UV abundances for all objects
for all elements. The elements are roughly sorted by overallequilibrium abundance level in the
predictions, the objects are sorted by metal index�

�
. Zero values for which only upper limits

exist are arbitrarily set to a value of 10�
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Figure 7.2: Summary of deviations between predicted and measured abundances: The upper
panel is the difference between the lower and upper plots in Fig. 7.1, the lower panel takes into
account the errors (or upper limits, as in Chapter 6, not shown in Fig. 7.1). The difference in
dex is set to the minimal distance between abundance measures with non-overlapping error
bars, and to zero for values that are consistent with each other within the error bars. It is also
set to zero for non-existing measurements (14 out of a total of 168).
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currently inherent in the models. Taking together these twocontributions, it seems
possible to reconcile a good number of the residuals in Fig. 7.2 with a value near
zero.

The third possibility is to attribute the deviations to physical processes ignored
so far in the models such as mass-loss, mixing, or accretion.There is, however,
no evidence of any clear pattern in the residuals that would help to explore a possible
correlation with stellar parameters. While mass-loss effects would disturb equilibrium
conditions predominantly in the high metal index range, accretion would be expected
to have an effect only at lower metal indices.

In summary, the impression remains that the equilibrium abundances are generally
too high. Any suspicion that measurements with homogeneousmodels may result in
systematically lower values is partly invalidated by the results from the EUVE fits.
Apart from perhaps a factor of two, the level of iron is well matched by predictions
with respect to the UV measurements, and the same agreement,also with a slight
trend towards too high equilibrium values, is seen in the EUVE analysis where the
spectra are dominated by the iron content of the atmosphere.The few mismatches in
the EUV analysis have a tendency to cluster in the intermediate metal index regime.
The abundance levels of other elements are relatively unimportant and therefore do
not spoil the overall encouraging results from the EUVE analysis. The UV analysis
results imply that equilibrium radiative levitation theory still has some problems to
reproduce in detail the multi-wavelength spectral evolution of white dwarfs.

There are two results that suggest that a limited supply of elements from the outset
may be the key to the problem: The observed nickel abundancesappear to be limited
by the cosmic nickel abundance. Despite similar reactions to radiative momentum
transfer that would result in roughly equal equilibrium abundances for iron and nickel,
these cannot be reached in the case of nickel since its cosmicabundance is lower than
the predicted abundance level, and lower than that of iron where this restriction does
not apply. The same circumstances seem to prevent a realistic description of the less
abundant iron group elements that have tentatively been included in test calculations
in the equilibrium approach and reach unrealistically highlevels. In a less obvious
way, this restricting mechanism could also influence the abundances of other elements
that in the calculations formally remain below the cosmic abundance limit.

7.3 Perspective

On the observational side, the legacy of HST-STIS was irrevocably completed with
the failure of this instrument in August 2004. The set of UV white dwarf spectra
available may now only be amended by FUSE, which covers shorter wavelengths,
provided it comes back into normal operations from its current safe mode status due
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to the failure of another reaction wheel. It can be hoped thata fairly homogeneous and
decently calibrated data set will be available from FUSE in afew years’ time. Further
progress would also be possible with the planned WSO (World Space Observatory)
which will take some time to come into existence, if at all.

Another approach is pursued in rocket-based experiments such as J-PEX: In a col-
laboration with the group who flew with this mission, the high-resolution EUV data
of G 191–B2B have been analysed, among other models with the diffusion models
from this work. Results will be published in Barstow et al. (2005).

The present successes on a global scale as seen in the EUVE analysis justify a fur-
ther pursuit of the radiative equilibrium theory approach.Due to remaining puzzles
in detailed comparisons, further efforts to improve the existing models are necessary.
Those include a strategy for the consideration ofall elements, the inclusion of fine
structure in the atomic data of non-iron-group elements, the implementation of mo-
mentum redistribution, and of a more efficient coupling between the computation of
the model structure and the chemical stratification.

Ultimately, this method will probably be found to be the correct approach to de-
termine depth-dependent photospheric abundances. What remains to be done is the
major step of replacing the present equilibrium approach with the treatment of fully
time-dependent diffusion in the non-equilibrium case together with mass-loss for self-
consistent NLTE models, where the accumulation and successive removal of reser-
voirs can be tracked over time. These improvements, necessary in a longer perspec-
tive, are beyond the scope of the present thesis.
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lecture notes (University of Tübingen),
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Schöning, T. & Butler, K. 1989a, A&AS, 78,
51
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Hünsch, M. 2003, ApJ, 596, 477

Zuckerman, B. & Reid, I. N. 1998, ApJ, 505,
L143



134 Bibliography



APPENDIX A

Equilibrium abundances

135



136 Appendix A: Equilibrium abundances

Figure A.1: Helium abundances as a function of effective temperature for different surface
gravities.
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Figure A.2: Helium abundances as a function of surface gravity for different effective temper-
atures.
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Figure A.3: Carbon abundances as a function of effective temperature for different surface
gravities.
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Figure A.4: Carbon abundances as a function of surface gravity for different effective temper-
atures.
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Figure A.5: Nitrogen abundances as a function of effective temperature for different surface
gravities.
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Figure A.6: Nitrogen abundances as a function of surface gravity for different effective tem-
peratures.
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Figure A.7: Oxygen abundances as a function of effective temperature for different surface
gravities.
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Figure A.8: Oxygen abundances as a function of surface gravity for different effective temper-
atures.



144 Appendix A: Equilibrium abundances

Figure A.9: Silicon abundances as a function of effective temperature for different surface
gravities.
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Figure A.10: Silicon abundances as a function of surface gravity for different effective temper-
atures.
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Figure A.11: Iron abundances as a function of effective temperature for different surface grav-
ities.
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Figure A.12: Iron abundances as a function of surface gravity for different effective tempera-
tures.
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Figure A.13: Nickel abundances as a function of effective temperature for different surface
gravities.
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Figure A.14: Nickel abundances as a function of surface gravity for different effective temper-
atures.



150 Appendix A: Equilibrium abundances

Figure A.15: Helium abundances as a function of the metal index�
�
.
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Figure A.16: Carbon abundances as a function of the metal index �
�
.
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Figure A.17: Nitrogen abundances as a function of the metal index�
�
.
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Figure A.18: Oxygen abundances as a function of the metal index�
�
.



154 Appendix A: Equilibrium abundances

Figure A.19: Silicon abundances as a function of the metal index�
�
.
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Figure A.20: Iron abundances as a function of the metal index�
�
.
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Figure A.21: Nickel abundances as a function of the metal index �
�
.



Acknowledgements 157

Acknowledgements

Klaus Werner’s and Stefan Dreizler’s advice during the course of this work has been
invaluable. It is a great privilege to have such excellent teachers. Without their contin-
ued support and steady yet un-intrusive encouragement thisthesis might never have
been finished. I am particularly grateful for the motivationthat radiates from their
persons, and for making sure that the funding situation allowed to translate this into
what I hope will for some be useful research results. Stefan’s trust in me when he
decided to continue to foster my career through a position inGöttingen honours me
beyond merit.

Burkhard Wolff has laid the grounds for a vital part of this work by providing his
reduced EUVE spectra; he and Detlev Koester have additionally provided part of the
source code for the handling of the ISM absorption. I also thank Ivan Hubeny and
Martin Barstow for fruitful collaborations as well as Pierre Chayer for a stimulating
exchange with respect to this work. It is also a pleasure to thank the members of the
white dwarf community who have expressed a vivid interest inmy subject.

Thorsten Nagel, Klaus Beuermann, and many others have supplied useful com-
ments and discussions. I thank Thorsten, my personal onlinemanual#tuebingen ,
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tische Physik:A. Fäßler, P. Kramer, H. Müther, N. Schopohl; E. Zaremba, B. Castel.


	 Introduction
	Stellar evolution and white dwarfs
	White dwarf atmospheres and diffusion
	Line formation and spectral analysis

	 Computational method
	Radiative transfer
	Basic equations
	Line formation in the case of inhomogeneous abundances
	Radiative transfer under realistic conditions

	Atmospheric structure
	Diffusion
	Peculiarities of subsequent numerical implementations used
	Model atoms

	 Model grids and high resolution spectra
	Overview
	The model grid used for the EUV analysis
	Parameter range, atomic data and computational details
	Spectra

	Extended model grid
	Parameter range and computational details
	Example results: spectral features
	Spectra from SYNSPEC

	New models: Test calculations

	 Abundance tables
	Characteristics of the models
	Comparison to earlier models
	Discussion of test calculations with more opacities

	 Analysis of spectroscopic EUVE data
	Introduction
	EUVE observations of hot DA white dwarfs
	The EUV selected DA sample
	Treatment of the ISM

	Equilibrium abundances from stratified model atmospheres
	Diffusion models
	Scope of application

	Testing the diffusion models and re-analysing the DA sample
	Comparison of theoretical and observed spectra
	Revised atmospheric parameters
	Metal index

	Discussion
	Summary
	Remarks on g and grad
	Outlook


	 Abundance analysis in the UV
	Graphical representation of the results
	Object-by-object discussion
	Objects contained in the EUVE sample
	Other objects without EUVE spectra
	A closer look at the nitrogen lines in REJ1032+535

	Element species in the full grid

	 Conclusions
	Status of modelling
	Recapitulation of results from EUV and UV observations
	Perspective

	Bibliography
	 Equilibrium abundances
	Acknowledgements
	Lebenslauf

