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Abstract

Human motion capture (mocap) is important for several applications such as healthcare,

sports, animation etc. Existing markerless mocap methods employ multiple static and

calibrated RGB cameras to infer the subject’s pose. These methods are not suitable for

outdoor and unstructured scenarios. They need an extra calibration step before the mo-

cap session and cannot dynamically adapt the viewpoint for the best mocap performance.

A mocap setup consisting of multiple unmanned aerial vehicles with onboard cameras

is ideal for such situations. However, estimating the subject’s motion together with the

camera motions is an under-constrained problem. In this thesis, we explore multiple

approaches where we split this problem into multiple stages. We obtain the prior knowl-

edge or rough estimates of the subject’s or the cameras’ motion in the initial stages and

exploit them in the final stages.

In our work AirCap-Pose-Estimator, we use extra sensors (an IMU and a GPS receiver)

on the multiple moving cameras to obtain the approximate camera poses. We use these

estimates to jointly optimize the camera poses, the 3D body pose and the subject’s shape

to robustly fit the 2D keypoints of the subject. We show that the camera pose estimates

using just the sensors are not accurate enough, and our joint optimization formulation

improves the accuracy of the camera poses while estimating the subject’s poses.

Placing extra sensors on the cameras is not always feasible. That is why, in our work

AirPose, we introduce a distributed neural network that runs on board, estimating the

subject’s motion and calibrating the cameras relative to the subject. We utilize realistic

human scans with ground truth to train our network. We further fine-tune it using a small

amount of real-world data. Finally, we propose a bundle-adjustment method (AirPose+),

which utilizes the initial estimates from our network to recover high-quality motions of

the subject and the cameras.

Finally, we consider a generic setup consisting of multiple static and moving cameras.

We propose a method that estimates the poses of the cameras and the human relative to

the ground plane using only 2D human keypoints. We learn a human motion prior using

a large amount of human mocap data and use it in a novel multi-stage optimization ap-

proach to fit the SMPL human body model and the camera poses to the 2D keypoints. We

show that in addition to the aerial cameras, our method works for smartphone cameras

and standard RGB ground cameras.

This thesis advances the field of markerless mocap which is currently limited to mul-

tiple static calibrated RGB cameras. Our methods allow the user to use moving RGB

cameras and skip the extrinsic calibration. In the future, we will explore the usage of a

single moving camera without even needing camera intrinsics.
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Zusammenfassung

Die Erfassung menschlicher Bewegungen (Mocap) ist für verschiedene Anwendungen

wie Gesundheitswesen, Sport, Animation usw. wichtig. Bestehende markerlose Mocap-

Methoden verwenden mehrere statische und kalibrierte RGB-Kameras, um die Pose der

Person zu bestimmen. Diese Methoden sind für Außenaufnahmen und unstrukturierte

Szenarien nicht geeignet. Sie erfordern einen zusätzlichen Kalibrierungsschritt vor der

Mocap-Sitzung und können den Blickpunkt nicht dynamisch anpassen, um die beste

Mocap-Leistung zu erzielen.

Ein Mocap-Setup, das aus mehreren unbemannten Luftfahrzeugen mit Onboard- Ka-

meras besteht, ist für solche Situationen ideal. Allerdings ist die Schätzung der Be-

wegung des Motivs zusammen mit den Kamerabewegungen ein unterbestimmtes Be-

schränkungs- problem. In dieser Arbeit untersuchen wir mehrere Ansätze, bei denen wir

dieses Problem in mehrere Phasen aufteilen. In den ersten Phasen erhalten wir das Vor-

wissen oder grobe Schätzungen der Bewegungen der Person oder der Kameras, welche

wir in den weiteren Phasen ausnutzen.

In unserer Arbeit AirCap-Pose-Estimator verwenden wir zusätzliche Sensoren (eine

IMU und einen GPS-Empfänger) an den mehreren sich bewegenden Kameras, um die

ungefähren Kamerapositionen zu ermitteln. Wir verwenden diese Schätzungen zur ge-

meinsamen Optimierung der Kamerapositionen, der 3D-Körperposition und der Form

der Person, um die 2D-Keypoints der Person robust anzunähern. Wir zeigen, dass die

Schätzungen der Kameraposition, welche nur die Sensoren verwendet nicht genau genug

ist, und dass unsere kombinierte Optimierungsformel die Genauigkeit der Kameraposi-

tionen verbessert und gleichzeitig die Posen der Person bestimmt.

Die Anbringung zusätzlicher Sensoren an den Kameras ist nicht immer machbar. Des-

halb führen wir in unserer Arbeit AirPose ein verteiltes neuronales Netz ein, das an Bord

läuft, die Bewegung der Person schätzt und die Kameras relativ zur Person kalibriert.

Wir verwenden realistische menschliche Scans mit Ground-Truth, um unser Netzwerk

zu trainieren. Wir nehmen eine weitere Feinabstimmung anhand einer kleinen Menge

realer Daten vor. Schließlich präsentieren wir eine Methode zur Bündelanpassung (Air-

Pose+), welche die anfänglichen Schätzungen unseres Netzwerks nutzt, um qualitativ

hochwertige Bewegungen des Subjekts und der Kameras zu ermitteln.

Schlussendlich betrachten wir ein allgemeines Setup, das aus mehreren statischen und

beweglichen Kameras besteht. Wir schlagen eine Methode vor, die die Posen der Ka-

meras und des Menschen relativ zur Bodenebene schätzt, wobei nur 2D-Keypoints des

Menschen verwendet werden. Wir lernen einen Bewegungsprior mit einer großen Men-

ge an menschlichen Mocap-Daten und verwenden ihn in einem neuartigen mehrstufigen
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Optimierungsansatz, um das SMPL-Körpermodell und die Kamerapositionen an die 2D-

Keypoints anzupassen. Wir zeigen, dass unsere Methode nicht nur für Luftbildkameras,

sondern auch für Smartphone-Kameras und Standard-RGB-Bodenkameras funktioniert.

Diese Arbeit ist ein Fortschritt auf dem Gebiet der markerlosen Mocap, welche bis-

her auf mehrere statische, kalibrierte RGB-Kameras beschränkt war. Unsere Methode

ermöglicht es dem Benutzer, bewegliche RGB-Kameras zu verwenden und die extrinsi-

sche Kalibrierung zu überspringen. In Zukunft werden wir die Verwendung einer einzi-

gen beweglichen Kamera erforschen, die nicht einmal eine Kamera-Intrinsik benötigt.
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Chapter 1

Introduction

Motion capture (mocap) is the process of recording the 3D motion of a subject. 3D

human mocap is important for various applications in fields such as animation, sports,

healthcare, etc. Conventional mocap methods rely on active (IMUs) or passive IR (In-

frared) markers placed on the body of the subject. These markers make the mocap pro-

cess inconvenient and time-consuming as the markers need to be carefully placed on the

subject and the cameras/markers need to be calibrated before the session. Additionally,

most of these systems are not suitable for long-range outdoor mocap. For example, ac-

tive IMU-based systems suffer from drift, due to which they are unable to get the global

motion correctly. Because of the drift, they need to be calibrated again after a short

duration of mocap, making them unsuitable for longer mocap sessions. The passive IR-

based systems need static cameras, which makes them unsuitable for long-range mocap.

That is why, recent mocap methods are markerless (12; 13; 14; 15). They do not need

any markers or IMUs on the subject’s body to reconstruct his/her 3D motion. A typical

markerless mocap setup consists of multiple static and calibrated RGB cameras. The

calibration is a separate step that needs to be done before the mocap session after which

the cameras cannot be moved. However, in practice, cameras need to be moved during

the mocap session because of multiple reasons, such as, avoiding direct sunlight out-

doors, or to get a better viewpoint for mocap etc. In this thesis, we focus on a unique

markerless mocap setup where the RGB cameras are mounted on multiple unmanned

micro-aerial vehicles (UAVs). This setup allows the cameras to be moved during the

mocap session and, since it uses RGB cameras, there is no need for subject preparation

such as placing markers on the body. However, reconstructing human motion using such

a setup is extremely challenging, and we discuss these challenges in further sections.

First, we discuss the perspective camera projection model, and then, we discuss a simple

triangulation method to recover the 3D point from the corresponding 2D point in two

camera views. We further build upon this to discuss the challenges of recovering a 3D

human body given the corresponding images in multiple views. After this, we present

our approach to handle these challenges. Later in this chapter, we also discuss related

works.
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Chapter 1 Introduction

Figure 1.1: Perspective camera projection model.

1.1 Background

1.1.1 Perspective projection

The image formation process on a camera plane is mathematically modelled using the

perspective camera projection model as shown in Fig. 1.1. Consider a camera in the 3D

space with optical center O, intrinsic matrix k, rotation matrix r and translation p of the

extrinsic parameters.
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The projection, j = [x,y]T , on the camera plane of a point J = [u,v,w]T in the 3D space

is given as:
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The camera extrinsic matrix
[ r p

0 1

]

transforms J from a global coordinate frame to the

camera frame. The matrix k further transforms it from 3D space to the image plane to
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1.1 Background

Figure 1.2: Triangulation of two 2D points ( j1 and j2) to get the 3D point J.

give j.

1.1.2 Triangulation

The projection of a 3D point to the image plane results in the loss of depth information.

It is not possible to uniquely reconstruct the 3D point J given the 2D projection j and

camera extrinsic parameters r and p. All the points on the ray connecting the camera’s

optical center and the 2D point j are valid solutions. Eq. (1.1) can be written in the form

of two linear equations and estimating three parameters [u,v,w] given k, r, p and j will

lead to infinite solutions. That is why it is an under-constrained problem.

The depth ambiguity can be resolved by exploiting information from another camera

view. If the projection of the same 3D point J is available in another camera, it will give

another two linear equations and estimating three parameters using a set of four linear

equations will give a unique solution. As discussed in the next section, triangulation

is the key principle used by passive marker based methods and markerless methods to

estimate the 3D point given the 2D points in multiple views.

1.1.3 IR marker vs Markerless Motion Capture

An IR-based mocap system consists of multiple IR cameras and IR reflective markers

placed on the subject’s body. The cameras capture the IR light reflected by the marker

and get the 2D projection of these 3D positions on the 2D image plane. In Fig. 1.2,

we see the 2D projection of a 3D body marker onto the image plane of each camera in

a 2-camera setup. The rotation and position components of the extrinsic parameters of

camera c are rc and pc respectively. jc is the 2D projection of 3D point J on camera c. The

projection parameters (intrinsics) of these cameras are provided by the manufacturer and
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the extrinsic parameters are obtained before the mocap session using a camera calibration

step. From a mocap recording, the mocap algorithm uses the 2D projections (see sample

image in Fig. 1.3a) jc on each image and recovers the 3D point by finding the intersection

of rays O1 j1 and O2 j2.

(a)

(b)

Figure 1.3: (a) Image showing 2D projections of IR markers on an IR camera. (b) 2D

keypoints detected by a keypoint detector overlaid on top of the original image.

Markerless mocap systems are inspired by passive IR marker-based systems and work

on similar principles. However, there are a few differences. There are no physical mark-

ers on the subject’s body and the 2D image is RGB instead of Black and White. The

markerless mocap algorithms rely on computer vision techniques to detect keypoints

on the 2D images. Modern deep learning-based detectors can estimate the 2D human

body keypoints on an RGB image, (16; 17). In Fig. 1.3b, we show a sample image with

the 2D keypoints overlaid on top. This makes the placement of the passive markers on

the subject’s body unnecessary. Similar to the IR-based systems, the 3D keypoints on

the subject’s body are then recovered by triangulation. RGB-based markerless mocap

systems can work outdoors and have low setup time because no subject preparation is

required. Furthermore, they are cheaper because of the easy availability and low cost of

the RGB cameras.
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1.2 Challenges

1.2.1 Noisy 2D keypoints

Even though modern deep learning based detectors are quite good at estimating the 2D

keypoints on the human body, they can be noisy and erroneous. A common type of

error they make is swapping the keypoints from the left side of the body with the right

side. An example is shown in Fig. 1.4a. Note the colors of the keypoints compared to

Fig. 1.3b. Another example is shown in Fig. 1.4b, where the network also detects the

2D keypoints over the shadow of the person. Such errors result in a completely wrong

estimate of the 3D points after the triangulation. Since they are trained using human-

annotated data, they are not perfect and include human annotation errors. For example,

the annotation of a particular keypoint (e.g. shoulder) on an image by a human annotator

can be slightly different from another annotator. That is why, even for two similar images,

the estimated keypoint can differ a little. Additionally, these detectors run on each image

frame independently, and that is why their estimates are temporally incoherent. During

triangulation, this small noise on the 2D plane can result in high noise in the 3D world.

(a) (b)

Figure 1.4: (a) Wrong 2D keypoints detected by a detector where left side keypoints are

swapped with right side. (b) 2D keypoint detector detects the keypoints on the shadow

of the person.

1.2.2 Estimating poses of a moving camera

To accurately get a 3D point from multiple 2D keypoints, we also need accurate poses

(rc, pc) of the cameras. Existing methods usually obtain the camera poses beforehand

using calibration patterns (ArUco markers(6)) and the cameras are not allowed to move
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once this calibration is done. This method works fine for static cameras, however, using

this for moving cameras is extremely challenging. The pattern should be visible in all the

camera frames at all times during the mocap. Additionally, the pattern position should

not change because the camera calibration happens relative to the pattern. As a result,

the cameras cannot move freely to keep the moving person in the field of view. Their

motion becomes heavily restricted to keep the pattern and the freely moving person in the

field of view. Additionally, the calibration from these patterns is not completely reliable.

Since these patterns are planar, their orientation cannot be uniquely determined if they

are tilted in the image (see (18)).

Another way of estimating the motion of a moving camera is to use a SLAM method

(Simultaneous Localization And Mapping). SLAM methods use static textured surfaces

in the video to estimate the motion of a single camera relative to its starting position.

This allows the pose tracking of each moving camera relative to their starting points.

However, for triangulation, we need the poses of all the cameras in a common reference

frame. Also, the background should have sufficient texture for SLAM algorithms to

work. Another way of estimating the pose of the cameras is by using extra sensors on the

cameras such as GPS, IMU etc. The observations of these sensors can be fused together

to estimate the camera poses relative to the GPS coordinate system. However, the noise

and drift in these sensors are quite significant for the purpose of triangulation. In Chapter

2, we use such sensors to approximate the poses of RGB cameras.

1.2.3 Representing Human Motion

The 3D human motion is usually represented as a series of 3D human poses at different

time steps over time. However, a human pose can be defined in multiple ways. The tra-

ditional and most common way is by using a human skeleton consisting of 3D positions

of human joints. A better way to represent human pose is by using a 3D human body

model. We discuss both of them in the following sections.

Skeletal Representation

The skeletal representation of the human pose is the 3D position of the human body

joints. However, the actual human joints are not used because the real human skeleton

is a complicated structure. In practice, fewer important body joints (14-24) are used to

represent a human body pose (fingers, jaw etc are excluded). The connection between

the joints can be treated as the bones. Most human poses can be represented using this

representation, but there are various human poses which have the same joint positions

but different joint angles. Such poses involve rotation change along a bone (e.g. wrist

rotation). Another significant drawback of this representation is the independence of all

the joints. In reality, human joints cannot be positioned independently. While the joints

in this representation can move independently and assume any position, the real human
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bones have fixed lengths, which constrains the distance between two connected joints.

That is why the skeletal representation is susceptible to varying bone lengths.

SMPL Body Model

SMPL (Skinned Multi-Person Linear model) (19) is a widely used parametric human

body model. It is learned by using thousands of high-quality body scans of people with a

wide variety of body types. It is parameterized by two latent parameters: pose and shape.

Given the pose and shape parameters, it outputs the 3D human mesh and the 3D locations

of the body joints. It uses 24 body joints, and the pose parameters are the axis angles

between the two connecting bones at all these joints. These are also called joint angles.

The pose parameter is represented by θ . It is a 69×1 vector, i.e. 3 axis-angle values for

each of the 23 joints. The rotation of the root joint is φ , which is again represented by 3

axis-angle values. The position of the root joint is τ , which is represented by 3 coordinate

values in the 3D world. The shape parameter is a vector of 10 or more real coefficients

corresponding to the eigen shapes learned from a large dataset of human scans. The

SMPL shape parameter β is a (10× 1) vector whose elements are weights of the 10

most significant eigen shapes (refer (19) for details). The pose parameters θ determine

the articulated pose of the human body, the root rotation φ and position τ determine the

rotation and position of the body in 3D world, and the shape parameters decide the body’s

shape features such as height, girth, etc. Since the joint angles are defined relative to the

parent bone, the joint angles at all the joints are independent of each other. The shape

parameters decide the underlying skeleton of the SMPL body model. Thus, using this

representation solves the problem of unrealistic variations in the bone lengths. SMPL-X

(20) is the successor of the SMPL body model which retains the qualities of the SMPL

model (the pose and shape parameters) and includes the hands and face parameters too.

However, in this thesis, we only use the pose and shape parameters of SMPL-X. We use

the same representation θ , φ , τ and β for both SMPL and SMPL-X. The dimensions

of these parameters remain the same, but their values for SMPL and SMPL-X are not

directly interchangeable. Both SMPL and SMPL-X models have a vertices regression

function (S) and a 3D joint regressor function (J ). Both of them take in the pose and

the shape parameters and outputs the posed 3D mesh and the 3D location of the joints,

respectively.

1.2.4 Active viewpoint optimization

Some viewpoints are better for estimating the subject’s pose compared to others. One

reason for this is the self-occlusion of the subject’s body parts. If a body part is occluded

in a view, the 2D keypoint estimator is most likely to fail, resulting in a bad estimate of

the subject’s 3D pose. While the viewpoint of a static camera cannot be changed, a freely

moving camera can adjust its viewpoint to optimize for the best mocap results. There-

fore, multiple flying UAVs with onboard RGB cameras are an ideal solution for outdoor
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markerless mocap. However, to actively change the viewpoint, the mocap algorithm

should give out results in real time such that the motion of the UAVs can be actively

planned. This is a challenging problem considering the limited payload capacity gen-

erally available on UAVs. More computation power requires heavy and power-hungry

hardware onboard, which results in either a very short flight duration or a heavier and

higher-capacity battery. Even with such hardware, the amount of computation cannot

match the conventional desktop computers. Therefore, the mocap algorithm should work

on embedded hardware in real-time. In the next paragraph, we discuss such a method

HMR (4) which has proved to be capable of running on an embedded GPU in real-time.

HMR (4) is the first method to regress the SMPL body and shape parameters from

a single RGB image. Its neural network consists of a ResNet50 (21) backbone and an

autoregressor network. ResNet50 backbone is a neural network consisting of 48 convo-

lutional layers, 1 maxpool and 1 average pool layer. It extracts features from the input

RGB image and passes them to the autoregressor network which consists of three fully

connected layers. The autoregressor network takes in these features along with mean

pose (θ ,φ) and shape β , and predicts the pose and shape offsets. These offsets are added

to the input pose and shape values to get the output of the autoregressor network. The

resultant values along with the ResNet50 features are again fed back to the autoregressor

network to improve the estimates. Three such iterations are done to get the final output

from the autoregressor network. This network architecture is adopted with minor mod-

ifications in multiple following works (15; 22; 23; 24; 25), including our work AirPose

(Chapter 3).

1.2.5 Local or undesired minima

A straightforward way to fit a body model to 2D keypoints on an image is by minimiz-

ing their squared distances from the 2D projections of 3D keypoints on the body. This

process is very sensitive to initialization. All the joints move independently during the

fitting process, which can result in implausible poses. Ideally, the 3D pose change from

initial to target pose should happen over a manifold of plausible human poses. However,

integrating such a constraint in the fitting process is not straightforward. Bogo et al.

(1) addressed the problem of self-intersection of body parts by approximating the body

model with capsules and penalizing the self-intersection. We can see in Fig. 1.5, even

though the 2D keypoints are correct, the resulting pose has the left hand penetrating the

body. Putting self-intersection constraints on capsules gives a more accurate resulting

pose. The capsule approximation is made because calculating intersection using simple

shapes (such as cylindrical capsules) is much easier than with a complicated body mesh.

In some cases, a single view is not sufficient to resolve the 3D pose of the person. Multi-

ple valid 3D poses can result in the same 2D keypoints. An example is shown in Fig. 1.6

where two different 3D poses results in the same 2D projection. Since both the poses are

valid human poses, a new view of the same person is needed to disambiguate between

the poses.
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Figure 1.5: Body model cannot avoid self inter-penetrations; Bogo et. al. (1) puts explicit

constraints by approximating body with capsules (image taken from (1)).

Figure 1.6: The same silhouette/keypoints can be explained by two combinations (ma-

genta and green) of body shapes and poses (image taken from (2)).

9
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1.2.6 Temporal coherency

Fitting a human body model to 2D keypoints in a single frame might look fine, how-

ever, when visualized for a video, they look jittery and unnatural. This is because the 2D

keypoint detector does inference on each video frame independently, making the detec-

tions temporally incoherent. Independently fitting to these incoherent detections results

in temporally incoherent body poses. In reality, the human body is driven by muscular

forces, resulting in smooth and coherent motion. The ideal way of modelling human

motion is by modeling these forces. However, there are 320 pairs of skeletal muscles and

modelling their dynamics is an extremely challenging task. Existing works avoid muscle

modelling and use some post-processing step to smoothen the per-frame fitting results.

For example, (12) uses a DCT based human motion smoothing. Other methods try to

learn the human motion models from mocap datasets and use them either for fitting (8)

to the 2D keypoints or integrated in a deep neural network for human motion regression

from videos (26).

1.3 Our approach

Our goal is to estimate the motion of a freely moving human subject using multiple

RGB cameras, each mounted on a flying unmanned aerial vehicle. As opposed to the

conventional approach of first calibrating the cameras using calibration patterns and then

estimating the subject’s pose, in this thesis, we explore multiple approaches to combine

the two steps, i.e. estimating the subject’s pose and the camera’s poses simultaneously.

To do so, we explore three different approaches.

1.3.1 AirCap-Pose-Estimator

A simple aerial mocap system would consist of multiple UAVs, each with an onboard

camera to capture video of the subject and onboard computing capability to estimate

the subject’s pose. However, estimating the camera poses using such a simple setup is

not sufficient, and we need additional hardware onboard. In our first approach AirCap-

Pose-Estimator, we use a system of autonomously flying UAVs each mounted with an

RGB camera, a CPU, a GPU, onboard storage, wifi module and other sensors such as

IMUs and GPS. Our full method consists of two phases, 1) online data acquisition, and

2) offline human pose and shape estimation.

In the first phase, the subject moves in an open area and the UAVs fly autonomously

tracking and following him/her (see Fig. 1.7a). This is achieved using existing cooper-

ative detection and tracking (CDT) and formation control methods (27; 28). The CDT

utilizes the onboard extra sensors along with the information from videos to estimate

the approximate pose of the UAVs and the position of the subject (see Fig. 1.7b). The

CDT first detects the person in a video frame, then projects the 2D bounding box with
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(a)
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(b)

Figure 1.7: (a) Our online data acquisition setup consists of three UAVs tracking and

following the subject. (b) Overview of the CDT algorithm.

Figure 1.8: Overview of our offline 3D body fitting method. For every time instant, we

crop the ROI provided by the CDT, detect the 2D keypoints and fit the SMPL body model

simultaneously to all the views.

uncertainty in the 3D world using the camera poses from the sensors and an assumed

height of the person. This 3D information from all the views is fused by an extended

Kalman filter (EKF) to predict the person in every image. This prediction is further used

to crop the region of interest (ROI) for the person detection in the next frame. Since the

cameras are rigidly attached to the UAVs, we indirectly get the poses of the cameras. We

get approximate poses because IMUs and GPS both have drift, and we cannot get precise

camera poses using only these sensors. During the acquisition phase, all the UAVs try to

keep the subject centered in the camera frame while avoiding obstacles and maintaining

a formation such that the subject is best viewed. All the image frames, sensor data, and
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pose estimates of the cameras and the subject get stored on the onboard storage and then

processed in the second phase.

In the second phase, we use the collected data in the first phase to estimate the global

and articulated 3D poses of the person and the UAVs. In the first phase, the CDT cannot

run at a high frame rate because of the limited computation available onboard. We run

this method again offline on the raw sensor data to get more accurate estimates of the

UAV poses and the subject’s position and orientation. Then we run 2D keypoint detectors

on the collected RGB frames. We use multiple detectors to avoid the common problems

with 2D keypoint detectors, as discussed in Sec. 1.2.1. Finally, we fit the SMPL body

model to these 2D keypoints at each time step on all the camera views simultaneously

(see Fig. 1.8). We initialize the camera poses and the subject’s position and orientation

using the estimates from the offline CDT. During the fitting, we optimize for the 3D

global and articulated pose of the subject and the poses of the cameras. To avoid the

implausible subject poses as discussed in Sec. 1.2.5, we use a human pose prior model

VPoser (20) trained on a large dataset of real human poses. Even though we optimize for

the camera poses, we restrict them to not deviate much from the CDT estimates.

To evaluate our method, we compare with reference human pose data obtained using

an IMU-based method (29). We collect data from an IMU suit worn on the subject’s

body while collecting data in the first phase of our method. We process this data offline

using (29) to get the reference poses of the subject.

1.3.2 AirPose

A major limitation of the AirCap-Pose-Estimator is that the subject’s pose is estimated

offline after the data collection. It cannot run in real-time because it is an optimization-

based method which requires many optimization iterations for each frame, including

gradient computations for each frame. Additionally, the onboard compute hardware is

limited, thus unable to handle such heavy processing.

In our work AirPose, we present a method that can estimate the subject’s 3D global

and articulated pose onboard in real-time. As opposed to the optimization-based method

which refines the subject’s pose in multiple iterations, we use a light-weight neural net-

work AirPoseNet, which takes in an image and regresses the 3D global and articulated

pose of the subject relative to the camera. AirPoseNet is designed such that the overall

computation can run in a distributed and decentralized way. To achieve this, identical

instances of AirPoseNet run on each UAV independently while sharing minimal infor-

mation across views. A major challenge in training such a network is the availability of

training data. We address it by creating a synthetic dataset using scans of real people

rendered in a realistic virtual environment using Unreal Engine (see Fig. 3.4). We use

the ground truth (GT) body fitting for the scans from the AGORA dataset (7) and train

AirPoseNet using the paired images and the GT data. To improve its performance on

real-world images, we fine-tune it on a small amount of real-world data. We collect this

data by flying two DJI UAVs manually in the wild while the subject performs various
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(a)

(b)

Figure 1.9: Data samples from (a) synthetic data, and (b) real-world data showing the

scene and the corresponding captured images from two viewpoints (shown in the inset).

(a) We place 3D human scans in realistic environments in Unreal Engine and render them

from multiple viewpoints. We use the synthetic data along with the 3D ground truth to

train AirPose. (b) We fly two DJI UAVs in the wild to collect real-world data which is

used along with the 2D keypoints to fine-tune AirPose.
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Figure 1.10: Our compact representation for full image, which improves the estimation

of the global pose of the person from a single view.

actions (see Fig. 1.9b). Since the GT fittings are not available for this data, we use the

2D keypoints obtained using a 2D human keypoint detector to supervise the finetuning

process.

We take inspiration from the neural network introduced in HMR to design our decen-

tralized and distributed neural network. AirPoseNet consists of a ResNet50 (21) back-

bone which extracts the image features, followed by multiple stages of an autoregressor

module which takes in a fixed initial pose and outputs the correctives that are added to the

input pose to get the estimated pose. The information exchange between the views hap-

pens after each autoregressor stage output. As opposed to the existing methods (4; 22),

which process the cropped region around the subject, we use the full image, which im-

proves the global position estimate of the subject. However, a small image region is

usually occupied by the subject, and processing the full image becomes computationally

expensive for the neural network. Therefore, we introduce a compressed novel repre-

sentation of the full image resulting in the processing of only the region of interest and

significantly reducing the computation overhead. As shown in Fig. 1.10, the full-size im-

age is cropped and scaled to a fixed size which is fed to the feature extractor (ResNet50)

and the output features are further fed to the autoregressor network to estimate the sub-

ject’s pose. This representation ignores the cropping and scaling information, which is

crucial for the estimation of the global pose of the person. We append the cropping and

scaling parameters to the ResNet50 features, which result in a complete yet compact

representation of the full image.

We show qualitative results and compare them with a baseline method, which is an

adaptation of (22). We implement AirPose on the same hardware as AirCap-Pose-

Estimator and evaluate its performance by hardware-in-the-loop implementation and a

simple synchronization strategy. We found that AirPose itself can run at 20 FPS while the

full pipeline including image acquisition, human detection, preprocessing etc. runs at 3

FPS. Finally, we also introduce an optimization-based post-processing method, AirPose+

to improve the 3D human motion by utilizing the heavy compute available offline (see

Fig. 1.11). It takes in the AirPose estimates and fits them to the 2D keypoints while
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AirPose

AirPose
+

Figure 1.11: Overview of our full pipeline. AirPose takes in a single frame and esti-

mates the articulated and global pose of the person relative to the camera for that frame.

AirPose+ is an offline bundle adjustment method, which takes in the AirPose estimates

and fits them to the 2D keypoints for the whole sequence.

introducing temporal constraints, resulting in smooth and temporally coherent motions.

AirPose can estimate the pose of the person and the cameras relative to each other

using only the RGB cameras without needing any extrinsic camera calibration or extra

hardware. While the AirCap-Pose-Estimator can estimate the pose of the subject and

the cameras relative to a static global reference frame (GPS frame), AirPose estimates

the subject’s pose relative to each camera. This is fine for applications such as gesture-

controlled UAVs, however, global and articulated poses relative to a ground plane are

required for motion capture applications where a 3D character needs to be placed in a

3D scene. That is why, we introduce SmartMocap to estimate the 3D articulated and

global poses of the subject and the cameras.

1.3.3 SmartMocap

In SmartMocap, we consider a general mocap system that consists of single/multiple

moving/static extrinsically uncalibrated RGB cameras. Our goal is to estimate the motion

of the cameras, articulated motion and the global motion of the subject relative to a static

reference frame. This is a challenging problem, and we address this using the following

insights (also shown in Fig. 1.12). First, we use the ground plane as the reference frame

of our mocap system. Next, we represent the subject’s pose using the SMPL body model,

where the subject’s motion is represented as a trajectory of human poses such that the
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Distribution of human motion 

captures relation between human 

poses and the ground plane

2D keypoints on the image captures 

relation between human poses 

and the camera

Figure 1.12: SmartMocap uses a motion prior network to encode 3D human motion rela-

tive to the ground plane. At the same time, it fits this human motion representation to the

2D human keypoints and estimates the 3D human motion and the camera poses relative

to the ground plane.
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origin is the ground projection of SMPL’s root joint in the first frame. Next, we train

a variational auto-encoder model (motion prior) that encodes and learns the distribution

of human motions in relation to the ground plane. Finally, we use the 2D human body

keypoints to resolve the human articulated pose and global pose relative to the camera.

In summary, our motion prior network encodes the human body relative to the ground

plane, while the 2D keypoints resolves the camera pose relative to the 3D human body.

We utilize both of them together in an optimization problem to estimate the 3D human

motion and the camera motion relative to the ground plane.

The motion prior VAE network is a crucial component of our method. We use the

AMASS dataset (3) to train this network. We resample the motion sequences to a fixed

frame rate of 30 FPS, select 25 consecutive frames and represent all the frames relative

to the ground projection of the root joint in the first frame to get a training sample.

We use our insights to formulate a novel multi-stage optimization problem and jointly

estimate all the motions relative to our set origin. Such optimization is complicated

and very likely to converge to an undesired minimum. That is why, we first initialize

the articulated pose of the subject and poses of the cameras at each time frame using

a monocular regression method PARE (30). The subject’s global pose at every frame

is initialized to the mean starting pose in the latent space of our motion prior network.

Because of the fixed length of the training sample, we optimize for the poses of the

cameras and the global and articulated poses of the subject in chunks of 25 frames. Next,

we stitch together the sequences such that the subject pose at the last frame of a chunk

is aligned with the pose at the first frame of the next chunk. We again optimize the full

sequence using the same loss function to get the final estimate of the camera and subject’s

poses.

We show quantitative results on the RICH dataset (31) and compare them with an

existing monocular method. We also show results on the AirPose dataset. To show the

ease of use of SmartMocap, we collect a new dataset using 4 smartphones (2 static and 2

moving) and show qualitative results on this dataset.

1.4 Related works

1.4.1 Monocular methods

Early monocular methods (32; 33; 34) use 3D human skeleton models to estimate human

pose from a single RGB image. However, as we discussed in Sec. 1.2.3, 3D skeleton rep-

resentation has various drawbacks. To overcome them, they impose physical constraints

such as bone length consistency and joint angle constraints to reason about the 3D struc-

ture of the human skeleton. For supervision, they need the 2D keypoints or edges from

a human annotator to reconstruct the pose of the subject in a single frame. Since they

process all the frames independently, it is very difficult to put explicit constraints on the

body shape and pose.
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Guan et al. (2) use a human body model (35) which is learned from human scans

to constrain the body shape. Their method takes in the 2D keypoints from a human

annotator and the 2D silhouette of the subject to estimate the pose and shape of the person

in a single image. They fit the body model to the 2D keypoints and body silhouette on

the image plane to get the posed and shaped body model. They also show that even

with the 2D keypoints and silhouette as input, the subject’s pose and shape cannot be

uniquely determined. Multiple combinations of body shapes and poses can explain the

same silhouette and the keypoints (see Fig. 1.6). Bogo et al. (1) automate the process of

obtaining the 2D keypoints using deep neural-network based methods. They also address

the problem of self-interpenetration of the estimated body parts, which happens because

of no constraint on the body pose (see Fig. 1.5). They approximate the human body using

3D capsules, which enables them to efficiently compute the self-intersection of the body

parts and penalize it. Additionally, they learn a pose prior distribution of the human poses

using a mixture of Gaussians and utilize it during the optimization. Pavlakos et al. (20)

introduce a variational auto-encoder (VAE) based pose prior network, VPoser, and use it

in their fitting method to restrict the resulting pose to be a valid 3D human pose. VPoser

is trained using AMASS dataset (3) which is a large collection of 3D human motions in

SMPL format.

Modern methods use deep neural networks to regress the parameters of a human

body model directly from the RGB image (4; 15; 22; 24; 36; 37; 38; 39) or video

(26; 40; 41; 42). Training a neural network to predict 3D human pose from an RGB

image requires a lot of 2D-to-3D paired data, which is extremely difficult to collect.

HMR (4) overcomes this by training a human pose discriminator using a large dataset of

3D human poses. They train a network to regress 3D human pose and weak perspective

camera parameters from a tightly cropped image of a person (refer Fig. 1.13a). They use

a 2D keypoint re-projection loss along with a discriminator, which helps avoid unnatural

poses while satisfying the 2D re-projection constraints. SPIN (5) develops upon HMR

and utilizes more in-the-wild images (refer Fig. 1.13b). They propose an auto-corrective

optimization step and trains the regressor in the loop. They initialize the 3D human pose

using HMR, fit it to the 2D keypoints and use the resultant 3D pose as supervision to

further refine the network. Both the HMR and SPIN work on a single image. VIBE (26)

extends the method used by HMR and trained a human motion regressor, which takes in

a sequence of RGB images and gives the sequence of 3D human poses. They use a large

amount of 3D human mocap data to train their discriminator, along with the generator

network. Choi et al. (42) propose a neural network architecture combining the temporal

information from the past and future frames, which results in smooth and temporally

consistent 3D human motion.

All the above methods estimate the human pose/motion relative to the camera or rela-

tive to some local coordinate system on the human body. Recent methods (8; 9; 14; 43)

try to estimate the human motion in a world reference frame using a monocular video.

HuMoR (8) learns the distribution of human motion transitions, including global mo-

tion, and uses it to fit the SMPL model to the 2D keypoints on a monocular video from
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(a)

(b)

Figure 1.13: (a) HMR regressor takes in the cropped and scaled image I of a person to

give the SMPL pose and shape parameters. The Discriminator D is trained using AMASS

dataset (3) (image taken from (4)). (b) Auto-corrective optimization step for improved

supervision to train the HPS regressor (image taken from (5)).
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a static camera. However, encoding only the motion transitions is very sensitive to noisy

observations (2D keypoints) and even a little noise can lead to unrealistic human motion

estimates. Yuan et al. (9) and Park et al. (44) try to address the challenging problem of

motion estimation using a single moving camera. Both of these methods use a monocular

pose regressor to get the articulated pose of the person and then either a motion infiller

(9) network or an inverse kinematic solver along with the contact points (44) to predict

the global motion. Since they do not use the RGB images after the first step and the pose

regressor methods are not accurate enough, the global motion based on these inaccurate

articulated poses is also not of good quality. Furthermore, they cannot estimate the cam-

era motion due to the bad quality of global motion estimates. Ye et al. (14) and Henning

et al. (45) use the SLAM methods to decouple the motion of the camera and the person

from the monocular RGB video. However, these methods are dependent on the perfor-

mance of the SLAM methods, which gets worse when the background in the video does

not have enough texture. Sun et al. (43) introduce a regression-based method to estimate

the camera motion and the motion of multiple people in the scene from a single video.

Since this is a regression-based method, it is faster than the previous optimization-based

methods, however, the quality of the reconstructed motion is not very good. While get-

ting the global human and camera motion using only a single moving RGB camera is an

extremely challenging problem, our method SmartMocap (Chapter 4) shows that adding

just one static camera allows us to estimate the motion of the human and cameras in the

world frame.

1.4.2 Multi-view methods

Most of the existing markerless human mocap methods utilize videos from multiple cal-

ibrated and time-synchronized cameras. They first detect 2D features (keypoints, silhou-

ette, etc.) on the image plane and then use the camera calibration parameters to either

project them into the 3D space (13; 46; 47; 48; 49; 50; 51; 52; 53) or fitting a 3D human

body to the 2D features (12; 54; 55; 56; 57; 58; 59).

Early multi-view methods use the Pictorial Structure Model (PSM) (60) to represent

the human skeleton. Amin et al. (61) are the first ones to use PSM in multi-view sce-

narios. They estimate 2D PSM for each view and then triangulate to get the 3D pose.

Pavlakos et al.(47) use a similar approach to first get the 3D human pose, then they use

this data to train a model to estimate 3D human pose from a single image. They fur-

ther fine-tune their 2D keypoint estimation network in an unsupervised manner, using

only multi-view constraints. Similarly, Rhodin et al. (48) use the multi-view estimates to

improve the performance of the monocular 3D pose estimator. Since the PSMs require

discretization of the 3D space, they are limited by the speed vs accuracy tradeoff. Dis-

cretizing the 3D space in finer bins leads to better accuracy but makes the method slow.

To overcome this, Qiu et al. (49) introduce recursive PSM which first estimates a coarse

3D position of a body joint, and then recursively discretizes the 3D space to finer bins

to get a more accurate position. Tome et al. (62) train a lightweight neural network that
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iteratively refines the 3D pose of the person by projecting the 3D joints back to all the

views. While these methods try to use the 2D heatmaps as a confidence score, Hua et

al. (63) extract the 2D keypoint from the heatmaps, triangulate them to get a 3D skeleton

and then refine them using a graph convolutional network to get the final 3D skeleton. He

et al. (50) argue that computing 2D features without any 3D context and fusing them to

get the 3D pose is suboptimal. That is why they introduce epipolar transformer networks

that can leverage the epipolar geometry and fuse a 2D feature in one view to a better

matching feature in another view along the epipolar line. Zhang et al. (51) avoid explicit

modelling of the feature fusion across multiple views, thus employing transformer net-

works to learn it. Iskakov et al. (13) introduce a simple yet effective approach where they

directly triangulate 2D heatmaps to get a 3D heatmap which is converted to 3D joints by

a Voxel-to-voxel network (64). Tu et al. (52) propose a similar approach but extend it to

multiple people. Since these approaches are learned from data, they cannot generalize

to new datasets where the camera configuration is changed. Bartol et al.(65) introduce

an approach which generalizes to any multi-view scenario, thus, removing the need for

training for every dataset or camera configuration. For every time instant, they generate

multiple 3D human pose hypotheses by triangulating 2D keypoints from randomly se-

lected views. Finally, they train a network to give a score to a pose hypothesis without

needing to know the spatial camera arrangement.

A common limitation of the above-discussed methods is that they estimate the 3D

skeleton of the subject per frame, which is why they cannot enforce constraints such

as bone length consistency. Chen et al. (53) propose a closed-form solution for trian-

gulating 2D keypoints with known camera calibration and constraints on bone-length

consistency. Because of a closed-form solution, their method execution is very fast and

capable of running in real-time on a CPU. Using explicit constraints on the skeleton does

not guarantee a unique skeleton for the sequence. A better way is to use a parametric

human body model such as SMPL. Huang et al. (12) extend the method from (66) and

fit the SMPL model (19) to the 2D keypoints and silhouettes on multiple views simulta-

neously. For temporally coherent motion estimation, they use DCT-based motion prior

in a separate step after the per-frame fitting. Similar to SPIN (22), Li et al. (54) trains

a regressor for human pose and shape estimation from multiple views. First, they use

the regressor to initialize the SMPL parameters, then fit it to the 2D keypoints on all the

views and finally use the results to train the regressor.

Getting the full 3D pose of the subject (including the global pose) needs calibrated

cameras. Since calibrating the cameras in a separate step is not always possible (e.g. in-

the-wild scenarios), (67; 68; 69; 70) utilize the human body to calibrate the static cam-

eras. Jiang et al.(68) build upon (13) and extend the learnable triangulation to work for

uncalibrated static cameras. In place of volumetric triangulation proposed by (13), they

sample camera pose from a distribution, triangulate 2D heatmaps using them and then

update the camera pose distribution based on the cross-view reprojection error. Taka-

hashi et al. (67) use the skeleton representation but put explicit constraints on the body

model, such as fixed bone lengths across the time and smooth motion constraints. They
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roughly initialize the camera parameters using structure-from-motion and triangulate the

2D keypoints to get a rough initialization of the 3D joints. Then they optimize all the

parameters using the bundle adjustment approach for the full sequence. In contrast to

other approaches, they use unsynchronized cameras and estimate the time shift along

with the other parameters. Dong et al. (70) utilize the person’s pose to synchronize the

cameras. They take multiple videos of the same action being performed at different time

instances, for example, serving a tennis ball in different matches. They use an off-the-

shelf 3D human pose estimator to get the articulated 3D pose of the subject and use it for

camera synchronization. They further improve the pose by optimizing the 2D projection

error. Huang et al. (69) propose to fit the SMPL body model to the multi-view videos

of multiple people interacting. They do not assume calibrated cameras but estimate the

poses of the cameras relative to the first camera. They learn a human motion prior and

use it during the optimization procedure. The motion prior helps in correcting the errors

due to the noisy 2D keypoints. While the noise in the 2D keypoints results in a bad 3D

pose of the person, it can result in a huge error in the camera poses.

The static cameras cannot actively change the viewpoint to get a better view of the

person, therefore, Elhayek et al. (71) use moving cameras along with the static cameras

as their mocap setup. They use sound to synchronize the video stream across multiple

cameras. They require a 3D template of the subject’s body and some user interaction to

get the initial camera calibration using features and bundle adjustment. Then they jointly

estimate the body pose and camera calibration parameters. However, all the above meth-

ods for uncalibrated cameras estimate the human motion relative to one static camera,

which should be calibrated relative to the world such that the estimated human motion

can be transformed relative to the world reference frame. Calibrating cameras is par-

ticularly hard if all the cameras are moving. Hasler et al. (72) use multiple handheld

smartphone cameras and calibrate them relative to a static background using a structure-

from-motion (SFM) method. However, such calibration is not reliable and only works

for a static background with suitable texture. It may fail when there are moving objects

in the background or when the texture is not sufficient for SFM.

1.4.3 Aerial mocap methods

While multiple cameras help in handling occlusions and result in a better mocap, static

cameras cannot capture long-range motions. For such motions, cameras should be mov-

ing to keep the person in their field of view. Multiple cameras moving around the person

is a promising solution for unrestricted and flexible motion capture. Therefore, Multiple

works place the cameras on UAVs (73; 74; 75; 76; 77; 78; 79) to capture long-range

human motions.

However, early works are primarily restricted to indoor lab environments. Flycon (73)

and Drocap (74) use a single UAV with a camera. Flycon needs the subject to wear LED

markers leveraging mature IR-based mocap algorithms. Drocap is a markerless system,

however, it uses a high-latency fitting-based method to compute the subject’s 3D skeleton
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and the UAV poses for the complete sequence. Another method presented in (76) uses

a depth camera along with an RGB camera, which results in lower accuracy in outdoor

daylight conditions. Other methods (77; 78; 79) focus on motion planning of the motion

planning of the UAVs and use simple triangulation method to estimate the 3D pose of the

subject. Flycap (75) uses RGB-D cameras on multiple UAVs in indoor environments to

reconstruct a 3D point cloud over time. It requires a template scanning step in which the

subject must be static while a UAV scans them. Similarly, ActiveMoCap (79) needs to

run a calibration mode for each subject, where it estimates the shape (bone lengths) of the

subject. Since all these methods need some kind of subject preparation for every mocap

session, we address this problem and present multiple methods to capture the motion of

a human subject without needing any preparation. Our method AirCap-Pose-Estimator

(Chapter 2) uses multiple autonomously flying UAVs to collect data and process it offline

to compute the mocap. Our method AirPose (3), does not need camera extrinsics to

estimate the subject’s poses onboard in real-time, which can be used to plan the motion

of the UAVs. Our method SmartMocap (Chapter 4) estimates the motion of the subject

and the cameras relative to the ground plane, and it can be used with any type of RGB

cameras (aerial, smartphone, etc.).

1.5 Thesis organization

This thesis is organized as follows:

In Chapter 2, we introduce AirCap-Pose-Estimator. First, we present the hardware

setup of the UAVs and the online and offline phases of our method. Then we present our

experiments with outdoor data collection, including the data for the reference method.

Finally, we show the quantitative and qualitative results of our AirCap-Pose-Estimator

on the collected data.

In Chapter 3, we introduce AirPose. First, we present the motivation for AirPose, a

baseline method, and our insights for AirPose and AirPose+. Then we discuss our train-

ing pipeline, synthetic data generation, real-world data collection and evaluation meth-

ods. Finally, we present our experiments and discuss the results on different datasets.

In Chapter 4, we introduce SmartMocap. First, we discuss human motion prior net-

work, its training data and training pipeline. Then we present our optimization problem

formulation to get the human and camera motions. Finally, we present the results on

multiple datasets, evaluation metrics, and comparison with a reference method.

In Chapter 5, we conclude our thesis and discuss the future directions of our work. We

summarize each of our individual methods, along with their limitations and motivation

for the next method. Finally, we discuss possible future directions of our work, briefly

discussing an ideal markerless mocap system.

The following works (80; 81; 82) form part of this thesis.

• N. Saini, E. Price, R. Tallamraju, R. Enficiaud, R. Ludwig, I. Martinovic, A. Ah-

mad, and M. Black. Markerless outdoor human motion capture using multiple
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autonomous micro aerial vehicles. In 2019 IEEE/CVF International Conference

on Computer Vision (ICCV), pages 823–832, 2019

• N. Saini, E. Bonetto, E. Price, A. Ahmad, and M. J. Black. Airpose: Multi-view

fusion network for aerial 3d human pose and shape estimation. IEEE Robotics and

Automation Letters, 7(2):4805–4812, 2022

• N. Saini, C.-H. P. Huang, M. J. Black, and A. Ahmad. Smartmocap: Joint estima-

tion of human and camera motion using uncalibrated rgb cameras. IEEE Robotics

and Automation Letters, 8(6):3206–3213, 2023

The following work (83) was done during my PhD, but does not form a part of this

thesis.

• R. Tallamraju, N. Saini, E. Bonetto, M. Pabst, Y. T. Liu, M. J. Black, and A. Ah-

mad. Aircaprl: Autonomous aerial human motion capture using deep reinforce-

ment learning. IEEE Robotics and Automation Letters, 5(4):6678–6685, 2020
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Chapter 2

AirCap Pose Estimator

Our goal is to capture a freely moving human outdoors, running, jumping, etc., with

no markers and full freedom of movement. To do so, we propose to capture human

movement using RGB cameras mounted on multiple unmanned aerial vehicles (UAVs);

that is, a flying motion capture system. As discussed in Sec. 1.4.3, this idea is not new,

but no previous methods achieve our goal. They are either restricted to indoors (75; 76),

use simple triangulation of 3D keypoints (77; 78; 79) or require specialized markers to

be worn on the body (73).

This problem has remained unsolved because it combines several technologies, each

of which, on their own, is a major technical challenge. First, we need multiple aerial

vehicles that can coordinate, self-locate, identify a subject, hold them in view, avoid

obstacles, etc. Second, motion capture requires calibrated cameras, where the extrinsic

parameters are known with high accuracy. Achieving this outdoors with moving vehicles

in real settings is a significant technical challenge. Third, while deep learning methods

have made 2D human joint detection reliable, accurate 3D human pose from images

remains an active research problem.

To address these issues, we present an outdoor markerless human motion capture sys-

tem using a team of UAVs, called AirCap-Pose-Estimator. Each UAV consists of only

an RGB camera to detect and track the subject. Each UAV also has an on-board IMU,

GPS and barometer used only for its self-pose estimation in the global (GPS) coordinate

frame. Note that these sensors alone are not sufficient to achieve the accuracy of cam-

era calibration necessary for human mocap. Consequently, like (84), we formulate the

calibration problem together with the human pose estimation problem. The overall func-

tioning of our motion capture system is split into two phases, namely, i) an online data

acquisition phase using autonomous UAVs, and ii) an offline pose and shape estimation

phase. This is summarized in Fig. 2.1.

During the online data acquisition phase, the UAVs cooperatively detect and track the

3D position of a subject using the approach presented in (85) and follow them in for-

mation using the perception-driven method from (28). This formation allows the UAVs

to i) keep the subject in their camera’s field of view and centered on the image plane,

ii) maintain a threshold distance from the subject, and iii) not collide with each other or

any other static obstacle in the environment. The data acquired in this phase consists of
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2.1 AirCap-Pose-Estimator

images captured by all UAVs and their camera extrinsic and intrinsic parameters. The

data also contains the person’s approximate 3D location in the world coordinates (not the

detailed pose). Note that the camera extrinsics from this phase are approximate and, as

we will see, not sufficiently accurate for human mocap.

In the second phase, which is offline, human pose and shape are estimated using only

the acquired RGB images and the UAV’s self-localization poses (the camera extrinsics).

Our approach relies on 2D joint detections in each camera; current methods like Alpha-

Pose (86) and OpenPose (16; 87) are quite accurate even with aerial imagery. To fuse

these 2D detections into a 3D pose estimate, we formulate an objective function in which

we simultaneously solve for body shape, 3D pose, and 3D camera positions. We use the

SMPL body model (discussd in 1.2.3) to fuse the noisy estimates. SMPL captures the

shape of the human body and this constrains the possible solutions. We project the joints

of SMPL onto each of the images (using the estimated camera parameters) and com-

pute the error (robustly) between the predictions and the observed 2D detections. Since

the 2D pose detections may be noisy, we regularize the 3D fitting using VPoser (see

Sec. 1.3.1). We solve for camera parameters jointly and constrain them to be similar to

those estimated by the UAVs.

In summary, AirCap-Pose-Estimator addresses the following key challenges: (1) De-

tection and tracking of a person by multiple UAVs fully autonomously. (2) Estima-

tion of the camera extrinsics and the 3D location of the person. (3) Fitting a 3D body

model robustly to 2D joint detections from multiple flying cameras. (4) We show, for

the first time, that it is possible to capture 3D human movement fully autonomously

from aerial vehicles. (5) We compare our 3D poses with reference data computed from

a multi-IMU suit and the SIP method for pose estimation (29). While the accuracy

is not yet on par with commercial marker-based systems, this is a practical step to-

wards a solution that addresses each piece of technology in an integrated whole. Our

code and dataset are available at https://github.com/robot-perception-group/

Aircap_Pose_Estimator. A video explaining our method and results is available at

https://tinyurl.com/aircapposeest.

2.1 AirCap-Pose-Estimator

We first describe our motion capture hardware and the online phase. Then we discuss our

system pipeline in detail by introducing mathematical symbols and notation, followed by

the algorithm. The pipeline consists of four steps.

2.1.1 Step 1 : mocap system setup and online data acquisition phase

Step 1 in Fig. 2.1 shows our UAV-based outdoor motion capture system tracking and

following a person. It consists of a team of self-designed 8-rotor UAVs (see Step 3 in

Fig. 2.1 inset). Each UAV is equipped with a 2MP HD camera, a computer with an Intel
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i7 processor, an NVIDIA Jetson TX1 embedded GPU, and an OpenPilot Revolution1

flight controller board. We use the flight controller’s position and yaw controller, as well

as its GPS and IMU-based self-pose (position and orientation) estimation functionalities.

To detect, track and follow the person, we use a perception-driven formation approach

(28; 85). Each copter runs a single shot detector (SSD) multibox detector (88) on the

images acquired by its camera, using its on-board GPU to detect the person’s bounding

box on the image frames. A detection rate of ∼4 Hz is achieved during the online ac-

quisition. The UAVs then share the person’s 2D image bounding box positions and their

3D self-pose estimates wirelessly between each other. Subsequently, using a coopera-

tive detection and tracking (CDT) filter (85) that runs on-board each UAV’s CPU, they

estimate the 3D position of the person’s center of mass in a consistent world frame (GPS-

frame). Using this method, the UAVs also improve their 3D self-pose localization. One

key feature of the CDT filter is that it allows the detector to focus on the most informa-

tive region of interest (ROI) in future image frames, thereby making it computationally

efficient. Note that even though the detections are obtained at ∼4 Hz, the CDT filter runs

at ∼30 Hz, alternating between the standard prediction and update steps, except that the

updates happen at a lower frequency.

In the online phase, the goal is to keep the person in the field of view and centered in

each UAV’s camera. Additional constraints include maintaining threshold distances to

the other UAVs and static obstacles. To this end, each UAV runs a model predictive con-

trol (MPC)-based formation controller (28) on its on-board CPU. The MPC’s objective

is to maintain a threshold distance to the subject while adhering to the aforementioned

formation constraints. Orienting the UAV towards the subject is achieved using an addi-

tional yaw controller (separate from the MPC). Further details regarding the CDT tracker

and formation controller can be obtained from (85) and (28), respectively.

During the online phase, all UAVs save images on-board at ∼40 Hz and their self-pose

estimates at ∼100 Hz. As the camera is rigidly mounted on each UAV, the extrinsics of

the camera are obtained using a fixed and known transformation from the UAV’s self-

pose (position and orientation) in the world frame.

2.1.2 Step 2 : 2D region of interest and UAV self pose refinement

In this step, we run the CDT algorithm of Step 1 offline to improve the subject’s tracked

position estimate and each UAV’s self pose estimates. The SSD Multibox detector runs

on every frame in Step 2. The CDT filter leverages these every-frame observations to

obtain the ROIs for every image and to improve the UAV self-pose estimates.

1
OpenPilot: http://www.librepilot.org/site/index.html
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2.1.3 Step 3 : Offline pose estimation

The rest of this section discusses Step 3 in which the person’s pose and shape, as a func-

tion of time, is estimated using the data acquired in the online phase (Step 1) and refined

in Step 2. Note that Step 4 concerns comparison with ground truth and is, therefore,

discussed in the next section with experiments and results.

Preliminaries

Consider a system with C moving cameras. The intrinsic parameters of each camera

are fixed. Since the cameras are moving in the world frame, their extrinsic parameters

(rotation vector, translation vector) are changing over time. The rotation and the position

vectors of camera c at any time instant t are represented as rc,t ∈ R
3 and, pc,t ∈ R

3

respectively. We use the SMPL body model to represent the pose and shape of the subject

(see Sec. 1.2.3).

2D joint detections on the collected images can be highly noisy. We use multiple

2D joint detectors for robustness. Say we use D detectors and each detector gives the

positions of N joints on the camera plane. The position of the nth joint given by the

dth detector on the cth camera plane at time instant t is represented as jc,n,d,t ∈ R
2. The

detector also gives a confidence value in terms of probability for each detected joint. It

is represented as wc,n,d,t ∈ R.

The SMPL pose vector θ is the collection of all the joint angles. However, human

poses do not span the entire angle space. To restrict θ to the natural pose space, we use

the latent space of VPoser. VPoser is a variational autoencoder (VAE) with encoder (VE)

and decoder (VD). The new parameterization of the human pose is represented as v∈R
32

in the latent space of VPoser with a Normal distribution. VPoser is trained on more than

1 million poses of multiple subjects and is capable of producing novel, realistic human

poses. For more details on the data and actual training procedure, refer to (89). VPoser

decoder VD provides a mapping from the latent variable v to full pose variable θ given

as

θ = VD(v). (2.1)

We exploit the known distribution of the latent variable as a prior in our optimiza-

tion objective, by keeping its values close to the mean of the Normal distribution. This

translates to a simple L2 norm on the new parameterization.

Algorithm

We use the detected 2D joints and intrinsic parameters to optimize the body model pa-

rameters along with camera extrinsics. Camera extrinsics are initialized with the refined

estimates obtained in Sec. 2.1.2. This is done independently for each time step.
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Per-frame fitting We minimize a cost function at each time step t, which can be de-

composed into the following components:

E(r1,t · · ·rc,t ,p1,t · · · pc,t ,vt ,βt) =

E2D +λr,pEr,p +λvEv +λβ Eβ ,
(2.2)

where λr,p, λz and λβ are weights of the corresponding components.

The first term ensures that the 2D projection of the model’s 3D joints remains close to

the observed 2D joints. It is given as

E2D(vt ,βt ,rc,t , pc,t) =

∑
c,n,d

wc,n,d,tρσ1

(

∥

∥Π
(

rc,t , pc,t ,Jn(VD(vt),βt)
)

− jc,n,d,t
∥

∥

)

,
(2.3)

where Jn is the joint regressor function that gives the nth joint position given the SMPL

pose and shape parameters. Π is the projection function that projects the 3D point on

the image plane, given camera parameters. ρσ1
is the Geman-McClure robust penalty

function with a fixed parameter σ1, written as

ρσ1
(e) =

e2

e2 +σ2
1

. (2.4)

As explained in Sec. 2.1.1, camera extrinsic parameters are obtained directly from the

UAV’s self-pose data saved during the flights made by the UAV formation. The self-pose

estimates of the UAVs are prone to various sources of error, e.g., GPS and IMU drift and

changing prevalent wind speeds causing fluctuations in the barometer measurements.

This causes the camera extrinsic parameters to be noisy. Hence, we also optimize for

the camera extrinsic parameters, with the objective of keeping them close to the values

estimated online by the UAVs, by including another cost term,

Er,p = ρσ2
(rc,t − r̃c,t)+ρσ3

(pc,t − p̃c,t), (2.5)

where r̃c,t and p̃c,t are the rotation and position vectors of the camera c at any time t

estimated online by the UAVs during the data acquisition phase.

Ev is a regularization term on the latent pose parameter v given as

Ev = ∥v∥. (2.6)

β is a vector of the 10 most significant eigen shapes of SMPL, which we regularize with

Eβ as

Eβ = ∥β∥. (2.7)
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2.2 Experiments and Results

2.2.1 Data Acquisition

Using our UAV-based motion capture system described in Sec. 2.1.1, we performed a

data collection formation flight using 3 UAVs. Our on-board formation controller, UAV

self-pose and the person’s (3D position, not joint poses) state estimator, etc., are im-

plemented as Robot Operating System (ROS) nodes, which makes it easy for UAVs to

communicate with each other using standard message types. The UAV formation con-

straints of altitude and horizontal distance from the subject are set to 8m. The value is

relatively high due to safety considerations. During the formation flight, the subject is

requested to walk on a grassy field at slow to moderate speeds and later perform random

motion sequences, such as jumping jacks, bending forward/backward, swaying arms, etc.

2.2.2 Dataset

All images and camera extrinsic and intrinsic parameters are saved on-board each UAV

as ROS messages in a rosbag file. Each message has a Unix timestamp denoting the

time of its acquisition. We receive images from each camera at approx. 30-40 frames per

second (FPS). Even though both UAV cameras have the same frame rates, they are not

synchronized. Meaning, they do not necessarily capture image frames simultaneously.

For any image from the first UAV’s camera, there might not exist an image from the

other UAV’s camera at the same instant. Also, as camera parameters are available at

a much higher frequency than images, for each image in the system, camera intrinsic

and extrinsic parameters are available. Later, we extract data from the saved bagfile,

refine them and use them to estimate the shape and pose of the subject using the method

described in Sec. 2.1.3.

2.2.3 Reference Data

We obtain reference (ref) data to evaluate our reconstructions from two different systems,

i) a commercially available IMU mocap system (Xsens) (90) and ii) a pair of differential

GPS modules. The IMU system is used to obtain reference data for body pose relative

to the root joint. For reference SMPL parameters, we use a state-of-the-art IMU mocap

method Sparse Inertial Poser (SIP) (29). It uses raw data from Xsens and gives SMPL

parameters. However, the global root joint position and orientation from SIP are not

reliable for reference comparison. To solve this issue, we use a pair of differential GPS

modules, each one attached to the shoulder of the subject, to get the position of the

root joint in the global coordinate system. The reference global root orientation remains

unestimated as it is not directly measurable with these two systems.

The IMU data is collected using 17 sensors on the subject’s body. These sensors mea-

sure data at the rate of 60Hz. The measurements do not have the information about the
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exact time they are recorded. They are sent to the base station using wireless commu-

nication. At the time of arrival, they are assigned the frame number (different from our

system). Using SIP, we get SMPL parameters for each of these frames. We manually

align this sequence to our system by matching a characteristic motion sequence. This

way we get a Unix timestamp for one frame, and assuming the frame rate to be 60Hz, we

get a timestamp for every frame. We re-sample the frames that are closest to our image

data sequence and compare them for all the error calculations.

2.2.4 Implementation

Using the approach in (85), the UAVs autonomously maintain a formation around the

person while following him/her and keeping him/her centered in their camera’s field of

view. During the formation flights, the UAVs detect the person in their camera image

using single shot detector (SSD) multibox (88) and estimate his/her 3D world position

(not the joint pose) and uncertainty associated, in order to maintain the formation. This

also results in a cropped region of interest (ROI) which has the highest likelihood of

having the person inside it. For every image, the UAVs also saves this corresponding

ROI. The ROI data and UAV self pose estimates are then refined offline and saved. We

crop the full images based on the provided ROIs and apply multiple joint detectors, each

producing a set of 2D joints estimates. If the ROI goes outside the camera frame, we

take the full image for 2D joint detection.

We then use two state-of-the-art 2D joint detectors: Alphapose (86; 91) and OpenPose

(16; 87). All the dataset images are processed using these joint estimators, and their

output is saved with the same timestamp as that of the image. We use these 2D joints

along with the camera extrinsic and intrinsic parameters in our cost function as given in

Eq. (2.2). Since the cameras are not synchronized, we use the closest frames in time from

all the cameras for per-frame fitting. We use a PyTorch (92) implementation of SMPL

to regress from SMPL parameters to 3D joint positions in Eq. (2.3). The total cost is

sequentially minimized for each frame to get the optimized value of SMPL pose and

camera extrinsic parameters. The value of σ1 in Eq. (2.3), σ2 and σ3 in Eq. (2.5) are 40,

10 and 10 respectively. We found after trial and error that these values work well. After

optimizing for a frame, the optimized parameter values are used as initial values for the

next frame, except for the camera extrinsics. These are initialized with the ones obtained

from Sec. 2.1.2. For optimization, we use the Adam optimizer (93) from PyTorch. The

number of iterations for the first frame is 1000 with 0.25 learning rate and 100 with 0.1

learning rate for subsequent frames.

2.2.5 Results and Discussion

First, we compare our reconstructed pose with the reference pose. In this, we zero out

the global position and rotation of the reconstructed SMPL and ref SMPL. In Table 2.1,

we show the mean error in joint positions (e jp) and mean error in joint angles (e ja).
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(a)

(b)

Figure 2.2: Pose and shape estimation results of our approach overlaid on some of the

image sequences from one of the UAV’s cameras. (a) A walking sequence. (b) A se-

quence with arbitrary arm and leg movement.
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GT shape Shape estimation

Joint e jp e ja e jp e ja

L Hip 0±0. 6.73±3.0675 0±0. 6.81±2.9921

L Knee 0.0767±0.0384 8.60±5.3021 0.0876±0.0417 8.69±5.2789

L Ankle 0.1629±0.0801 5.49±2.3388 0.1904±0.0909 5.50±2.3235

L Foot 0.1843±0.0931 9.71±2.1887 0.2157±0.106 9.44±2.1144

R Hip 0±0. 6.62±3.9518 0±0. 6.60±3.9246

R Knee 0.0680±0.0457 9.59±6.0983 0.0760±0.0505 9.67±6.1404

R Ankle 0.1251±0.0988 7.79±3.0918 0.1448±0.1156 7.73±3.0527

R Foot 0.1461±0.1158 8.10±5.6218 0.1693±0.1358 7.86±5.5202

Spine1 0±0. 5.32±2.1159 0±0. 5.18±2.0373

Spine2 0.0264±0.0103 3.01±1.3283 0.0290±0.0111 2.96±1.2894

Spine3 0.0397±0.0147 1.61±1.1054 0.0439±0.0156 1.59±1.1008

Neck 0.0931±0.0306 6.25±2.6598 0.1068±0.033 6.11±2.6312

Head 0.1237±0.0372 5.13±2.1265 0.1428±0.0403 4.90±2.0727

L Collar 0.0683±0.0241 4.09±2.9901 0.0771±0.0256 3.82±3.0851

L Shoulder 0.0779±0.0338 13.15±3.6292 0.0861±0.0355 13.28±3.583

L Elbow 0.0863±0.056 16.41±8.5772 0.1023±0.0642 16.15±8.4229

L Wrist 0.1689±0.1231 10.46±3.9089 0.1984±0.1437 10.21±3.8141

L Hand 0.2045±0.1524 2.34±1.4662 0.2411±0.1767 2.30±1.4598

R Collar 0.0694±0.0241 5.55±3.5196 0.0777±0.0256 5.23±3.5122

R Shoulder 0.0919±0.0372 10.96±4.8626 0.0993±0.0382 10.87±4.709

R Elbow 0.0987±0.068 22.15±7.5988 0.1075±0.0761 21.65±7.5291

R Wrist 0.1781±0.1375 11.41±5.5971 0.2013±0.1542 11.29±5.6136

R Hand 0.2134±0.1697 3.19±1.3718 0.2417±0.1903 3.19±1.3296

Pelvis aligned with the ref

Table 2.1: Mean error in joint positions (meters) and joint angles (degrees) (using GT

body shape vs shape estimation). The pelvis joint is aligned with the ref. The position

error for L Hip, R Hip and Spine1 becomes 0 because these joints are rigidly connected

to the Pelvis.
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e jp is calculated by taking the Euclidean distance between each estimated joint and the

corresponding reference joint and then calculating its mean over the whole dataset. e ja

is calculated by taking the angle difference between the reconstructed joint angle and

the corresponding reference joint angle and taking a mean over time and over all the 3

axes. We show these errors in two cases, 1) using the GT body shape, and 2) with the

estimated subject shape. In case 1, we fix the shape to the GT shape obtained by scanning

the person. In case 2, the shape is optimized in Step 3 of the system pipeline Eq. (2.2). In

Table 2.1, we can see that the joint position estimates get better when GT shape is used,

however, there is no significant difference in the joint angle error. This is clearer in the

bar plots shown in Fig. 2.3. Since there is no significant change in the joint angles, the

articulated pose estimate remains the same in both cases. However, higher joint position

error in the case of shape estimation indicates that the estimated shape is not accurate.

Since we are fitting the 3D body model to the 2D keypoints, the optimization algorithm

can estimate a little bigger body while adjusting the body position a little further away

from the camera. This can also happen because of noise in the 2D keypoints.

We see that the error is higher for the joints corresponding to the extremities. This

is because we use a pose regularization in Eq. (2.6) which penalizes the distance from

the mean pose of VPoser. Since the extreme poses have more variation in the extremity

joints, these joints are penalized more. We notice that including shape estimation in

Step 3 does not affect the error significantly. However, the per-frame fitting does not

make sure that the shape remains the same for the whole sequence. For a better shape

estimate, instead of the per-frame fitting, the complete sequence should be optimized

with a constant shape for the whole sequence.

Note that our reference method is also not perfect, and its estimates cannot be treated

as ground truth. In this procedure, we consistently assume that the IMU system has a

frame rate of 60 Hz. However, this is not always the case. The communication delays

and failures between the sensors and the base station can cause it to vary. Between 1:33

and 2:45 in the video (see Chapter introduction for video link), we see that sometimes

both the meshes go out of sync. One possible reason for this is the variable frame rate of

both our system and the IMU system. This also affects our quantitative results adversely.

Our calculated error is more than what it actually should be.

For all the further results, we fix the shape to the actual shape of the subject, and all

the errors presented are joint position errors in meters.

Pose Evaluation

In Fig. 2.2 we present qualitative results of our pose estimation. Quantitative results

are presented in Fig. 2.4, where we show the mean joint position error with time. At

every time instant, we compute a metric NumDet, which is the total number of views in

which the subject is detected. Since we use two detectors, we take the maximum of the

two. Thus, NumDet is computed as max
d

∑
c
D(d,c), where D(d,c) denotes the number
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Figure 2.4: Mean joint position error in every frame. Background color denotes the

NumDet at that frame, calculated as explained in Sec. 2.2.5.

of detections by the detector d for UAV camera c. In Fig. 2.4 we show NumDet in the

background represented by a color scheme. We can see that the mean joint position

error becomes high when the NumDet is low, which is expected from our approach. This

shows that observations from multiple views add confidence to the estimated pose.

Global Position Evaluation

We use the absolute position from the differential GPS modules mounted on the subject’s

shoulders. These modules are in a coordinate system that has a constant offset to our

system’s coordinate system. We find this offset by taking a mean difference between

estimated and ref position for the first 200 frames and correct it manually.

All the Steps 1, 2 and 3 provide the person’s position. We denote these by τs1
,τs2

and

τs3
respectively, and the ref root position by τre f . We show the X , Y and Z components

of these in Fig. 2.5. In the motion sequence shown in this experiment, the subject first

moves on a zigzag trajectory over a sloped terrain with moderate speed. This can be seen

in the ref plots for the initial 4700 frames. Then the subject performs various random

body pose sequences like jumping jacks, punching, dancing etc., with small motion in

global position. This is reflected in the plots, as there is not much variability in the ref

position.

In the inset of Fig. 2.5, we show box plot of the Euclidean error of τs1
, τs2

, τs3
with

respect to τre f . We see that the estimate improves in Step 2 and further in Step 3. If

we do not optimize for camera parameters in Step 3 our person position estimates are

unchanged from that of Step 2. This indicates that the optimization of camera parameters

improves the person’s global pose estimate. However, looking at the outliers, we can say

that the maximum error can go even higher than the maximum error of Step 1. To analyze

this, we look at Fig. 2.6. The background represents the same as in Fig. 2.4. In these

plots, we show the signed error of τs1
, τs2

, τs3
with respect to τre f . Notice there are
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Figure 2.5: These three plots show the root position trajectories from ref, Step 1,2 and 3

in X , Y and Z dimension, respectively. See Sec. 2.2.5 for details.
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Figure 2.6: These three plots are signed error of the estimated root position from all

three steps with respect to the ref. See Sec. 2.2.5 for details.
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Figure 2.7: Ablation study of our approach.

two error components in these plots. One is a slowly varying component and another is

rapidly varying. We show the rapidly varying component by plotting a moving average

result over the error. The slow varying error is due to the drift in the UAVs’ GPS. Since

the person’s position estimate is dependent on the UAVs’ poses, this drift is reflected in

the person’s position error. The rapidly moving error is due to the observation error in

our 2D estimates. We see that there are sudden jumps in the pose error from Step 3.

These correspond to the outliers shown in the inset of the second plot of Fig. 2.5. We see

in Fig. 2.6 that these jumps happen when there are fewer detections, which is expected.

Since there are fewer detections or no detections in some camera frames, the whole

optimization becomes unconstrained. In such a scenario, it becomes highly susceptible

to observation errors and the camera pose can be adjusted to fit an erroneous observation.

Ablation study

In Fig. 2.7, we show the advantage of optimizing the camera parameters during human

pose estimation. We compare the mean error for each joint in three cases. Case1: we use

the camera extrinsics from the online run (i.e. step 1) and do not optimize them during the

pose estimation step. Case2: We use the camera extrinsics from the offline run (i.e. step

2) and do not optimize them during the pose estimation step. Case3: we jointly optimize

camera extrinsics and pose (our proposed method). For most of the joints, the error in
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Case2 is lower than Case1 and lowest for all the joints in Case3. Further, we compare the

mean of the first-order difference of joint positions in all the cases with reference to that

of the ref. A lower value closer to the ref implies a smoother and more accurate motion

estimate. We can see that the value decreases when going from Case1 to 3, getting closer

to ref for all the joints. Since we deal with outdoor and unstructured scenarios, getting

highly accurate reference (ref) extrinsics of the mobile cameras with minimal on-board

computation is extremely difficult. Hence, for our problem, it is important to estimate

(and optimize for) both the person’s pose and the camera extrinsics, simultaneously.

2.3 Limitations

Our data acquisition system can autonomously plan the motion of the UAVs to follow the

person, but its major limitation is the absence of gimbals for the UAV cameras. Since the

cameras are rigidly attached to the UAVs, the motion of the UAVs affects their field of

view. This results in the person frequently going out of the field of view of the cameras.

For example, take a scenario where the person is in the center of the image and the

corresponding UAV is hovering in place. Next, the person starts moving away from the

UAV and thus moves towards the top part of the image frame. To follow the person, the

UAV has to move forward, which results in the pitch down of the UAV and the camera.

Since the person is already at the top of the image, this camera pitch results in the person

going out of the image frame. A similar scenario happens if the person moves towards

the UAV. The UAV has to pitch up to move away, which results in the person going

out of the image from the bottom. Since there is an additional constraint of keeping

the person centered in the image, these scenarios can result in oscillations if the person

moves away or towards the UAV very quickly. In such a case, the camera poses changes

very quickly, and it becomes stable again when the UAV’s distance from the person is in

the desired range. In further chapters, we use UAVs with gimbals and handheld cameras.

This allows us to focus on the human pose and shape reconstruction method from the

videos, irrespective of the acquisition of those videos.

2.4 Conclusion

In this chapter, we presented AirCap-Pose-Estimator, the first successful demonstration

of full-body markerless motion capture from autonomous flying vehicles. AirCap-Pose-

Estimator addresses the challenges of i) online image data acquisition of a tracked human

subject by multiple fully autonomous UAVs, and ii) human body pose and shape estima-

tion using the acquired image dataset. We show how we leverage state-of-the-art 2D

human joint detection methods as noisy sensors and fuse them to obtain consistent 3D

estimates of human pose and shape. We show quantitative results by evaluating our re-

constructions using reference data. We also show qualitative results by projecting the
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estimated pose over the acquired images. One of the most important advantages of our

method is that it completely removes the need for a subject preparation step, thereby

allowing in-the-wild motion capture of any subject.
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AirPose

In the previous chapter, we introduced AirCap-Pose-Estimator, which uses multiple

UAVs to track and follow a person, record RGB images, and then post-process them

to obtain human 3D pose and shape. Even though the subject detection and tracking

happens onboard using a neural network, the subject’s 3D pose is estimated using an

optimization-based method which is very slow and requires heavy computational re-

sources. Another major limitation of the Aircap-Pose-Estimator is the significant de-

pendency on the data acquisition system which has the following disadvantages. (1)

Cameras are rigidly attached to the UAVs which results in the subject frequently getting

out of the frame, (2) the cameras produce very large size images with unnatural colors

and inconsistent frame rate, (3) the onboard sensors and computation are needed to get

the initial poses of the UAVs, and (4) the UAVs are heavy and require a trained pilot to

fly.

In this chapter, we propose a new method AirPose focusing on the real-time 3D pose

and shape estimation of the subject and the poses of the UAVs. To achieve this, we move

from an optimization-based method to a neural network based regression method for the

human 3D pose estimation. Neural network based methods are generally faster because

they do not need multiple iterations of gradient calculations required by optimization

methods. We also move away from custom-made UAVs to the commercially available

UAVs. These UAVs have cameras attached to a gimbal and are easy to fly even for a

beginner. Even though the inertial and GPS sensors are available on these UAVs their

measurements are not easily accessible. Therefore, we do not use them and assume only

the UAV cameras are available to us.

AirPose is a distributed, multi-view fusion method, designed for the on-board esti-

mation of the 3D body pose and shape of a single person from multiple, moving, and

extrinsically-uncalibrated cameras. It achieves this by running identical lightweight

networks (AirPoseNet) on each UAV, which takes in an image from the camera, com-

bines information from other views and regresses the 3D shape and pose of the person

relative to the camera. We build upon an existing monocular method HMR (4) (discussed

in Sec. 1.4.1) which takes in a cropped image around the person and scaled to a square

size of 224 pixels. This cropping and scaling operation is needed to keep the input data

small for faster execution. However, it also results in the loss of information regarding

43



Chapter 3 AirPose

the global position of the person. We propose a novel input representation for cropped

camera images which retain this information while maintaining the fast execution speed.

The network architecture of AirPoseNet enables distributed processing of different cam-

era views on each UAV and efficient sharing and fusion of relevant information between

the UAVs. Training such a network is a significant challenge because of the unavailabil-

ity of the training data. A multi-view aerial data of a variety of moving subjects with

ground-truth poses is extremely difficult to collect. That is why no such data exists. We

develop a synthetic data generation pipeline to solve the problem of training AirPoseNet.

Since AirPose is a lightweight real-time method which takes in a single image at a time,

its mocap quality is not very high. To address this, we propose an off-board optimization-

based method AirPose+, which improves the AirPose results by fitting them to the 2D

keypoints on the image.

We quantitatively evaluate AirPose on synthetic data and show that it outperforms a

baseline model which uses neither the proposed compact image representation nor the

information sharing across the views. We also show the ablation study comparing the

effects of these two components on different metrics. We further demonstrate and eval-

uate our approach through hardware-in-the-loop experiments using a real-world dataset

collected from 2 commercial UAVs. We show that AirPose runs in real-time on an em-

bedded GPU.

In summary, our novel contributions are: (1) A distributed and decentralized system

of neural networks (AirPoseNet) for uncalibrated moving cameras that estimates human

3D pose and shape, while simultaneously calibrating the cameras with respect to the hu-

man. (2) A compact input image representation that significantly improves the human

position estimate, even for the monocular case. (3) A realistic-looking synthetic train-

ing data generation pipeline for overhead, multi-view images of humans with ground-

truth pose and shape. (4) An off-board optimization-based method, AirPose+, which

further refines the mocap quality and the camera calibration (see Fig. 3.1). (5) Code

and data of our method are available for research purposes at https://github.com/

robot-perception-group/AirPose.

3.1 Method

Problem Statement. Our goal is to develop a method that accurately estimates the

3D pose and shape of a person from multiple uncalibrated cameras with the following

constraints. It should be able to run onboard UAVs with small computation capabilities

and limited wireless communication. A naive approach to this problem is to use a state-

of-the-art monocular human pose estimator on each UAV. This facilitates distributed and

decentralized computation. However, the estimate from one UAV would not benefit from

the other UAV’s viewpoint. We call this the baseline method. We introduce AirPose,

where information from other viewpoints is incorporated into a UAV’s estimate and the

computation remains distributed and decentralized.
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Figure 3.1: AirPose: A novel, distributed, multiview fusion method for 3D pose and

shape estimation of humans using uncalibrated moving cameras. Multi-exposure image

of a sequence from our real-world data (left). AirPose+ estimates of the person (right).

UAV poses are also estimated but here we manually place them for clearer illustration.

ArUco (6) markers were in the scene but never used for any of our methods.

3.1.1 Baseline Method

We adapt HMR (4) to develop a baseline method for our problem. HMR network consists

of the ResNet50 backbone followed by an autoregressor network (see Sec. 1.4.1). We

deploy one HMR instance on each UAV outputs SMPL-X (see Sec. 1.2.3) pose and

shape estimates of the person in the UAV camera’s reference frame. The setup is shown

in Fig. 3.2 (left). The input consists of only a cropped and scaled region (where the

person is present) of the full-size image. Thus, the output needs to be transformed to the

original camera reference frame. The root translation (root refers to the root joint in the

person’s pose) in the original image frame is given as τ̃ = [x̃, ỹ, z̃], and in the cropped and

scaled camera frame is given as τ̃c = [x̃c, ỹc, z̃c], where the vector components correspond

to the 3D Euclidean coordinates. The output of the neural network is divided into four

components: i) τ̃c ∈ R
3, ii) φ̃ ∈ R

6, the root rotation, iii) θ̃ ∈ R
126, the articulated pose,

and iv) β̃ ∈ R
10, the body shape parameters. The dimensions of these parameters are

slightly different from the original SMPL-X model because we use the 6D representation

(94) for rotations instead of the axis angle representation. SMPL-X pose parameters

include hands and face parameters along with the body parameters, but, we use only the

body parameters and fill the rest with zero values. The relationship between τ̃ and τ̃c is

given as

z̃ = z̃cs, (3.1)

45



Chapter 3 AirPose





fx 0 0

0 fy 0

0 0 1









x̃/z̃
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where fx and fy are focal length parameters of the camera and (cx, cy) its principal point.

bx and by are the normalized coordinates of the cropped region in the original image (see

Fig. 3.3). s is the scale applied to resize the cropped region to the size 224 by 224, the

input size of the feature extractor. As the baseline is a monocular method, we train it for

one camera and run its instance independently for each UAV. The loss for training our

baseline method is

Lbaseline = w j2dL j2d +w j3dL j3d +wφ Lφ +wθ Lθ +wβ Lβ +wV LV , (3.3)

where L j2d = ||Π(J (τ̃, φ̃ , θ̃ , β̃ ))−Π(J (τgt ,φgt ,θgt ,βgt))||
2,

L j3d = ||J (θ̃ , β̃ )−J (θgt ,βgt)||
2, Lφ = ||φ̃ −φgt ||

2,

LV = ||S(θ̃ , β̃ )−S(θgt ,βgt)||
2, Lθ = ||θ̃ −θgt ||

2, Lβ = ||β̃ ||2,

w j2d = 0.01, w j3d = 1, wφ = 1, wθ = 100,wβ = 1 and wV = 100.

J and S are the SMPL-X 3D joint and mesh vertex regression functions. For L j3d and

LV , the default values (zero-filled vector) are provided for τ̃ and φ̃ . Π is the camera pro-

jection function. τgt , φgt , θgt , βgt are ground truth values of the corresponding SMPL-X

parameters w.r.t. the camera. We use an L2 loss function following the previous works

(20; 80). The loss weights are chosen as follows. Since there are many loss components,

the network training is highly unstable. We first stabilize the training by selecting hyper-

parameters from a sparse hyperparameter space. Thereafter, we narrow down the search

space. We observe that even though the overall training and validation loss keeps going

down, the model can overfit to some loss components. In such cases, we stop the training

once the model starts overfitting on any loss component.

3.1.2 Proposed Method – AirPose

We first highlight the shortcomings of the baseline method and then present our insights

to solve them.

Insight 1. Some parts of the person’s body could be occluded in one camera view, but

available in other cameras. Thus, using the output of each individual network, or even

simply averaging the outputs from multiple networks, would not result in an accurate

estimate. A systematic approach to information fusion is required to improve the estimate

of the person’s pose by leveraging complementary information from different views. The

fusion problem is exacerbated by limited wireless communication bandwidth between

the UAVs, prohibiting the real-time exchange of images among them. To perform fusion

of information, while remaining within the communication constraints, we propose a
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Figure 3.2: The network architecture of the baseline and proposed approach (AirPose).

The neural network on each UAV takes in a cropped and scaled image I to give the body

parameters relative to the camera. Please refer Sec. 4.1 for more information about the

symbols.

ResNet50
Full image

compact

representation

Figure 3.3: The bounding-box region is cropped & scaled to the fixed size image for

ResNet50 input. The full-size image is represented by concatenating the ResNet50 fea-

tures and the cropping & scaling parameter P.

novel decentralized and distributed neural network (see Fig. 3.2 (right)). In our proposed

network, the estimated articulated pose (θ ) and body shape (β ) from any autoregression

stage of one network, running on one UAV, is fed to the next autoregression stage of

another network, running on another UAV. These body parameters are independent of

the viewpoints from which the person is being seen. If any body part is occluded in

one view, its estimate is improved by using the information shared by the other view.

There are three autoregression stages in each instance of the network, hence the total

information shared per UAV per image frame is only 2 · (126+10) = 272 float32.
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Insight 2. In the baseline method, cropping and scaling of the image results in loss of

information, which is crucial for the correct estimation of the root translation. Multiple

full-size images where the person is in the same pose but in different locations can result

in the same cropped and scaled image. That is why the neural network cannot uniquely

determine the 3D location of the person just based on the cropped and scaled image. It

needs the original image to resolve the 3D location of the person. However, passing the

full image will result in a significant computation overhead and thus a high execution

time. Our solution is to provide the network with a compact representation of the full

image. This representation is the concatenation of P with the extracted feature vector of

the cropped and scaled image, where P = [bx,by,s]. Since these parameters are used in

the first place to crop and scale the original image, they can also be used to recreate the

full-size image with some data loss (such as blurry pixels in the bounding box and blank

pixels around it). The network can figure out how to do this inverse operation to estimate

the 3D location of the person. This idea is also used by a recent method CLIFF (15).

However, as opposed to our method which feeds the cropping and scaling information

to the network and lets the network figure out 3D location relative to the original image

(camera), they estimate the 3D location of the person relative to the cropped and scaled

image (camera) and then analytically compute the 3D location relative to the original

image (camera) based on the cropping and scaling parameters.

Based on the above two insights, our new network architecture is conceived as follows.

It has a ResNet50 feature extractor followed by an autoregressor stage. The feature ex-

tractor extracts latent features from the cropped and scaled image similar to the baseline.

These features, concatenated with P, contain the articulated and global pose information

of the person. This compact input is used by the autoregressor, along with the SMPL-X

parameters, initialized as φ̂ , θ̂ , β̂ , τ̂ (fixed values). β̂ is a vector of zeros, and φ̂ , θ̂ are

initialized from the same values as in (4). We assume that the subject’s position can vary

between 0 and 20 meters relative to the camera. That is why, we chose the mean position

of the subject to be at [0,0,10]. We normalize it by dividing with value 20 to adjust

the range between 0 and 1, and initialize τ̂ = [0,0,0.5]. The estimated person position

parameter τ̃ is multiplied by this normalizing factor to get the actual position. The au-

toregressor architecture is the same as in (4). It consists of three fully connected (FC)

layers, with a dropout layer after the first and the second FC layer. The autoregressor

eventually outputs the refined SMPL-X parameters w.r.t. the camera. The training loss

function of AirPose is

LAirPose = w j2dL j2d +w j3dL j3d +wφ Lφ +wτLτ +wθ Lθ +wβ Lβ +wV LV , (3.4)

where L j2d = ∑
c

||Π(J (τ̃c, φ̃c, θ̃c, β̃c))−Π(J (τgt,c,φgt,c,θgt ,βgt))||
2

L j3d = ∑
c

||J (θ̃c, β̃c)−J (θgt ,βgt)||
2, Lτ = ∑

c

||τ̃c − τgt,c||
2,
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Lφ = ∑
c

||φ̃c −φgt,c||
2, Lθ = ∑

c

||θ̃c −θgt ||
2 + ||θ̃1 − θ̃2||

2,

LV = ∑
c

||S(φ̃c, θ̃c, β̃c)−S(φgt,c,θgt ,βgt)||
2

+||S(φ̃1, θ̃1, β̃1)−S(φ̃2, θ̃2, β̃2)||
2, Lβ = ∑

c

||β̃c||
2 + ||β̃1 − β̃2||

2,

w j2d = 0.002, w j3d = 1, wφ = 1,wτ = 10, wθ = 50, wβ = 1 and wV = 50.

Each camera has its own SMPL-X parameter estimates, e.g., θc is the articulated pose

parameter for camera c, c ∈ {1,2}. S is the SMPL-X vertices regressor function (see

Sec. 1.2.3).

Insight 3. Most monocular methods are trained on data that does not contain overhead

and oblique views of persons. In aerial mocap, such viewpoints are predominant. On the

other hand, there also exist few multiview image datasets on which our baseline method

can be trained, let alone those with overhead viewpoints. To address both these dataset-

related challenges, we train our networks (both baseline and AirPose) using large sets of

synthetic images in realistic virtual environments and fine-tune using a small set of real

images from UAVs. During the fine-tuning, the weights of ResNet50 feature extractors

are frozen, and only the regressor is trained. We use OpenPose (16; 87) to get the 2D key-

points on the images and use them for supervision during the fine-tuning. To make the

2D keypoints more reliable, we also get them from another detector, Alphapose (86). If

the OpenPose estimates deviate from the Alphapose estimates by more than a threshold

value (of 100 pixels), they are discarded. Using only the 2D keypoints for supervision

might result in unnatural body poses. Therefore, we use VPoser to avoid unnatural hu-

man poses. We use its encoder network (VE) instead of the decoder network (VD), which

allows us to directly predict pose parameters θ instead of latent pose parameters v dur-

ing the evaluation time. In the latter case, an additional computation VD(v) is required

during test time resulting in a larger overall processing time. We project the estimated

poses from our network into the latent space and restrict it to be close to the mean of the

VPoser’s distribution. VPoser is trained for SMPL (19) model, therefore, we use only

the body pose parameters of SMPL-X which also corresponds to the same representation

as SMPL, i.e. body joint angles. Note that SMPL and SMPL-X parameters are not inter-

changeable and they differ a little for the same joint angles. However, such a difference is

fine for our case as we are using SMPL-trained VPoser just to avoid unnatural poses and

the 2D keypoint is the main supervision to guide the pose estimation. The fine-tuning

loss for the baseline approach is given as

L fBaseline
= w j2dL j2d +wβ Lβ +wvposerLvposer, (3.5)

where L j2d = ∑
n

wn((Π(Jn(τ̃, φ̃ , θ̃ , β̃ ))− jn)
2), Lβ = ||β̃ ||2,

Lvposer = ||VE(θ̃)||
2, w j2d = 0.01, wβ = 5 and wvposer = 1.
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jns are the 2D coordinates estimated by OpenPose for keypoint n. wns is the confidence

score of the corresponding keypoint estimates from OpenPose. Jn is the joint regressor

function that gives the nth joint position given the SMPL-X pose and shape parameters.

VE(θ) is the sample from the latent space distribution obtained after passing θ to the

Vposer encoder. The fine-tuning loss for AirPose is

L = w j2dL j2d +wβ Lβ +wvposerLvposer +wθ Lθ , (3.6)

where L j2d = ∑
n,c

wn,c((Π(Jn(τ̃c, φ̃c, θ̃c, β̃c))− jn)
2), Lθ = ||θ̃1 − θ̃2||

2

Lβ = ∑
c

(||β̃c||
2)+ ||β̃1 − β̃2||

2, Lvposer = ||VE(θ̃)||
2

w j2d = 0.01, wβ = 5, wvposer = 0.1 and wθ = 100, (3.7)

where wn,c is the OpenPose confidence score for joint n and camera view c. Similarly,

τ̃c, φ̃c, θ̃c, β̃c are the SMPL-X parameters for camera view c.

3.1.3 Proposed Approach – AirPose+

Finally, we propose a post-processing optimization method, AirPose+, where we uti-

lize the temporal information to further refine the human pose and shape and camera

pose estimates given by AirPose. This is done by minimizing the loss function given in

Eq. (3.8). We optimize the parameters θ , β , φc, τc for the whole capture sequence. We

also put a constraint over these parameters to be close in adjacent frames. We use the

latent representation of VPoser, v, to represent the articulated pose. The SMPL-X pose

parameter θ is obtained by passing v through the Vposer decoder VD i.e. θ = VD(v).

L = ∑
t

(w j2dL j2d +wvposerLvposer +wtempLtemp)+wβ Lβ , (3.8)

where L j2d = ∑
n,c

wc,n(ρσ (Π(Jn(τ̃c, φ̃c,VD(ṽ), β̃ ))− jn)), Lvposer = ||ṽ||2,

Ltemp = ||θ̃t − θ̃t−1||
2 +∑

c

||φ̃t − φ̃t−1||
2 + ||τ̃t − τ̃t−1||

2,

Lβ = ||β̃ ||2, w j2d = 1, wvposer = 0.05, wtemp = 1 and wβ = 2000.

ρσ is the Geman-Mcclure robust penalty function (see Eq. (2.4)). All the individual loss

terms except Lβ in the Eq. (3.8) are a function of t. However, t is not used in their

notation to improve the readability. Unlike AirPose, in AirPose+, articulated pose v is

not different for each camera and β is constant for each camera throughout the sequence.

We compute ∑n,c wc,n for each frame t and ignore the frame in optimization if this value

is below a threshold.
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3.2 Training And Evaluation

An ideal dataset for training our network requires synchronized video sequences of many

persons with a variety of poses and with ground truth SMPL-X parameters. It is difficult

to collect such data because of reasons like the limited battery life of UAVs, weather-

related uncertainties, flying permission from authorities, availability of licensed pilots,

etc. Thus, we generate realistic-looking synthetic image data in realistic virtual envi-

ronments. Even though the generated images look realistic, the network trained with

these images does not generalize well to real-world images. That is why we fine-tune the

network on a small amount of real-world images. The Aircap-Pose-Estimator data we

presented in the last chapter is the only existing real-world image data collected using

UAVs. However, it is not suitable for fine-tuning our network because of the following

reasons. 1) The subject is wearing a mocap suit and a firefighter helmet which are not

normal clothing, also, the image colors are not natural looking (see Fig. 2.2). Due to

these reasons, the image is very different from the normal images and out of the distri-

bution of the training data. 2) Since the person frequently gets out of the image frame

(see Sec. 2.3), we cannot run our bundle adjustment method AirPose+ on it because

the method relies on the person being visible in the frame and smooth camera motions.

That is why, We collect new real data with two persons and two DJI UAVs (7000 frames

per person per UAV). We fine-tune our network using the real data with one person and

evaluate it on the other person.

Synthetic Data for Training: We generated the synthetic data (∼ 30000 frames per

UAV) by putting realistic human scans (7) in Unreal Engine (UE) and rendering them

from multiple viewpoints of 2 UAVs, as shown in fig. 3.4. We use the AirSim plugin (95)

for UE to move the scans and the cameras around such that the data generation process

is automated. The scans are put in an outdoor UE environment (purchased from UE

Marketplace) and moved between -2.75m to 2.75m along the X and the Z-axis (the Y-axis

points outward from the ground plane in UE). The cameras are moved independently and

randomly around the origin such that they are facing the origin and the distance from the

origin is ∼10m. The pitch of the cameras varies from 0◦ to 45◦. The SMPL-X fittings

to scans are provided by (7). The fittings are done using the gender-specific SMPL-X

model.

Real Data for Fine-tuning: We collected 2 real data sequences. Each sequence uses

two DJI Mavic UAVs, flying manually around a different person. The raw data are sets

of video sequences from the UAVs. During the acquisition, we keep one of the UAVs

hovering in place and the other one is manually flown around the person, who performs

various motions, covering a wide range of poses at a safe distance from the UAVs. The

intrinsic calibration of the UAV cameras was done immediately before the take-off, us-

ing the chessboard calibration method. The frames were extracted and manually time-

synchronized. We sampled the corresponding frames from the two UAVs and found that

they had a constant time difference, which implies that the two devices had the same
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Figure 3.4: A realistic human scan in an Unreal Engine environment with AirSim UAVs

(cameras). The corresponding images are shown beside each UAV. The SMPL-X fitting

from AGORA dataset (7) is shown in the right bottom corner.

frame rate, and it remained constant throughout the acquisition time. ArUco markers (6)

were in the scene, but never used for any of our methods.

Hardware-in-the-loop evaluation and synchronization strategy for online execu-

tion: To run our approach online we took a hardware-in-the-loop approach, where com-

munication and synchronisation were performed in real-time on our actual UAV hard-

ware (which has an Intel i7 CPU and Nvidia Jetson TX2 on-board) (28). We implemented

a ROS (96) based synchronization framework that selects matching camera frames based

on their shutter timestamp. Clocks were synchronized using NTP (97). Communication

via 5 GHz wifi with 50 Mbps was handled by ROS. On the Jetson TX2 modules, the

AirPoseNet achieved inference speeds of 50 ms per frame (224x224x3 bytes 20 FPS).

This was dominated by the first step of the network (i.e. ResNet50 and the first regressor

stage, ∼ 43 ms) while the other two steps are almost immediate (∼ 2.5 ms). However, in

a real-world setting, high-resolution images and communication must be accounted for.

We allocated 2 * 25 ms for the communication of the 584-byte encoding, as well as 140

ms for the acquisition and downsampling of the 4K camera images after benchmarking

these operations individually on our UAVs. To accommodate sufficient time for im-

age acquisition, inference, and multiple iterations of data communication, we allocated a

fixed length time window of 240 ms to process one frame, which results in a fixed overall

framerate of 4.17 FPS. If processing could not be completed by the end of the window,

the frame was discarded. Taking dropped frames into account, AirPose achieved an av-
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erage framerate of around 3 FPS. The camera itself was capturing 4K frames at 40 FPS.

It must be noted that the bottleneck in this ad-hoc approach is not the AirPoseNet, but

acquisition and preprocessing as well as communication overhead. If lower resolution

camera images were used in conjunction with optimized buffers to acquire, process and

communicate data in parallel, it is easily conceivable that AirPose could reach 20 FPS

realtime-throughput at a latency of less than 150 ms. Real image datasets from (27; 28)

are not directly usable in our approach due to significant differences with respect to the

appearance of the images on which the network is originally trained (i.e. synthetic data).

To overcome this problem, we collected a custom video dataset with two DJI drones for

evaluation (similar to the data for fine-tuning) and converted them into Rosbags. We

manually synchronized the first common frame between the two video sequences. Sub-

sequently, we replayed the Rosbags as if they were taken by the UAV cameras and used

the hardware-in-the-loop setting and synchronization architecture as explained above.

3.3 Experiments And Results

3.3.1 Results on the Synthetic Data

We perform an ablation study and compare the following 4 methods using the synthetic

data.

1. Baseline: The baseline method is described in Sec. 3.1.1.

2. Baseline + Multi-view: Here, we expand the input size of the baseline regressor to

take the θ and β values from another view. However, the regressor does not take the

image cropping and scaling information P and estimates the SMPL-X parameters w.r.t.

the cropped image.

3. Baseline + Fullcam: Here, in addition to the baseline inputs, we take the cropping

and scaling information, P, and estimate the pose of the person w.r.t. the original camera.

It is equivalent to AirPose without communication between the two UAVs.

4. AirPose (Baseline + Multi-view + Fullcam): The proposed method, as described in

Sec. 3.1.2.

Error Comparison Metrics: We compare the global position and articulated pose esti-

mates of the person from the four methods. Since, the person’s pose is estimated by each

UAV relative to itself, for computing error we convert the estimates into the global frame

Baseline Baseline +

Multi-view

Baseline +

Fullcam

AirPose

MPE (m) 0.50 0.46 0.22 0.15

MPJPE (m) 0.091 0.084 0.077 0.072

Table 3.1: Ablation study of AirPose on the synthetic dataset.
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Chapter 3 AirPose

Figure 3.5: Ablation study (Sec. 3.3.1) qualitative results. Row 1: ‘Baseline’. Row 2:

‘Baseline+Multi-view’. Row 3: ‘Baseline+Fullcam’. Row 4: ‘AirPose’. 1st and 4th

columns are cropped images showing the overlaid estimated mesh w.r.t. the camera. The

2nd and 3rd columns show the front and the top views of the 3D scene, where the two

estimates (one from each view) are transformed into the global coordinate frame. Red

mesh: estimate from the first camera. Blue mesh: estimate from the second camera.

Green mesh: ground truth SMPL-X mesh.
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Figure 3.6: Another example showing qualitative results of Baseline, Baseline+Mutli-

view, Baseline+Fullcam and AirPose. See the caption of Fig. 3.5 for details.
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Figure 3.7: Comparison of the person 2 3D position trajectory, estimated by baseline and

AirPose methods on UAV 1 (hovering, top) and 2 (circling, bottom).
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using the ground truth extrinsics of the UAVs. We calculate the error of each estimate

w.r.t. the person’s ground truth (GT) in the global frame. To evaluate the global position

estimate, we calculate the mean position error (MPE) as MPE = 1
2T ∑

T
t=1 ∑c ||τ̃

o
c − τo

gt ||.
This is the mean (over all the images from both UAVs) of the Euclidean distances be-

tween the GT and the estimated person’s positions in the global frame (denoted by the

superscript o). The total number of image frames are T .

For the evaluation of the articulated pose estimate of the person, we calculate the mean

of the joint position errors (MPJPE) as MPJPE = 1
22(2T ) ∑

T
t=1 ∑n ∑c ||τ̃

o
c − τo

gt ||, over all

the images from both UAV cameras. τ is a function of n but it is not denoted here to

improve the readability. The joint error is the Euclidean distance between the estimated

joint position and its corresponding GT when the root translation for both the estimate

and GT are aligned. Since we are using only the body parameters of SMPL-X, the

number of joints in our case is 22.

Figure 3.8: Comparison of the estimated Z coordinate of the tracked person’s trajectory

by AirPose and the vanilla SPIN.

Results and Discussion: Table 3.1 shows the MPE and MPJPE values for the four dif-

ferent methods. AirPose, outperforms all ablated methods on both metrics. The MPE

of ‘Baseline’ and ‘Baseline + Multi-view’ is similar and much higher than the other two

methods. This highlights the problem of using cropped images without the full image

information. The input image does not contain information about the position of the per-

son in the full image, and the camera center is incorrectly assumed to be the center of

the bounding box. Since the person is viewed from above, there are few self-occlusions

present in the dataset. Due to this, all the methods have similar MPJPE. Nevertheless,

AirPose, combining information from both views, has the lowest MPJPE. In summary,

the ablation shows that our insights and the proposed solutions (in Sec. 3.1.2) are critical.

Information about the position of the person in the 2D image improves position estimates

in 3D and exploiting information from the other view substantially improves articulated

pose estimates. Our proposed method utilizes both of these factors and thus results in an

improvement of both the MPE and MPJPE.

Fig. 3.5 provides a qualitative analysis of the ablation study. Note that, from the cam-

era view, the results of the different methods do not appear to differ significantly; human
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pose estimates projected into the camera can be misleading. In contrast, the 3D views

clearly illustrate the errors in pose and shape.

3.3.2 Results on the Real Data

AirPose: After training on the synthetic data, we fine-tune the ‘Baseline’ and the pro-

posed method, AirPose, on the real image data sequence of person 1 (and test on person

2) using a hardware-in-the-loop setup as described in Sec. 3.2. Since we do not have the

camera extrinsic parameters (the global position of the DJI UAV is not accessible), we

cannot transform the estimated SMPL-X parameters into a global reference frame to cal-

culate any quantitative metric for comparison, as we did in the synthetic case. However,

for both the baseline and AirPose, we show the plots of the X, Y and Z coordinates of

the estimated position w.r.t. the UAV cameras in Fig. 3.7 of person 2 and Fig. 3.11 of

person 1. The results in these plots demonstrate that the position estimate of the ‘Base-

line’ method is significantly noisier than that of AirPose. In particular, the estimate in

the Z direction (i.e. depth estimate from the camera) for UAV 2 has unrealistic variations

when using the ‘Baseline’ method. In contrast, AirPose estimates a much more realistic

depth and a smoother, more realistic trajectory of the person. In Fig. 3.8, we compare

the depth estimate of our method with vanilla SPIN. The vanilla SPIN depth estimate is

significantly noisier, similar to the baseline method, because in both cases the estimation

is done on the cropped and scaled image.

AirPose+: We further show the results of AirPose and AirPose+ on the real data (see

also https://youtu.be/xLYe1TNHsfs). Fig. 3.9 shows the estimated mesh overlaid

on the images. We can see AirPose+ improves the AirPose estimate of the articulated

pose. Fig. 3.12 shows the estimated position of UAV 2 w.r.t. UAV 1, which was kept

hovering in place. We use the estimated SMPL-X pose in each UAV frame to calculate

the position of UAV 2 w.r.t. UAV 1. This position estimate is extremely sensitive to even

minor estimation errors in any of the two views. A small error in the SMPL-X rotation

estimate leads to a significant error in UAV 2’s position. For person 1, we can see that

the UAV 2 trajectory estimated by AirPose is a bit noisy. AirPose+, however, improves

this estimate further, as seen in Fig. 3.12 (top).

The sequence with person 2 contains several complex twisting poses in which the

upper body rotates w.r.t. the lower body. For such poses, AirPose fails to estimate the

correct root rotation of the person. This results in the estimated UAV 2 position by

AirPose being very noisy, as seen in Fig. 3.12 (bottom). However, the position estimate

of UAV 2 is significantly improved in this case by AirPose+. Nevertheless, it still has

a few sudden jumps. In addition to the twisting poses, errors in keypoint detection are

also responsible for errors in person 2’s sequence. Such errors are common with 2D

detectors, e.g., left/right swap of 2D keypoints (discussed in Sec. 1.2.1).
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3.3 Experiments And Results

Figure 3.9: Real data. Baseline, AirPose and AirPose+ results on real data samples.

Each sample contains a 2x3 grid of images with the estimated mesh overlaid. Each

row corresponds to one camera view and each column shows projected results from the

baseline (blue), AirPose (pink) and AirPose+ (cyan).
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Figure 3.10: More results on real data samples. See the caption of Fig. 3.9 for details.
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Figure 3.11: Estimated position of person 1 by the baseline method, AirPose and Air-

Pose+ relative to UAV1 (top) and UAV2 (bottom).
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Figure 3.12: Estimated trajectory of UAV 2 w.r.t. UAV1 for the capture sequence with

person 1 (top) and 2 (bottom).
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3.4 Conclusion

We have presented a new approach for human 3D pose and shape estimation using mul-

tiple UAVs. Our novel network architecture is decentralized, distributed, lightweight and

requires little inter-UAV communication, making it suitable for on-board deployment on

UAVs. We demonstrated that our approach successfully fuses information from multiple

viewpoints, improving pose estimates of both the person and the UAVs relative to the

person, when compared to baseline methods. We introduced a powerful procedure to

train such a network using large computer-generated datasets of synthetic images in vir-

tual environments and to fine-tune on a small set of real images. Through a systematic

evaluation on synthetic data, we show that AirPose is more accurate than the state-of-

the-art method adapted for this problem. On real image data, captured by two UAVs, we

show substantial qualitative improvement over the state-of-the-art method. Thus, Air-

Pose overcomes significant problems currently limiting the deployment of aerial mocap

systems in areas such as search and rescue and aerial cinematography.
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Chapter 4

SmartMocap

In the previous chapters, we introduced Aircap-Pose-Estimator and AirPose. Aircap-

Pose-Estimator can estimate the subject’s and the camera poses relative to the world

frame but requires onboard sensors and offline processing. AirPose addresses these prob-

lems by avoiding the camera extrinsic calibration and using a lightweight and distributed

neural network to estimate the subject’s and camera poses relative to each other. While

such an approach is suitable for applications such as gesture controlling a UAV, this is

not suitable for applications where the global motion of the subject is needed for placing

him/her into a scene. Additionally, both of the above methods’ estimations are per-frame,

making them temporally incoherent. AirPose+ provides a solution by using a simple loss

which gives smooth motions, but it tends to over-smooth and does not take into account

the dynamics of real human motion.

In this chapter, we present a system for outdoor human mocap using a set of extrinsi-

cally uncalibrated RGB cameras, where some cameras are static while others are moving.

This system is quick to set up, as users can place the cameras and immediately start the

capture session. Any camera can be moved during the mocap session to get better vis-

ibility of the subject, and each camera, using our method, extrinsically calibrates itself

relative to the world using only the sparse 2D keypoints of the human body. Our system

does not need a pre-calibration of the extrinsic parameters of the camera (pose of the

camera in the 3D space). It, however, needs the camera intrinsics (related to the camera

sensor and lens). Since these remain constant for any camera as long as the focal length

does not change (e.g. by zooming), the intrinsic calibration needs to be done only once

and then can be used in multiple mocap sessions.

Our mocap method takes in the synchronized videos from multiple RGB cameras and

estimates the camera poses and the subject’s motion in the global reference frame (see

Fig. 4.1). The subject’s motion is defined as the trajectory of human poses (articulated

and global), and shape in all the frames. All the estimates are relative to a global ref-

erence frame, which is the ground projection of the human root joint onto the ground

plane in the first frame. The ground plane is defined as the XY plane. First, we learn

a probability distribution of human motion by training a variational autoencoder using a

large human motion dataset (AMASS) (3). The state-of-the-art human motion prior (8)

learns the distribution of pose transitions, which is defined as the difference between two
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Figure 4.1: Multi-exposure image of a person playing football (top) and the reconstructed

motion of the person and the cameras using our method (bottom).

consecutive poses. This is highly sensitive to noise in long-term motion generation/es-

timation. In contrast, we learn the distribution of the trajectory of body joint positions

and joint angles relative to the above-defined world frame. The length of each motion

sequence is fixed as 25 frames at the rate of 30 frames per second. We use this probabil-
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ity distribution to fit the SMPL human body model (98) to the sparse 2D keypoints in all

the views. These 2D keypoints are obtained using the OpenPose 2D keypoint detector

(16). While our motion prior encodes the distribution of human motion relative to the

ground plane, the 2D keypoints contain information about the subject’s articulated poses

and the camera poses relative to the subject. In the optimization formulation, we directly

optimize for the camera poses and the human poses in the world frame jointly and con-

dition the human motion using our learned probability distribution of human motions.

However, this formulation is highly non-convex and susceptible to converging to a local

minimum. Therefore, we first initialize the human position as the mean of human mo-

tion in the learned latent space. The articulated human pose and the camera poses are

initialized using the estimates of a human pose regressor (30). Since a motion sequence

in our learned latent space is of a fixed length of 25 frames and starts from the origin,

we take a multi-duration optimization approach. After the initialization stage, we run

the optimization stage, where we split the full sequence into chunks of 25 frames and

run optimization on these chunks independently. This optimization treats the starting

of each chunk as the origin. In the next stage (stitching stage), we stitch these chunks

together such that the last frame of a sequence aligns with the first frame of the next

sequence. In the final stage, we run the optimization again on this stitched sequence to

get the final estimates. For longer sequences, stitching the full sequence can accumulate

noise in the orientation estimates, which leads to poor initialization for the next opti-

mization stage. To avoid this, we stitch together a smaller number of chunks, perform

optimization, stitch, optimize and iterate. This way, we slowly increase the duration at

each stitching stage and perform the alternate stitching and optimization until the final

optimization for the full sequence.

In summary, we have the following novel contributions:

• A human motion prior which encodes the global and articulated human motion

relative to a global reference frame (ground plane).

• A multi-duration optimization method for estimating camera poses along with the

human motion and shape relative to the ground plane using single/multiple extrin-

sically uncalibrated RGB cameras.

4.1 Method

4.1.1 Goal and preliminaries

Given synchronized image sequences of length T frames from C cameras looking at a

moving person, the goal is to estimate the camera motion, the person’s shape, and the

person’s motion, which is defined as the trajectory of the person’s poses (articulated

and global). We use the SMPL human body model to represent the human poses. As

discussed in Sec. 1.2.3, SMPL is parameterized by joint angles (θ ∈ R
63), body shape
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parameters (β ∈ R
10), root orientation (φ ∈ R

3) and root position (τ ∈ R
3). We use

N = 22 body joints from SMPL, which includes 21 body joints and 1 root joint. We

exclude the 2 hand joints from the original 24 joints in the SMPL model. Instead of

representing the articulated pose as joint angles, we represent the subject’s articulated

pose at any time t in the latent space of VPoser (v ∈R
32). The full human motion is then

represented as ((τ1,φ1,v1), ...,(τT ,φT ,vT ),β ). The position and orientation of a camera

c at any time t is represented as pc,t ∈ R
3 and, rc,t ∈ R

6 respectively. Unless explicitly

stated, we use the 6D representation (94) to represent the rotations. The camera motion

for any camera c is represented as ((rc,1, pc,1), ...,(rc,T , pc,T )). Our human motion prior

uses a different representation of the body pose. The body pose xt at any time t is the

orientation and position of each body joint relative to the world frame, i.e. xt ∈R
22∗(6+3).

The origin of the world frame is defined as the ground projection of the SMPL root joint

in the first frame and the ground plane is defined as the XY plane. The motion prior

encodes the fixed length of 25 consecutive poses, thus, the motion sequence for the

motion prior is represented as x = (x1, . . . ,x25). We represent the estimated value of any

parameter by putting a tilde over it, e.g. x̃ is the estimated value of x.

4.1.2 Human motion prior

We use a VAE to learn a distribution in the latent space of human motion sequences of a

fixed length. Each motion sequence consists of 25 consecutive human body poses at the

rate of 30 frames per second. The origin of the world frame is the ground projection of

the root joint in the first frame. The forward-facing direction of the SMPL root joint in

the first frame is aligned with the +Y axis of the origin.

Training data

We use the AMASS dataset (3) to train our network. AMASS is a collection of multiple

human mocap datasets, unifying them with the SMPL body representation. We follow

the preprocessing steps in HuMoR (8) which removes the motion sequences where the

person’s feet are skating or sliding over the static ground plane. In such motions, the

person does not interact with a stationary ground plane but with an object such as a

treadmill or skates. The preprocessing step also changes the frame rate to 30 FPS and

gives out a total of 11893 motion sequences. We randomly select 25 consecutive frames

from any of these sequences and canonicalize them such that the origin is the ground

projection of the root joint at the first frame and the person’s forward direction is aligned

with the origin’s +Y axis. Even though the shape of the subjects in AMASS varies, we

follow (8) and keep the body shape constant to the mean shape i.e. β = 0. This reduces

the complexity of the model by ignoring the body shape variations at the expense of some

possible artefacts such as foot-skating.
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Figure 4.2: Architecture of our human motion prior network.

Model architecture and training

We use a convolutional architecture for both the encoder and the decoder networks, as

shown in Fig. 4.2. The encoder (ME) consists of a 1D convolutional (conv) layer at

the input and 4 identical residual blocks. We modify the ResNet (99) residual blocks to

create these blocks. We replace the 2D convolutions with 1D convolutions. We further

replace the ReLU units with the GELU units within the blocks. We also place a GELU

unit after the input 1D conv layer and each of the residual blocks. The output dimension

of the first conv layer is 1024. The input and output dimension of each residual block

is 1024. Furthermore, two linear layers transform the output of the last residual block

to the mean (µ ∈ R
1024) and log of variance (log(σ2) ∈ R

1024) of the Gaussian distri-

bution in the latent space, from which the latent value (m ∈ R
1024) is sampled using the

reparametrization trick (100). The decoder (MD) architecture also consists of 4 consec-

utive residual blocks, similar to the ones in the encoder. The first residual block acts as

the input layer, and there is a deconvolutional layer at the output of the decoder.

We train our motion VAE network using a combination of reconstruction (Lrec) and

KL divergence losses (LKL).

L= Lrec +wklLKL, (4.1)

where

Lrec = ||x− x̃||2 and LKL =−
0.5

1024

1024

∑
i

(1+ log(σ2
i )−σ2

i −µ2
i ). (4.2)
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We employ a 20-epoch cyclic annealing scheme for the parameter wkl (101). Initially,

the value of wkl starts at 0 and increases linearly with the training epochs. After 10

epochs, the value reaches 1 and stays constant for another 10 epochs. The value again

drops to 0 and the cycle continues.

4.1.3 Camera and human pose estimation

First, we use OpenPose (16) to detect 2D keypoints of the subject in each image. Then we

use them in our method, which consists of the following steps, 1) Initialize, 2) Optimize,

3) Stitch and 4) Optimize-final (see Fig. 4.3).

• Step 1: Initialize. We initialize the SMPL parameters and camera poses for each

frame using the results from PARE (30). PARE gives the camera pose and the

person’s articulated pose for each image. We take the mean of the articulated

poses in all the views (θinit), project it to the VPoser latent space (vinit) and use it

as the initial articulated pose of the subject. Using VPoser helps in representing

the SMPL articulated and global poses separately, which allows us to optimize

these parameters in different phases. Additionally, we use its latent space for an

additional loss on articulated pose. For the initialization of SMPL position (τinit)

and orientation (φinit) relative to the ground plane, we use the decoded output of

the mean value in the motion prior latent space. PARE gives the camera position

and orientation relative to the person. We use the initialized pose of the person

to calculate the position (rinit) and orientation (pinit) of the cameras relative to the

ground plane. Since PARE assumes weak-perspective camera, we use the method

in (102) to transform the SMPL position estimate in the actual camera. The SMPL

shape (βinit) is initialized with a vector of zero values.

• Step 2: Optimize. We estimate the motion of the person in small intervals (25

frames). We split the full sequence into chunks of length 25 and run the optimiza-

tion for each chunk independently. This optimization is done in three phases. In

the first phase, we optimize the camera poses only. In the second phase, we opti-

mize camera poses along with SMPL position and orientation. In the final phase,

we optimize all the parameters, except the SMPL position and orientation in the

first frame. The initial SMPL position and orientation in the first frame act as the

pivot for all the optimizing parameters. Since optimizing all the parameters to-

gether is more likely to get stuck in a local minimum, we follow previous work

(81) and do optimization in three phases.

• Step 3: Stitch. We stitch together the estimated motions. Since the origin for each

chunk is defined as the ground projection of the root joint, we stitch consecutive

sequences together such that the root ground projection of the last frame of a chunk

is aligned with the first frame of the next chunk. For very long sequences, we stitch
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together fewer sequences, optimize, stitch and repeat until all the sequences are

stitched.

• Step 4: Optimize-final. In the final optimization step (optimize-final), we again

optimize all the parameters for the fully stitched sequences in three phases, the

same as in the previous optimization stage. This step is the final optimization step

if all the sequences are stitched. For very long sequences, we stitch together fewer

chunks instead of all. Then we optimize and repeat the stitching and optimization

cycle until the whole sequence is done.

In all the optimization stages, we minimize the same loss function, which is a weighted

combination of multiple loss terms. It is given as

E = w2DE2D +wmEm +w3DSE3DS +wCOSECOS +wCPSECPS

+wβ Eβ +wvEv +wGPEHGP +wCGPECGP.
(4.3)

The component E2D is the 2D reprojection loss given as

E2D =
1

NT
∑
n,c,t

wn,t ||Π(rc,t , pc,t ,Jn(VD(zt),τt ,φt ,β ))− jc,n,t ||
2, (4.4)

The loss component Em is the motion prior loss given as

Em =
T−25

∑
t

||MEµ (VD(vt:t+25),τt:t+25,φt:t+25)||
2, (4.5)

where MEµ is the µ part of the motion prior encoder (see Fig. 4.2). The loss component

E3DS is a temporal smoothing term for the 3D joint positions. It is given as

E3DS = ∑
t

||J (VD(vt),τt ,φt ,β )−

J (VD(vt−1),τt−1,φt−1,β )||
2.

(4.6)

ECOS and ECPS are the camera motion smoothing terms for camera orientation and

position, respectively. Following the previous work (81), we use a simple L2 loss on the

positions and the 6D representation of the camera orientations. They are given as

ECOS =
1

CT
∑
c,t

||rc,t − rc,t−1||
2 (4.7)

and

ECPS =
1

CT
∑
c,t

||pc,t − pc,t−1||
2. (4.8)
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Eβ and Ev are the SMPL shape and Vposer regularization terms (81), given as

Eβ = ||β ||2 (4.9)

and

Ev = ||v||2. (4.10)

EHGP and ECGP are the ground penetration terms for both the human and the cameras.

These terms avoid the scenarios where the cameras or the human goes below the ground

plane. These are given as

EHGP =
1

T
∑
t

max(0,J z(VD(zt),τt ,φt ,βt)) (4.11)

and

ECGP =
1

CT
∑
c,t

max(0, pz
c,t), (4.12)

where, J z and pz are the vertical (z) component of the 3D joint positions and the camera

positions, respectively. In all the above equations, T is replaced with 25 in Step 2:

Optimize.

4.2 Experiments and results

4.2.1 Datasets

We evaluate our method using a sequence taken from each of the three different types of

datasets 1) RICH dataset (31), 2) AirPose real-world dataset (81), and 3) Our smartphone

dataset, which we introduce here.

1) RICH is collected using 7 static and one moving cameras. It has the ground truth

poses of the person and the camera poses for the static cameras. The GT poses of the

moving camera are not available.

2) The AirPose real-world data is the same as introduced in Chapter 3.

3) Our smartphone data is collected using 4 smartphone cameras, where two of the

cameras are static while the other two are moving. The data is collected when the subject

is playing with a football in a small field. The camera setup can be seen in Fig. 4.4. We

show the rest of the three cameras and the subject in the frame of camera Cam1. Cam1

and Cam3 are static, and Cam2 and Cam4 are moved along the boundary walls of the

arena. We used an open-source app OpenCamera (103) for collecting the video data on

the smartphones. Each smartphone records the videos at 30 FPS. Since the frame rates

are the same and constant, we manually synchronize the videos by synchronizing just

one frame. As with the AirPose real-world dataset, our smartphone dataset also does not

have the GT poses of the subject and the cameras.
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Chapter 4 SmartMocap

Figure 4.4: Camera setup used to collect our smartphone dataset.

4.2.2 Metrics

We use the following metrics to quantitatively evaluate the reconstruction of our method

on the RICH dataset.

1) Mean camera position error (MCPE): This is the mean value of the distance

between the estimated and the GT position of all the cameras. It is given as

MCPE =
1

C
∑
c

||pc − p̃c||. (4.13)

2) Mean camera orientation error (MCOE): This metric is the mean geodesic dis-

tance between the estimated camera orientation and the GT on the 3D manifold of rota-

tion matrices (104). It is given as

MCOE =
1

C
∑
c

arccos(0.5∗ (Tr(r̃cr¦c )−1)), (4.14)

where rc is the matrix representation of the camera orientation.

3) Mean position error (MPE): This is the mean value of the distance between the

estimated SMPL root position parameter and its GT value provided by the RICH dataset.

It is given as

MPE =
1

T
∑
t

||τt − τ̃t ||. (4.15)
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4) Mean orientation error (MOE): This metric is the mean geodesic distance be-

tween the estimated SMPL root orientation and the GT on the 3D manifold of rotation

matrices (104). It is given as

MOE =
1

T
∑
t

arccos(0.5∗ (Tr(R̃φt
R¦

φt
)−1)), (4.16)

where Rφt
is the matrix representation of the SMPL root orientation φ at any time step t.

5) Root-aligned mean per-joint position error (RA-MPJPE): This metric is to

quantitatively evaluate the articulated pose estimate (80). It is the distance between the

estimated 3D joints and their corresponding values when the SMPL position, orientation

of the root joint and shape are aligned with their corresponding GT. Since the goal is to

measure the error in joint position due to the difference in articulated pose, we set the

shape parameters to be the same (i.e. a zero vector). If we do not do this, the metric will

contain the error due to differences in both the shape and articulated pose. The error is

given as

RA-MPJPE =
1

NT
∑
n

||Jn(θt)−Jn(θ̃t)||. (4.17)

6) Mean per-vertex position error (MPVPE): This metric evaluates the shape es-

timate relative to the GT. We compute the body vertices using only the estimated and

GT shape parameters and then calculate the mean distance between the corresponding

vertices as

MPV PE =
1

V
∑

i

||Si(β )−Sv(β̃ )||, (4.18)

where Sv is the SMPL vertices regressor function giving the position of vertex i and V is

the number of vertices in the SMPL model.

Metrics computation for moving camera in RICH

RICH dataset is collected using 7 static cameras and 1 moving camera. The GT poses

of the static cameras are provided in the dataset, however, they are not available for the

moving camera (cam8). Therefore, we estimate a pseudo-GT using a SLAM method

(COLMAP (10; 11)). We use the bound boxes provided in the RICH dataset to mask that

area and then use these masked images as COLMAP input. COLMAP gives the poses

of cam8, however, they are not in the same reference frame as estimated by our method.

Therefore, we align them using Procrustes alignment (105)s. First, we normalize the

positions estimated by our method and COLMAP, then find optimum rotation and scaling

parameters which align the normalized COLMAP estimates to the normalized camera

position estimates by our method. Then we denormalize both of them and use them

to compute the MCPE metric. We use the same rotation parameter to transform the

estimated camera rotations by COLMAP too, and then compute the MCOE metric. The

alignment procedure is explained below in detail.
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Say P̂ ∈ R
N×3 is the position matrix such that the row t of this matrix is the position

of the camera estimated by COLMAP for N frames. Similarly, P̃ ∈ R
Nx3 is the position

matrix estimated by our method. We align these positions using the implementation

in (106). However, it requires the matrix P̂ and P̃ to be normalized. The normalized

matrices P̂norm and P̃norm are computed as

P̂norm = (P̂−µP̂)/||P̂|| (4.19)

and

P̃norm = (P̃−µP̃)/||P̃||. (4.20)

µP̂ ∈ R
3 and µP̃ ∈ R

3 are the mean of all the 3D positions in P̂ and P̃ respectively. ||P̂||
and ||P̃|| are the Frobenius norms of P̂ and P̃. The output of Procrustes alignment (106)

is a rotation matrix R and a scale parameter s. The normalized and aligned form Pnorm of

COLMAP estimated position matrix P̂norm is computed as

Pnorm = (P̂normRT )∗ s. (4.21)

Then we compute P which is the denormalized form of COLMAP estimated position

matrix aligned with P̃. Since Pnorm is transformed and aligned with P̃norm, we use the

mean and Frobenious norm corresponding to P̃ and compute P as

P = Pnorm ∗ ||P̂||+µP̂. (4.22)

We use the same matrix R returned by Procrustes algorithm (106) to transform the camera

rotations estimated by COLMAP. We represent COLMAP estimated camera rotation

matrix at frame t as r̂t , and the transformed rotation matrix rt is computed as

rt = Rr̂t (4.23)

We compute the MCPE and MCOE metrics for cam8 in the RICH dataset as

MCPE =
1

N

N

∑
t

||pt − p̃t || (4.24)

and

MCOE =
1

N

N

∑
t

arccos(0.5∗ (Tr(r̃tr
¦
t )−1)), (4.25)

where, pt and p̃t are the t th rows of P and P̃.
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Cameras
MCPE

(cm)

MCOE

(rad)

MPE

(cm)

MOE

(rad)

RA-MPJPE

(cm)

MPVPE

(cm)

C1 72.68 0.2 10.89 ± 7.31 0.27 ± 0.1 6.6 ± 4.92 3.07 ± 1.45

C1,8 55.85 0.14 7.61 ± 4.14 0.22 ± 0.06 6.24 ± 5.02 3.13 ± 1.5

C1,2,8 90.46 0.17 12.72 ± 2.93 0.23 ± 0.07 5.97 ± 4.91 3.0 ± 1.38

C1,2,3,8 89.68 0.14 11.67 ± 2.59 0.2 ± 0.07 5.73 ± 4.8 3.02 ± 1.38

C1,..,4,8 95.03 0.16 12.39 ± 2.69 0.22 ± 0.07 5.68 ± 4.68 2.91 ± 1.3

C1,..,5,8 93.74 0.16 12.49 ± 2.74 0.2 ± 0.07 5.66 ± 4.65 2.91 ± 1.32

C1,..,6,8 92.43 0.17 13.42 ± 2.85 0.2 ± 0.06 5.87 ± 4.77 2.31 ± 0.92

C1,..,8 88.13 0.18 13.69 ± 3.05 0.19 ± 0.06 6.03 ± 4.94 1.86 ± 0.79

Table 4.1: Evaluation of our method using multiple camera configurations. Camera no.

1-7 are static in the RICH dataset with available GT, and camera no. 8 is moving but

GT is not available. Hence, the MCPE and MCOE metrics for rows 2-9 do not include

camera 8.

4.2.3 Results and discussion

RICH dataset

We show the evaluation metrics and their corresponding standard deviation values of our

method on RICH in Table 4.1 and 4.3. The results of our method using all 8 cameras

are shown in the last row of Table 4.1 (C1,..,8). We also compare the performance of

our method with multiple camera configurations. In the first row, we show the results

when only the first camera is used (C1). Next, we add camera 8, which is moving, and

the results are shown in the second row (C1,8). We keep adding static cameras one at

a time and show the results in further rows. In general, we see improvements in both

the RA-MPJPE and the MPVPE metrics as we add cameras. This shows that adding

more cameras helps improve the human articulated pose estimates. Adding more views

helps in handling occlusions better, and we see in Fig. 4.7 that the RA-MPJPE improves

with more camera views but gets saturated after 4 views. This suggests that in this case,

cameras 1,2,3 and 8 are sufficient to resolve any uncertainty in the person’s articulated

pose due to occlusions, and adding more views does not provide any additional infor-

mation. In Table 4.2, we show the MCPE and MCOE metrics for the moving camera.

As discussed in Sec. 4.2.2, we compute the pseudo-GT for the moving camera by esti-

mating its poses using COLMAP and then aligning them with our estimated poses using

the Procrustes alignment. We observe that camera configuration C1,2,3,8 is again the best

camera configuration, considering both the MCPE and MCOE metrics. In Fig. 4.5, we

show the camera positions estimated by our method and pseudo-GT for every camera

configuration. We can see that as we add more cameras, our estimates are better aligned

with the pseudo-GT. However, as we incrementally add static cameras 4, 5, 6 and 7, we

observe sudden changes in our estimated position of cam8 during frames 450-550. This
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4.2 Experiments and results

Cameras
MCPE

(cm)

MCOE

(rad)

C1,8 15.14±7.16 1.58±0.002

C1,2,8 10.53±6.32 0.16±0.017

C1,2,3,8 8.59±5.53 0.08±0.011

C1,..,4,8 8.70±5.17 0.10±0.011

C1,..,5,8 9.34±5.40 0.07±0.011

C1,..,6,8 10.21±5.96 0.08±0.015

C1,..,8 11.39±6.32 0.06±0.016

Table 4.2: MCPE and MCOE metric for camera no. 8 (moving camera). GT position and

orientation are obtained using COLMAP(10; 11) and aligned with the estimated position

using Procrustes alignment.

Camera
MCPE

(cm)

MCOE

(rad)

MPE

(cm)

MOE

(rad)

RA-MPJPE

(cm)

MPVPE

(cm)

GLAMR

(9)
250.93 0.27 24.07 ± 4.96 0.48 ± 0.28 9.66 ± 9.51 2.84 ± 1.12

HuMoR

(8)
90.09 0.17 30.32 ± 8.12 0.48 ± 0.39 10.82 ± 8.14 4.2 ± 2.09

C1

(ours)
72.68 0.2 10.89 ± 7.31 0.27 ± 0.1 6.6 ± 4.92 3.07 ± 1.45

C1,..,8

(ours)
88.13 0.18 13.69 ± 3.05 0.19 ± 0.06 6.03 ± 4.94 1.86 ± 0.79

Table 4.3: Comparison of our method (C1,..,8), monocular version of our method (C1)

and state-of-the-art monocular methods HuMoR (8) and GLAMR (9) on RICH dataset.

is because the person quickly rotates around 180 degrees during these frames, resulting

in high variation in cam8 position. This is the reason we see the MCPE value increasing

as cameras 4, 5, 6 and 7 are added incrementally.

Multi-view methods usually perform better than monocular methods when the camera

extrinsic parameters are available. It is because extra cameras bring in extra information

about the subject’s articulated pose (via RGB image) and the camera pose (extrinsic

parameters), which results in improving the global and articulated pose estimate of the

subject. Adding an extra view only gives information about the articulated pose of the

subject and the relative poses of the camera and the subject. That is why the metrics

related to the global poses do not improve as more cameras are added. We further explain

this by taking a sample frame from our Smartphone dataset. In Fig. 4.6, we show the

results of step 3 (of our method) on a single frame which is overlapping in two different
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Chapter 4 SmartMocap

Figure 4.6: The image in the middle shows the step 3 optimization results of our method

on a single frame (frame number 25). Blue colored results are from the optimization

chunk (1-25) while white colored are from the optimization chunk (25-49). The image

overlays are shown on the left and the right for the white and the blue estimates, respec-

tively. The 2D keypoints from the detector are also shown in these images.
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Figure 4.7: Box plot showing RA-MPJPE of our method using different camera config-

urations.

optimization chunks. For example, if the sample frame number is 25, the optimization

chunks are frames 1 to 25 and frames 25 to 49. The blue-colored estimates (subject and

camera) are the optimization results performed on the first chunk (from 1-25) and white-

colored ones are from the second chunk (from frames 25-49). The origins for both of

them are aligned, and the overlays are shown in the left and right side images. We can

see that the overlays look nearly correct for both of them, but there are minor differences

in the subject’s global pose (orientation and position), which results in the camera poses

being quite far from each other. This shows that inferring the subject’s and the camera

poses using just 2D keypoints gives only the information about the articulated pose of

the subject and the relative poses of the camera and the subject.

Note that we do not optimize the SMPL position and orientation in the first frame, as it
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should act as the pivot and bring the person conforming to the first frame using Eq. (4.5)

and cameras using Eq. (4.4). Due to this, the estimate in the first frame is noisy and

because of Eq. (4.8) and Eq. (4.7), a few initial frames become noisy. That is why we

ignore the first 10 frames for evaluation.

In Table 4.3, we compare the monocular and the multi-view version of our method

(row 3 and 4) with the reference methods GLAMR (9) (row 1) and HuMoR (8) (row

2), which are the state-of-the-art monocular human pose and shape estimation methods.

We see that our method significantly outperforms these methods. Both HuMoR and

GLAMR use a motion prior that encodes human motion transitions instead of absolute

motions. As we discussed at the beginning of this chapter, reconstructing the motion

from the space of motion transitions is very sensitive to noise and can lead to spurious

results. In Fig. 4.8, we show the qualitative results of our method and the reference

method (HuMoR) and compare them with the GT. The 3D reconstruction of the human

and the cameras relative to the ground plane are shown for our method (blue), the GT

(green) and the reference method (8) (red). For a clearer illustration, we render each pose

by adding a time-dependent offset to the position estimate at that time. Camera pose

estimates are unchanged for the rendering. We can see that our estimates are very close

to the GT, while the reference method estimates are quite inaccurate. For example, in the

left inset box, we see that both feet are on the same side, giving a physically implausible

global pose estimate. In the right inset box, the person’s body suddenly rotates more than

90◦, again resulting in a physically implausible motion. In Fig. 4.9, we do a qualitative

comparison of our method with GLAMR (9) by showing the resulting mesh overlaid on

the original image. While the results from our method are nearly perfectly aligned with

the person in the image, the overlaid GLAMR results do not match the person. This is

due to the errors in both the estimated person’s poses and the estimated camera pose.

Since SmartMocap is an optimization-based method, it is slow compared to regression-

based methods. We observe that it takes around 25 minutes to process a chunk of 25

frames on an i7 CPU. Since the optimization in step 2 (Sec. 4.1.3) can be done in parallel

for each chunk of 25 frames, we stick to a simpler CPU implementation which allows

us to do so. A GPU implementation of our method which allows parallel processing of

25 frame chunks, is not straightforward with standard libraries such as Pytorch. Com-

pared to Aircap-Pose-Estimator and AirPose+, SmartMocap is the slowest because it

iteratively refines every pose in multiple steps (optimize → stitch → optimize → ·· · ).
Also, it cannot run on a GPU like the other two if it has to utilize the parallel execution

of frame chunks.

AirPose dataset

In Fig. 4.10, we show qualitative results of our method on the AirPose real-world dataset.

We show the cropped version of the original images of the subject, along with the same

image with the estimated mesh overlaid on top. Two adjacent columns are the two views

at the same time instant. The results show that our method can reconstruct the diverse
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4.2 Experiments and results

Figure 4.9: Comparison of GLAMR (9) and our method using a single camera on the

RICH dataset. We show images at 4 time instants, each containing the original image,

the GLAMR results (green) and results from our method (cyan) using a single camera.
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Figure 4.11: Person’s estimated position relative to cam1 on the AirPose dataset.

MPE

(cm)

MOE

(rad)

RA-MPJPE

(cm)

MPVPE

(cm)

80.70 ± 32.02 0.29 ± 0.22 5.04 ± 5.66 6.14 ± 3.30

Table 4.4: SmartMocap error metrics computed on the AirPose dataset using AirPose+

estimates as the reference.
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(a) (b)

Figure 4.12: 3D bodies relative to the camera estimated by AirPose+ (orange) and Smart-

Mocap (blue). (a) Estimated 3D bodies viewed from the estimated camera. (b) Side view

of the estimated 3D bodies.

poses captured from an aerial view. In the bottom-right corner, we show the 3D recon-

struction of the subject’s poses, shape, and the camera poses for a sub-sequence. The

colour gradient from yellow to violet is used to show the time transition. We observe

that the subject’s reconstructed body is not touching the ground, but lies a bit above the

ground plane. This is because the actual terrain is not a plane, but a sloped hilly terrain.

Even though the motion prior is trained on the motion sequences performed on a plane

surface, our method can still recover the global motion on terrain with a small slope.

We also compare the SmartMocap results on the AirPose data with the results from

AirPose+. Since AirPose+ estimates the subject’s pose relative to the camera, we take

a sequence where cam1 is static and compare the estimated results (including global

human pose) relative to cam1. Also, AirPose+ uses SMPL-X model while SmartMocap

uses SMPL body model for human body representation. That is why, we first convert

the AirPose+ estimates from SMPL-X to SMPL parameters using the model conversion

code (107). In table 4.4, we show the metrics MPE, MOE, RA-MPJPE and MPVPE

of SmartMocap results computed using the AirPose+ results as reference. To compute

them, We use AirPose+ results instead of GT in Eq. (4.15), (4.16), (4.17) and (4.18).

We see that the mean difference between the person’s estimated position by the two

methods is as high as 80 cm. In Fig. 4.11, we can see that this difference is mainly in the

z-direction. In Fig. 4.12a, we show the estimated 3D body by SmartMocap (blue) and

AirPose+ (orange) rendered from the camera’s viewpoint. The same estimates are shown

from the side view in Fig. 4.12b, and we can see that while both the bodies overlay over
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each other when looked from the camera’s viewpoint, but the AirPose+ estimate is a bit

further than the SmartMocap in camera’s looking direction. Since both the methods fit

the body to the 2D keypoints, AirPose+ estimates a bigger body further away from the

camera and able to fit to the same 2D keypoints. We can see the difference in shape

estimation using MPVPE shown in table 4.4. The MOE and RA-MPJPE metrics show

that the articulated pose and orientation estimates from both methods are quite close,

which is expected since the 2D keypoints are usually sufficient to resolve them.

Smartphone dataset

We also show the qualitative results of our method on our smartphone dataset. Similar

to the AirPose results, we show the cropped images, the overlaid estimated mesh and the

3D reconstruction of the subject and the cameras in Fig. 4.13. Our method accurately

reconstructed the pose of the subject playing football and the camera motion along the

wall of the playing arena. We see that the overlays are near-perfectly aligned with the

images, showing the accurate reconstruction of the relative pose of the camera and the

person. The complete reconstruction is shown in the bottom-right image, and we see that

the subject’s motion and the camera motion are temporally and spatially coherent.

4.3 Limitations

Our method assumes a planar ground surface and human motions which do not involve

moving ground (e.g. a treadmill) or sliding motions (e.g. skating, skiing, etc.). However,

it can be extended to non-planar ground surfaces by encoding the surface, articulated

poses and global poses together in a prior. A major limitation in training such a prior

network is the unavailability of human mocap data where the ground surface is also

captured. Moreover, most existing datasets are collected with a human subject moving

on a planar ground surface. Another limitation of SmartMocap is that it needs at least

one camera to be static at any given time. If all the cameras are moving at the same time,

the 2D keypoints are our motion prior are not sufficient to restrict the resultant motion

on a ground plane.

4.4 Conclusion

In this chapter, we presented a method to reconstruct the 3D human poses, shape, and

camera poses relative to a global coordinate frame using synchronized RGB videos from

single/multiple extrinsically uncalibrated cameras. We use the ground plane as the refer-

ence coordinate system and train a human motion prior using a large amount of human

mocap data. We use the latent space of this motion prior to fit the SMPL body model

to the 2D keypoints in all the views simultaneously. We show our results on two ex-

isting dataset and one new dataset that we collect using smartphones. We show that
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4.4 Conclusion

our method reconstructs the human poses, shapes, and camera poses on all the three

datasets. We showed the quantitative results on the RICH dataset, demonstrating that

our method achieves more accurate results compared to a state-of-the-art method on the

task of monocular human motion reconstruction. We also analyze the effects of multiple

views on the performance of our method. We show that our method works for diverse

types of camera views by showing qualitative results on all three datasets. The accurate

reconstruction by our method on the smartphone data is evidence of the ease of use of

our method.
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Chapter 5

Summary and Future Work

The main challenge we try to solve in this thesis is the reconstruction of 3D human and

camera motion from moving RGB cameras. Even though many previous methods try to

recover human motion from videos, they focus on recovering the articulated motion of

the human using a single camera and leave out the global motion of the human and the

camera (4; 19; 37; 38; 39; 108; 109; 110; 111). Recovering this 3D global information

from a single video is difficult because the video only encodes the relative motion be-

tween the human and the camera. One way to address this is to keep the camera static.

However, even with a static camera, it is difficult to recover the global motion of the hu-

man subject, especially when the relative depth changes (for example, the person moving

towards or away from the camera). Also, a single camera view cannot handle occlusions

and results in a less accurate estimate of the 3D pose. A typical approach is to use mul-

tiple static cameras (55; 56; 57; 58; 59; 112), calibrate them to get extrinsic parameters

relative to an origin, and then estimate the human motion relative to that origin. This

works fine for static cameras because the camera extrinsics do not change over time.

However, in the case of moving cameras, pre-calibration of the cameras would not work

and the cameras need to be calibrated every frame. However, getting extrinsic parameters

when the cameras are moving is a challenging problem. We explore multiple approaches

to estimate the 3D pose and shape of the person along with the camera poses.

In chapter 2, we mount inertial sensors on the cameras to get their approximate ex-

trinsic parameters and use them to estimate human motion. We introduce Aircap-Pose-

Estimator, which is an autonomously flying mocap system consisting of multiple UAVs

mounted with RGB cameras, compute, IMU and GPS sensors. All the UAVs process the

images from the cameras and track and follow the human subject while maintaining a

formation and avoiding obstacles. We use this system to collect the data and process it

offline to get the poses of the subject at every time frame. During the online processing,

the data from onboard sensors is fused with the person’s rough position relative to the

cameras to get the online estimate of the person’s position and the camera poses. In the

offline phase, we use 2D keypoints to fit the SMPL body model to them, estimating the

pose of the subject and the cameras together. We show that this step further improves

the position estimate of the cameras. Effectively, we use the human subject to improve

the extrinsic calibration of the cameras. This is a key contribution of our work, which
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we use in further works to calibrate the cameras relative to the person (AirPose) or the

ground plane (SmartMocap). We quantitatively evaluate Aircap-Pose-Estimator using an

existing IMU-based method (29). We also show the qualitative results of our method by

overlaying the estimated 3D body on the captured images.

A major limitation of the Aircap-Pose-Estimator is that it is very slow and cannot do

the estimation in real-time. In general, optimization based methods are slow because they

need to perform several optimization iterations per frame. Neural network based regres-

sion methods are usually much faster. However, most of them are monocular (4; 36; 37),

and not designed to run on embedded hardware, which is usually the only compute avail-

able with moving cameras e.g. handheld cameras and UAVs. The same is the case with

the multi-view regression based methods (50; 51; 52; 64). They do not focus on real-

time execution, but on fusing information from different views. To address the challenge

of real-time multi-view markerless mocap with extrinsically uncalibrated moving cam-

eras, we must address two challenges, 1) fast execution on embedded hardware, and 2)

efficient fusion of information from multiple views.

In chapter 3, we propose a lightweight neural network AirPose that can run on em-

bedded hardware in real-time, efficiently fusing the features from multiple views. We

start with an existing monocular neural network HMR (4) which can regress the SMPL

(19) body pose parameters from a single image. HMR uses the ResNet50 features of the

image to iteratively improve the SMPL pose parameters in multiple stages. A major lim-

itation of HMR (4) and other methods inspired from it (22; 26; 42; 54) is that they crop

out the region around the person from the original image, scale it to a fixed size and do

the inference on it. This cropping and scaling operation reduces the computation signifi-

cantly, making the network lightweight enough to run on embedded hardware. However,

it results in the loss of information which is crucial for global pose estimation of the sub-

ject. AirPose addresses this information loss by introducing a compact representation

of the original image. This representation allows the network to do the inference on the

original image without compromising on the execution speed. We propose a novel net-

work architecture (AirPoseNet) to address the challenge of efficient fusion of information

from different views. We utilize the iterative regression stages of HMR and modify them

to fuse only the view-independent features (shape and articulated pose of the subject)

from different views. Each stage of the AirPoseNet instance takes in the output from

the previous stage of the same and another network instance. An instance of AirPoseNet

runs onboard in real-time, enabling the UAVs to actively plan their motion depending

on the pose of the person. Identical instances of AirPoseNet run on every UAV, taking

in the image from the onboard camera and estimating the articulated and global pose

of the subject relative to the camera. The features are shared across the UAVs using

the onboard wifi. We overcome the challenge of training this network by developing a

realistic-looking synthetic data pipeline using Unreal Engine. After getting trained on

this data, the network is fine-tuned on a small amount of real-world data, resulting in

generalization on the real-world data. We implement AirPose on the same hardware as

AirCap-Pose-Estimator and evaluate its execution speed using hardware-in-the-loop ex-
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periments. Finally, we introduce AirPose+, which is a post-processing fitting method to

get temporally coherent and smooth estimates of human motion.

Every instance of AirPose estimates the pose of the subject relative to the camera.

This gives the poses of the cameras and the subject relative to each other. However,

there is no information about the transform of the cameras or the subject relative to the

3D world. That is why, the estimated human motion cannot be automatically placed

in a 3D world. Multiple previous works on human motion generation use the motion

representation relative to a ground plane (113; 114; 115). These methods learn the prior

distribution of human motion relative to the ground plane, which allows them to generate

human motion with a global component. However, this global motion representation has

not been used in the human motion estimation methods until very recently by HuMoR

(8) and GLAMR (9). HuMoR conditions the body pose at any time instant on the pose at

the previous time instant. This allows them to sample arbitrarily long motion sequences,

but it makes the future samples sensitive to noise at any time instant. They are also

focused on estimating the subject’s global pose and the ground plane from a single static

camera. GLAMR first estimates the articulated poses of the person from a single video,

then predicts global motion conditioned on the articulated poses. This does not allow the

motion-prior to correct the inaccuracies in articulated poses from the video.

In chapter 4, we propose SmartMocap which addresses the general problem of esti-

mating the motion of a human subject using multiple/single static/moving extrinsically

uncalibrated cameras. SmartMocap learns a human motion-prior using a motion rep-

resentation, where the human motion is represented relative to the ground plane. As

opposed HuMoR which encodes a pose conditioned on past frames, this motion prior

encodes a sequence of human poses (articulated and global), making it more robust to

per-frame noise. SmartMocap uses this prior along with the 2D keypoints in batch opti-

mization to estimate the pose of the subject and the cameras relative to the ground plane.

We show quantitative and qualitative results on RICH dataset (31) and compare them

with HuMoR (8) and GLAMR (9). We compare with AirPose+ on AirPose dataset and

show qualitative results on another dataset which we collect using 4 smartphones (2 static

and 2 moving). We show the reconstructed motion of the subject and the cameras placed

in the 3D world along with the ground plane. SmartMocap proves to be an extremely

easy mocap method where a user can just place or hold the cameras and start the mocap

session without any preparation.

5.1 Future work

This thesis is a step toward an ultimate mocap system that can reconstruct high-quality

3D human motions from RGB videos taken from single/multiple moving cameras. Some

of the features needed for such a mocap system are achieved in this thesis, such as cam-

era extrinsic estimation, human motion-prior with ground interaction, real-time onboard

processing etc. There are still many challenges that need to be addressed, and we discuss
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them along with some possible approaches in the following.

5.1.1 Camera intrinsic parameters

In this thesis, we assume the camera extrinsics are unknown and all of our methods esti-

mate them. This allows us to change the camera positions during the mocap. The mocap

session becomes a single-step process where the user can just place the cameras and start

capturing motions. However, camera intrinsic parameters (mainly focal length) are also

needed for markerless mocap. In all of our methods, we assume that these are available

to us. Because of this assumption, our methods cannot be used for videos on the inter-

net, where the camera intrinsic parameters are unknown to us. Most of the monocular

regression methods (4; 22; 37; 42; 111) either assume that the person is very far from

the camera and use the weak-perspective camera model, or they assume a standard 55◦

field-of-view (15; 102). These assumptions lead to noisy global pose estimates of the

subject, especially in the case of videos shot from smartphone cameras, which are the

most common type of moving cameras.

The intrinsic calibration of an RGB camera is commonly done using a checkerboard

pattern with known edge length (116). Other classical methods rely upon known objects

(117) or geometries (118) in the scene. One way of using these methods along with

the markerless mocap is to keep these calibrating objects in the scene. However, these

methods are not directly useful in our case of moving cameras because we cannot enforce

such calibration patterns to be always present in the frame. Also, this is not generalizable

to the existing internet videos. The only way is to get the intrinsic parameters from in-

the-wild videos. Recently, there have been works on estimating camera intrinsics from

in-the-wild images (119; 120; 121; 122) or videos (123; 124). While they are shown to

give accurate results on images and static scenes with moving cameras, their performance

in scenes with articulated and moving objects (such as humans) is yet to be tested.

Some of the works try to solve the challenge of unknown camera intrinsics to get better

human pose and shape estimates (38; 70; 125). SPEC (24) is a deep neural network

which estimates the pose (pitch, roll) and focal length of the camera along with the 3D

pose and shape of the person from a single image. However, the focal length is learned by

using synthetic data, which is usually not generalizable to the images out of the training

data. The camera poses estimation of SPEC is based on estimating the horizon line in

the images, which is more suitable for tasks involving human perception (126) rather

than 3D estimation. Recent work BEDLAM (23) has shown promising results on in-

the-wild images while being trained only on synthetic data. It can be further extended

to estimate camera intrinsics along with the human and camera motion from the videos.

This would require rendering the synthetic images using a wide variety of camera focal

lengths (especially smartphones) and realistic camera motions.

Recent methods (14; 45) use state-of-the-art SLAM methods (127) to get the camera

motion. SLAM methods can estimate the camera motion and the environment, but the

scale of both is ambiguous. These methods utilize the human subject in the scene to
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disambiguate this scale. They use the SMPL model which provides a shape space of

the human body and restricts the size of humans to stay in a valid range. A similar

approach can be used to estimate the camera focal length. Estimating the focal length

of a camera is possible if a few keypoints are known with 3D-2D correspondence (128)

and the distances between the 3D keypoints are known (116; 129). Even though only

static and rigid 3D objects are used until now, this can be extended to our case, where

we can use human 3D joints and their corresponding 2D keypoints to get the camera

focal length. The difference is that the human body is articulated, and we don’t know the

human skeleton size beforehand. However using the SMPL shape space can help restrict

the set of possible focal length values, and taking into account the several video frames

would result in a more confident estimate.

5.1.2 Interaction with environment

In Chapter 4, we train a motion prior which implicitly learns the human interaction with

the ground plane. This helps in decoupling the camera motion from the subject’s motion.

However, this is not sufficient if all the cameras are moving. We need explicit physical

constraints on human motion to avoid motion artifacts such as foot sliding. Which will

also improve the perceptual quality of the motion (130; 131). A possible approach would

be to explicitly use the points of contact between the human body and the ground surface,

similar to HuMoR (8). However, getting good-quality contact point labels is not trivial.

These labels are usually collected during the mocap using pressure sensors (132; 133).

We trained our motion prior using the AMASS dataset which is a collection of multiple

pre-existing motion capture datasets transformed in a unified format (SMPL parameters)

using MoSH (134). Getting the contact points for an existing dataset is not straight-

forward. HuMoR first annotates AMASS using heuristic-based annotations such as zero

velocity at the contact point, and the contact point should be close to the ground, and then

learn to regress them. A similar approach has been taken for predicting contact points

in 2D (135), but in both cases, contact points are heuristic-based and not completely

reliable.

Recent works on generative motion modelling such as (44; 135; 136; 137; 138; 139;

140) use physics to impose physically correct human ground interaction. A major chal-

lenge for such methods is to develop a model of the person which is supported by physics

engines. This model is usually developed using primitive objects such as spheres, cylin-

ders, ellipsoids etc., resulting in an approximated human body which cannot change

shape realistically as SMPL. Hence, the existing large-scale data such as AMASS can-

not be directly used to train the model, instead, the model training relies upon the physics.

However, the physics is not accurate because of the approximated modelling of the body

parts. For example, the feet are modelled as a cuboid, resulting in inaccurate physical

interactions with the ground. The resulting motion looks fine in the physics engine, but

the artifacts are seen when visualized with SMPL body (136). Even after such artifacts,

the physical modelling proves to help mitigate the foot skating artifacts, which can help
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decouple the camera and human motion. A possible direction for us is to train or use

a pretrained human motion model including the physics, and include it in our human

motion estimation pipeline.

In our future work, we also want to estimate human motion on a non-planar ground

surface. All the existing works assume a planar ground surface. This is because most of

the mocap data is captured on a planar ground surface, thus, the motion models learned

on such data are implicitly biased and not generalizable to non-planar surfaces. To learn

a motion model for a non-planar surface using data needs a huge amount of mocap data

collected on a variety of terrain, which is a very costly process. Some of the previous

methods (113; 141; 142) try a different approach to augment the collected mocap data

with a variety of terrain. They collect the mocap data and then fit a variety of terrain to

the same motion sequence. Another alternative is to use a physics simulator and train a

motion model using reinforcement learning (143; 144; 145; 146). However, as mentioned

previously, the learned motion is not completely natural because of the approximated

modelling of the human body and the physics. Some methods overcome this by adding

supervision using the real-world mocap data (144; 145). All these discussed methods are

generative models designed for character animation. Using them or modifying them for

markerless mocap is an added challenge.

5.1.3 Multiple people

In this thesis, we focus on capturing the motions of a single human subject. However,

interesting real-world scenes consist of multiple people interacting with each other. Such

motions contain rich information about human-human social interactions. In the future,

we will extend our methods to reconstruct such motions in 3D. A straightforward way

is a top-down approach where we first detect and track every person in the scene and

reconstruct their 3D motion separately (9; 57; 69; 147; 148; 149; 150). A common

challenge in such an approach is to reliably track each person because of the severe

occlusions in multi-person scenarios. State-of-the-art methods (9; 57; 147) are proven to

be good enough for tracking and re-identification in simpler scenarios where the person is

not very far and not occluded for a very long time. However, these top-down approaches

sometimes result in incoherent estimates which might look fine individually but outputs

an inconsistent relative placement of the people in the 3D world (151). Contrarily, the

bottom-up approaches try to reconstruct the motion of all the subjects in the scene at

once, instead of doing it separately for each subject. This makes the reconstructed motion

more coherent in the 3D world (151; 152; 153; 154). These approaches usually involve

processing the full image, thus they are slower than the top-down approaches. However,

the execution time of bottom-up approaches is independent of the number of people in

the scene, while the top-down approach becomes computationally costlier as the number

of people in the scene increases.

In all of our works, we estimate the pose of the cameras using the human subject in

the scene. The central idea behind all of our approaches is to locate the person relative
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to every camera, which will give the pose of all the cameras relative to each other. Ad-

ditionally, in SmartMocap, the person’s pose relative to the ground plane is known, thus

the poses of the cameras relative to the ground plane are also known. Having multiple

people in the image gives more information for the camera pose estimation and has been

utilized previously (69). The performance of all our methods will improve from having

multiple people in the frame. Even with a simple approach of independent detection

and tracking of the subjects, we can enforce a cross-view consistency among the relative

poses of the subjects.

5.1.4 Real-time processing

A real-time mocap setup helps animators get quick feedback on their captured motion

and saves them time and money. It is difficult to label a method as real-time because

its execution time is also dependent on the hardware it is being executed on. The same

method which runs at 60 FPS on a powerful desktop GPU might take more than a second

on an embedded device. We consider a method as real-time if it can process 3-4 frames

per second on a desktop GPU. Although this is not sufficient for applications such as

real-time streaming, it is sufficient for applications where a decision has to be made

depending on the motion, such as motion planning of UAVs following a subject, or an

animator getting feedback on the motion performed by a mocap subject.

Optimization-based methods are too slow to be real-time. They rely on hundreds of

forward and backward passes through a computation graph for a single frame, which

is usually not possible to do in a fraction of a second even for very powerful computa-

tion hardware. Some methods (155; 156; 157; 158) try to learn the gradients instead of

calculating them through backpropagation which results in fewer iterations and makes

the method robust towards the initialization. Neural network based regression methods

(4; 15; 22; 37) are much faster because they directly regress the body parameters, but

they need a large amount of annotated data for training. Recent methods (159; 160)

learn to regress the 3D pose and shape from intermediate representations such as human

2D keypoints and silhouettes. To learn the regressor, they generate a large amount of

image data with paired ground truth pose and shape by rendering the SMPL body from

AMASS. However, this process relies upon accurate estimation of the 2D keypoints or

silhouettes from the images during test time.

Our method AirPose, uses a large amount of synthetic data AGORA (7) to overcome

the challenge of data unavailability. AGORA consists of static human 3D scans, there-

fore, we can only train our model to estimate the subject’s pose on a single frame. The

latest dataset BEDLAM (23) consists of full motion sequences and the network trained

on this dataset has shown good generalizability on real-world images. BEDLAM consists

of videos of clothed SMPL bodies with realistic clothing and hair rendered in Unreal En-

gine. Their motions are the real motion sequences taken from the AMASS dataset. This

dataset will allow us to train a model that can estimate the full motion of the subject

using a static camera. This dataset is still limited to static cameras but it can be fur-
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ther enriched by adding realistic camera motions in Unreal Engine. Possible approaches

to acquire realistic camera motions could be using sensors from handheld cameras or a

SLAM method (14; 127; 161) on the videos from the internet.

5.2 Conclusion

In this thesis, we address the challenges associated with 3D human pose and shape re-

construction from multiple RGB cameras. While state-of-the-art methods for human

shape and pose estimation need calibrated cameras, we focused on estimating both the

3D shape and motion of a person and the 3D motion of the cameras themselves.

In the first chapter, we introduce the challenges in markerless mocap and the limita-

tions of current methods. In the second chapter, we introduce AirCap-Pose-Estimator,

which employs a system consisting of multiple UAVs with RGB cameras, onboard com-

pute and IMU and GPS sensors to collect data. We process this data offline to estimate

the camera poses and the 3D pose and shape of the person. First, we use the onboard sen-

sors to approximate camera poses in the 3D world. Then we fit the SMPL body model

to the 2D keypoints in all the views simultaneously, while improving the camera pose

estimates at the same time.

In the third chapter, we introduce AirPose, a real-time onboard method to estimate

the shape and pose of the person relative to the cameras. This method introduces a

compact representation of full images and efficient feature fusion across views, which al-

lows AirPose to give more accurate estimates without compromising on execution speed.

AirPose is trained on a large amount of synthetic data, followed by fine-tuning on small

real-world data. We further introduce AirPose+ which is an offline bundle-adjustment

method to enhance the accuracy of human pose and shape estimation giving smooth and

temporally coherent human motion.

However, a limitation of AirPose and AirPose+ is their inability to estimate the 3D

human motion relative to the world. We address this in the fourth chapter by introducing

SmartMocap. SmartMocap estimates the 3D shape and pose of both the person and the

cameras relative to the ground plane. We achieve this by training a motion prior network

which encodes the human motion relative to the ground plane. We use the 2D keypoints

in all the views to fit the 3D human shape and motion in the latent space of our human

motion prior. our motion representation keeps the estimated human motion relative to the

ground plane, and, the 2D keypoints resolve the camera motions relative to the human

motion. Thereby allowing all the estimates to be placed in a 3D scene relative to a

common reference frame which is the ground plane.

In summary, this thesis provides a comprehensive exploration of 3D human shape and

motion estimation methods using multiple uncalibrated moving cameras. The contribu-

tions made in each chapter collectively advance the understanding and capabilities of

long-range markerless human mocap systems.
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[126] Y. Hold-Geoffroy, D. Piché-Meunier, K. Sunkavalli, J.-C. Bazin, F. Rameau, and

J.-F. Lalonde. A perceptual measure for deep single image camera and lens

calibration. IEEE Transactions on Pattern Analysis and Machine Intelligence,

45(9):10603–10614, 2023.

[127] Z. Teed and J. Deng. Droid-slam: Deep visual slam for monocular, stereo, and

rgb-d cameras. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P. Liang, and J. Wort-

man Vaughan, editors, Advances in Neural Information Processing Systems 34 -

108



Bibliography

35th Conference on Neural Information Processing Systems, NeurIPS 2021, Ad-

vances in Neural Information Processing Systems, pages 16558–16569. Neural

information processing systems foundation, 2021. Publisher Copyright: © 2021

Neural information processing systems foundation. All rights reserved.; 35th Con-

ference on Neural Information Processing Systems, NeurIPS 2021 ; Conference

date: 06-12-2021 Through 14-12-2021.

[128] S. Jain and U. Neumann. Real-time camera pose and focal length estimation.

In 18th International Conference on Pattern Recognition (ICPR’06), volume 1,

pages 551–555, 2006.

[129] L. Citraro, P. Márquez-Neila, S. Savarè, V. Jayaram, C. Dubout, F. Renaut, A. Has-
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