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Abstract

Automated systems require a comprehensive understanding of their surroundings to safely
interact with the environment. By effectively fusing sensory information from multiple
sensors or from different points in time, the accuracy and reliability of environmental
perception tasks can be enhanced significantly. Besides, learning multiple environmental
perception tasks simultaneously can further improve the performance of these tasks due
to synergy effects while reducing memory requirements. However, developing deep
data fusion networks targeting multiple tasks concurrently is very challenging, leaving
substantial room for research and further advancements.

The primary objective of this dissertation is to advance the development of novel data
fusion techniques for enhancing the environmental perception of automated systems. It
contains a comprehensive investigation of deep learning-based data fusion techniques
including extensive experimentation with a focus on the domains of automated driving
and industrial robotics. Furthermore, this thesis explores multi-task learning approaches
for exploiting synergy effects, reducing computational effort, and lowering memory
requirements.

Firstly, this dissertation investigates the encoding and fusion of 3D point clouds for
LiDAR-based environmental perception of automated vehicles. In particular, we study
novel approaches for simultaneous 3D object detection and scene flow estimation in
dynamic scenarios. Our research efforts have yielded a novel deep multi-task learning
approach that outperforms previous methods in terms of accuracy and runtime, establishing
it as the first real-time solution for this task combination.

Secondly, this dissertation involves research about novel fusion strategies specifically
designed to handle multi-modal input data within the field of industrial robotics. In
the course of this research, we have developed two novel RGB-D data fusion networks
for multi-view 6D object pose estimation. Furthermore, we examine the ambiguity
issues associated with object symmetries and propose a novel symmetry-aware training
procedure to effectively handle these issues. To comprehensively assess the performance
of our proposed methods, we conduct rigorous experiments on challenging real-world and
self-generated photorealistic synthetic datasets, revealing significant improvements over
previous methods. Moreover, we demonstrate the robustness of our approaches towards
imprecise camera calibration and variable camera setups.

Finally, this dissertation explores novel fusion methodologies to integrate multiple
imperfect visual data streams, taking into account uncertainty and prior knowledge
associated with the data. In the context of this exploration, we have devised a novel deep
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Abstract

hierarchical variational autoencoder that can be utilized as a fundamental framework for
various fusion tasks. In addition to leveraging prior knowledge acquired during training,
our method can generate diverse high-quality image samples, which are conditioned on
multiple input images, even in the presence of strong occlusions, noise, or partial visibility.
Furthermore, we have conducted extensive experiments demonstrating a substantial
superiority of our method in comparison to conventional approaches.
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Kurzfassung

Automatisierte Systeme benötigen ein umfangreiches Verständnis ihrer Umgebung, um
sicher mit ihr interagieren zu können. Durch die effektive Fusion von sensorischen Informa-
tionen von mehreren Sensoren oder von verschiedenen Zeitpunkten kann die Genauigkeit
und Zuverlässigkeit von Aufgaben zur Umgebungserfassung erheblich verbessert werden.
Außerdem kann das gleichzeitige Erlernen mehrerer Umgebungserfassungsaufgaben die
Leistung dieser Aufgaben aufgrund von Synergieeffekten weiter verbessern und gleichzei-
tig den Speicherbedarf verringern. Die Entwicklung von tiefen Datenfusionsnetzwerken,
welche mehrere Aufgaben gleichzeitig erfüllen, ist jedoch eine große Herausforderung,
die noch viel Raum für Forschung und weitere Fortschritte lässt.

Das Hauptziel dieser Dissertation ist es, die Entwicklung neuartiger Datenfusions-
techniken zur Verbesserung der Umgebungserfassung von automatisierten Systemen
voranzutreiben. Sie enthält eine umfassende Untersuchung von Deep-Learning-basierten
Datenfusionstechniken einschließlich umfangreicher Experimente mit einem Fokus auf
die Bereiche automatisiertes Fahren und Industrierobotik. Darüber hinaus werden in dieser
Arbeit Multi-Task-Learning-Ansätze zur Nutzung von Synergieeffekten, zur Reduzierung
des Rechenaufwands und zur Verringerung des Speicherbedarfs untersucht.

In dieser Dissertation wird zunächst die Kodierung und Fusion von 3D-Punktwolken
für die LiDAR-basierte Umgebungserfassung von automatisierten Fahrzeugen erforscht.
Insbesondere werden neuartige Ansätze für die gleichzeitige 3D-Objekterkennung und
die Schätzung des Szenenflusses in dynamischen Szenarien untersucht. Daraus resul-
tiert ein neuartiger Deep-Multitask-Learning-Ansatz, der bisherige Methoden in Bezug
auf Genauigkeit und Laufzeit übertrifft und damit die erste Echtzeitlösung für diese
Aufgabenkombination darstellt.

Der zweite Teil dieser Dissertation thematisiert die Erforschung neuartiger Fusionsstra-
tegien für die Verarbeitung multimodaler Eingabedaten im Bereich der Industrierobotik.
Im Zuge dieser Forschung wurden zwei neuartige RGB-D-Datenfusionsnetzwerke für
die 6D-Objektposenschätzung auf Basis von mehreren Kameraperspektiven entwickelt.
Darüber hinaus wurden Mehrdeutigkeitsprobleme im Zusammenhang mit Objektsymme-
trien untersucht und ein neuartiges Symmetrie-berücksichtigendes Trainingsverfahren
konzipiert, welches diese Mehrdeutigkeitsprobleme effektiv reduziert. Zur Evaluierung der
präsentierten Methoden wurden umfangreiche Experimente mit herausfordernden realen
und selbst generierten fotorealistischen synthetischen Datensätzen durchgeführt, welche
eine signifikante Verbesserung gegenüber früheren Methoden zeigen. Darüber hinaus wird
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Kurzfassung

die Robustheit der entwickelten Ansätze gegenüber ungenauer Kamerakalibrierung und
variablen Anordnungen der Kameras demonstriert.

Im dritten Teil dieser Dissertation werden neuartige Methoden zur Fusion mehrerer
fehlerbehafteter visueller Datenströme unter Berücksichtigung von Unsicherheiten und
Vorwissen über die Daten erforscht. Im Rahmen dieser Untersuchung wurde ein neuartiger
tiefer hierarchischer Variational Autoencoder konzipiert, der als Grundlage für verschiedene
Fusionsaufgaben genutzt werden kann. Die entwickelte Methode nutzt das beim Training
erworbene Vorwissen und kann verschiedene qualitativ hochwertige Bilder generieren,
welche auf mehreren Eingabebildern beruhen, selbst wenn diese starke Verdeckungen
aufweisen, verrauscht sind oder nur teilweise sichtbar sind. Darüber hinaus wurden
umfangreiche Experimente durchgeführt, die eine deutliche Überlegenheit der entwickelten
Methode im Vergleich zu herkömmlichen Ansätzen belegen.
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Chapter 1

Introduction

Automated systems, such as robots, drones, and autonomous vehicles, are rapidly advancing
and transforming various sectors, including manufacturing [Rib+21; AG22], transportation
[Yur+20; Gup+21], agriculture [OMS21], and healthcare [AMS20; Kyr+21]. Recent
technological progress enabled these systems to perform a variety of complex tasks,
thus enhancing efficiency, safety, productivity, and reliability [AG22; Mor+20; AMS20;
OMS21]. For example, in manufacturing, automated assembly lines and robotic arms
are used to streamline production processes, increasing efficiency and precision while
reducing costs. Another example is the road traffic where advanced driving assistance
systems such as automatic emergency brake systems, lane-keeping assistants, and blind
spot detection systems protect from human mistakes and increase safety [Zie+17].

However, further progress towards more advanced automated systems is limited by
the ability to accurately perceive the environment in complex or dynamic scenarios. For
example, to enable fully autonomous driving on public roads, automated vehicles are
required to detect road users, lane markings, traffic signs, and potential obstacles robustly
in real-time, even under adverse weather and lighting conditions, such as rain, snow,
fog, darkness, and glare. Also in industry, the environmental perception becomes more
challenging as the demand for flexible robotic solutions rises. For instance, there are
applications in which robots need to reliably detect and grasp a variety of different objects
with texture-less or highly reflective surfaces, even in very complex environments with
heavy occlusions [Yan+21; AG22].

To enable the environmental perception according to all demands, modern automated
systems make use of sensor data fusion techniques which can significantly improve the
accuracy and reliability of the environmental perception [Sah+20; OB23]. Automated
vehicles, for instance, leverage a multitude of different sensors, such as cameras, LiDAR
sensors, radar sensors, and ultrasonic sensors, to combine the individual advantages
of each sensor [Fay+20a]. Robotic manipulation systems, in contrast, rely more on
cameras and depth sensors as well as interactive perception methods [KNK21; Cor+22].
Furthermore, data can be fused over time to enable the understanding of dynamics in
a scene or fused over space by collecting data with a single sensor at multiple poses.
Independently of what kind of sensory data is fused, there is a trend to use deep learning
approaches for perception tasks like object detection, segmentation, and pose estimation

1



Chapter 1 Introduction

[Zou+23; Zha+21a]. However, despite considerable research efforts, there are still many
open research questions to make fusion more data-efficient, more generalizable, and more
reliable [Cui+21; OB23]. This motivates the research within this dissertation.

Another trend in deep learning and environmental perception is the utilization of multi-
task learning, which aims to learn multiple related tasks jointly in order to improve the
generalization performance, to reduce the required computational resources, and to increase
the inference speed in comparison to executing multiple independent models [ZY21;
Van+21]. For instance, Xu et al. [Xu+18] showed that training semantic segmentation
together with depth estimation leads to higher accuracy of both tasks in comparison to
individual training processes. Another example is the combination of classification and
bounding box regression for object detection [Gir15]. However, designing an accurate and
efficient multi-task learning system for environmental perception is still challenging as it
requires a careful design and optimization of the system’s architecture [Van+21]. The
research for this dissertation addresses these challenges in order to explore and exploit the
potential benefits of multi-task learning among other techniques.

One main aim of this dissertation is to develop novel deep sensor data fusion techniques
for enhancing the environmental perception of automated systems. It includes an extensive
investigation of sensor data fusion techniques based on deep learning in two major
application domains, namely automated driving and industrial robotics. Figure 1.1
provides two example scenes illustrating typical scenarios in both domains. In addition to

(a) Example scene in automated driving with
many different road users moving at various
velocities. This open-world domain is character-
ized by huge diversity of objects, environmental
variability due to changes in lighting and weather,
and strong occlusions between objects.

(b) Example scene in industrial robotics. Scenes
in industrial robotics can contain many different
objects of various shapes and textures, whereas
objects can severely occlude each other. Image
adapted from [Son22].

Figure 1.1: Application domains related to environmental perception of automated systems.
Both, the automotive domain (a) and the industrial robotics domain (b) can pose massive
challenges to perception systems including heavy object occlusion and diversity.

2



1.1 Deep Point Cloud Fusion and Multi-task Learning for Automated Driving Perception

many domain-specific challenges, both automated driving and robotics can involve very
difficult scenes with many objects required to be detected. Noisy sensor data, occlusions,
and various lighting conditions among other challenges need to be overcome.

Furthermore, this dissertation presents multiple fusion approaches, which are evaluated
on different computer vision tasks, such as 3D object detection, scene flow estimation, 6D
object pose estimation, and image generation with noise and occlusion removal. Table 1.1
provides an overview of the three main chapters of this dissertation including the addressed
data modalities, fusion types, and application domains. Table 1.2 extends the previous
overview with details about the fusion type, application tasks, and challenges which are
addressed in the respective chapters. The following three sections introduce the topics of
each of these chapters and elaborate on the challenges.

Chapter RGB data Range data Fusion type Domain

3 X Temporal fusion Automotive
4 X X Spatial fusion Robotics
5 X Generative fusion Miscellaneous

Table 1.1: Overview of data modalities, fusion types, and domains addressed in the three
main chapters of this dissertation. In chapter 3, range data in form of LiDAR point clouds
is used, whereas depth data from an RGB-D camera is considered in chapter 4. Chapter 3
addresses RGB data fusion on multiple datasets related to miscellaneous domains.

1.1 Deep Point Cloud Fusion and Multi-task Learning

for Automated Driving Perception

Chapter 3 of this dissertation deals with the environmental understanding of automated
vehicles in the dynamic world. Figure 1.1a shows an example scene in this domain, where
many different road users, including cars, pedestrians, cyclists, trucks and trams, can move
in different directions with a broad range of velocities. Road users in the back can be fully
or partly occluded by road users in the front. Further challenges are changing lighting and
weather conditions that can significantly alter the visual appearance of all objects.

In order to operate safely on public roads, automated vehicles require precise knowledge
about other road users in their surroundings as well as their respective motions. The
fulfillment of this requirement can be achieved by combining 3D object detection with
scene flow estimation. 3D object detection involves the prediction and classification of
oriented 3D bounding boxes for all objects in a given scene. Scene flow can be defined as
a three-dimensional vector field that characterizes the motion at every point within a given
scene [Ved+99].
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Chapter 1 Introduction

Chapter Fusion type Application tasks Challenges

3 Multiple LiDAR
point clouds over

time

Scene flow
estimation and 3D
object detection
(including 3D
bounding box

classification and
regression)

• Learning scene flow from sparse point cloud data
without point-to-point correspondences
• Efficient processing and fusion of large LiDAR point
clouds
• Learning multiple tasks simultaneously in an end-
to-end fashion
• Consideration of task-specific uncertainties
• Achieving real-time capability
• Coping with limited real-world datasets containing
a small number of different sequences
• Performing 3D object detection based on sparse
annotations
• Mastering imbalance between static and dynamic
scene flow vectors

4 RGB and depth
data from
multiple

perspectives

6D pose estimation
(including
semantic

segmentation and
3D keypoint
detection)

• Effective fusion of visual and geometric information
obtained from RGB and depth data
• Processing an arbitrary number of RGB-D images
efficiently
• Achieving robustness towards inaccurate camera
calibration and diverse camera setups
• Estimating 6D object poses in very cluttered scenes
with many occlusions
• Considering ambiguities due to object symmetries
• Learning multiple tasks simultaneously in an end-
to-end fashion
• Coping with limited real-world datasets containing
a small number of different scenes
• Generation of photorealistic RGB-D data with do-
main randomization to overcome domain gaps

5 Multiple RGB
images with
uncertainty

Image generation
(including

inpainting, noise
suppression, and

occlusion removal)

• Effective fusion of an arbitrary number of images
• Learning comprehensive prior distributions of
datasets
• Consider uncertainty in the input data
• Deriving an evidence lower bound for the condi-
tional log-likelihood of a fusion-enabling hierarchical
variational autoencoder
• Overcome convergence issues in large hierarchical
variational autoencoders
• Creating generative fusion tasks for evaluating the
proposed approaches

Table 1.2: Overview of fusion types, application tasks, and challenges addressed in the
three main chapters of this dissertation.
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1.1 Deep Point Cloud Fusion and Multi-task Learning for Automated Driving Perception

Both tasks are associated with individual and shared challenges. 3D object detection
requires precise measurements of the positions, extends, and orientations of road users
while scene flow estimation requires comprehensive knowledge about changes of geometry
in 3D space. This becomes increasingly difficult the further away a road user is and the
more it is occluded by other objects. We have decided to conduct research on these tasks
using LiDAR sensor data because LiDAR sensors possess a precise distance measurement
capability. Fusing consecutive LiDAR point clouds enables also the prediction of motions
and velocities in the scene.

Previous LiDAR-based 3D object detectors and scene flow estimators, however, do
not achieve the desired accuracy and robustness required for safe automated driving
[Wan+18a; LQG19; Lan+19; Beh+19b]. Furthermore, estimating scene flow vectors
on consecutively acquired LiDAR point clouds is a challenging task in general as the
point clouds do not have point-to-point correspondences. Thus, we focus on end-to-end
deep learning solutions for this task that aim to learn motion from changes in geometry.
Besides, we try to combine 3D object detection and scene flow estimation into a single
deep learning model in order to exploit synergy effects while reducing the computational
effort in comparison to two single-task networks.

Depending on the employed LiDAR sensor and the scene, the acquired LiDAR point
clouds can encompass huge data volumes. For example, the popular automated driving
dataset KITTI [GLU12; Gei+13] contains point clouds with an average size of 1.9 MB
including around 120,000 measurement points. Processing such a large amount of data
efficiently is challenging. Previous methods often reduce the data quantity, e.g. by
projecting points to 2D [Che+17c; Ku+18; Bel+18; YLU18], voxelization [MS15; ZT18],
or discarding points by sampling [Qi+17a; Qi+17b; Hu+20]. However, it remains a
challenge to find a good trade-off between efficiency and data loss. Furthermore, we have
to cope with an increasing sparsity of the point density with increasing distance.

Deep learning methods require a substantial amount of labeled data in order to generalize
well to diverse scenarios. However, acquiring and labeling data is time-consuming and
expensive. Thus, we have to find solutions based on the limited amount of annotated data
in public datasets. Furthermore, automotive datasets often contain long driving sequences
whereas major parts of the frames show static backgrounds, and only small parts contain
dynamic objects. The resulting data sparsity and class imbalances pose major issues in
3D object detection and scene flow estimation.

Chapter 3 presents our research endeavors addressing the previously stated challenges.
We have explored ways to efficiently encode and fuse multiple LiDAR point clouds in order
to perform 3D object detection and scene flow estimation simultaneously. In this context,
we have developed a novel deep multi-task learning approach, called PillarFlowNet, which
solves these tasks precisely. We have optimized the point cloud processing and feature
encoding so that our network is the first one for this set of tasks that is real-time capable
with an inference time of 87.6 ms. Furthermore, we have conducted extensive experiments
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to examine synergy effects and demonstrated the outperformance of our approach in terms
of accuracy in both tasks compared to the state-of-the-art.

1.2 Multi-View RGB-D Fusion for 6D Pose Estimation

Chapter 4 explores fusion approaches for multi-modal input data with the goal of robustly
estimating the 6D poses of objects within a cluttered scene. 6D pose estimation describes
the task of jointly predicting the 3D position and the 3D orientation of objects relative to a
reference coordinate system. It is an essential tool for environmental perception and widely
used in robotics [CMS11; Cor+22; Xia+22], automated driving [Qi+18; Ku+18; Gu+21],
augmented reality [MUS15; Su+19], human machine interaction [Pav+17; ML20], and
several other fields.

We focus on 6D object pose estimation on very cluttered scenes in the robotics domain
as illustrated in figure 1.1b. This is challenging as objects occlude each other so that a
specific object to be grasped by a robot might not be visible from a single perspective. For
this reason, we consider combining information from multiple perspectives.

There are just a few previous approaches [Zen+17; LBH18; Lab+20] that target the
problem of multi-view 6D pose estimation. However, all of these works built their final
prediction based on multiple single-view predictions which suffer from high computational
cost due to redundancy and hypothesis matching errors. To the best of our knowledge, we
are the first to present a deep multi-view fusion approach for this task.

Objects can be manifold in terms of visual appearance and geometric shape. On the one
hand, there are objects with identical shapes that can be distinguished only by their texture.
This inevitably requires visual information, for example, acquired by RGB cameras. On
the other hand, there are texture-less objects whereas the geometry provides the most
relevant information. Therefore, we consider fusing both RGB and depth data to combine
the individual benefits of each modality. Related literature [Wan+21b; Fen+21; Zhu+22]
provides a variety of concepts to fuse different modalities whereas the performance of
each concept is highly dependent on the task, the input modalities, and the data. Thus, it
is an open research question to conceive a suitable architecture for the fusion of RGB and
depth data from multiple perspectives.

Most previous 6D pose estimation methods including [Wan+19; He+20; He+21] do not
explicitly consider object symmetries. As symmetric objects have multiple orientations
resulting in the same visual appearance and the same geometry, there are multiple correct
6D poses. These ambiguities often result in bad predictions for symmetric objects.
Therefore, we conduct research on approaches for overcoming this issue.

Similar to the automotive domain, available data with annotations is limited in robotics.
Furthermore, there are no large-scale real-world datasets for multi-view 6D object pose
estimation. Thus, we aim to get along with annotated video datasets that provide multiple
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perspectives of static scenes over time. This is challenging as only a few different sequences
are available showcasing just as few scenes.

Our research has resulted in two novel deep learning approaches for multi-view RGB-D
image fusion for 6D object pose estimation. To overcome ambiguity issues due to object
symmetries, we propose a novel symmetry-aware training procedure including a novel
objective function. For exhaustively evaluating the performance of our proposed methods,
we consider challenging real-world datasets and generate several photorealistic synthetic
datasets. Our comprehensive experiments indicate vast improvements compared to the
state-of-the-art in single-view and multi-view 6D object pose estimation. Moreover, we
demonstrate the robustness of our approaches towards dynamic camera arrangements and
inaccurate camera calibration.

1.3 Deep Hierarchical Variational Autoencoding for

RGB Image Fusion

A major motivation for fusing input data from multiple sources is to gather more
information in total compared to single-modal approaches. However, for most applications,
the reliability of each data source can vary. For example, if one camera has dirt on its lens,
parts of the image might be occluded or blurry. Thus, it would be helpful to integrate
an approach measuring the uncertainty of the input data and weight its influence on the
outcome dependent on that measurement. However, most sensor fusion approaches in
automated driving and robotics do not specifically consider uncertainty in the input data
[Che+17c; Ku+18; Wan+19; PMR20; He+20; Zha+21b; He+21]. Therefore, in chapter 5,
we investigate and discuss ways to aggregate data from multiple imperfect sources while
considering uncertainty.

Furthermore, conventional approaches to fusion for environmental perception tasks tend
to prioritize developing methods that merge multiple modalities as optimally as possible.
In this context, the endeavor of teaching the model to gather profound prior knowledge
about the used dataset often receives less attention. However, having a comprehensive
prior knowledge about the relevant objects in a specific application can be very useful
in perception, for instance, if parts of an object are not visible due to occlusion, or if
the sensor data describing the object is noisy. In these cases, a generative approach can
provide supplementing data whenever the relevant input data is missing or inaccurate. This
can also be beneficial for subsequent tasks such as robot grasping as the prior knowledge
might enable the robot to select grasp poses which are not directly visible.

Over the last few years, many different types of generative models have been conceived
such as Variational Auto-Encoders (VAEs), Generative Adversarial Networks (GANs),
and diffusion models. GANs are well-known for their high sample quality enabling the
generation of realistic images with high resolutions. However, they do not explicitly
model the data likelihood and suffer from mode collapse resulting in an incomplete
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representation of the data distribution [Zho+19]. VAEs, in contrast, explicitly learn a
probabilistic mapping from the data space to a latent space resulting in a well-defined
lower-dimensional representation of the data. Furthermore, their reconstruction loss term
incentivizes the model to precisely reconstruct the input data, which can be useful for
image fusion, denoising, or inpainting. However, working with VAEs is challenging as
they tend to generate blurry images, are often limited to low resolutions, and suffer from
posterior collapse [Cin+21]. Please note that we do not consider diffusion models in our
experiments as their outstanding image generation abilities reached widespread popularity
[DN21; Rom+22; Cro+23] after having performed the majority of experiments related to
this topic.

In Chapter 5, we present a solution combining the two previously described abilities
to consider uncertainty while providing a strong prior knowledge about the used data.
Specifically, we have developed a novel deep hierarchical variational autoencoder, called
FusionVAE, that can serve as a basis for many fusion tasks. It can generate diverse image
samples that are conditioned on multiple noisy, occluded, or only partially visible input
images while supplementing it with prior knowledge about the data gained while training.

To the best of our knowledge, we are the first to describe this task combination composed
of image fusion with image inpainting, noise suppression, and occlusion removal. For this
reason, there are no suitable benchmarks for this task combination prompting us to create
some to exhaustively assess the fusion capabilities of our model. Out of this motivation,
we have created three novel datasets for image fusion based on popular computer vision
datasets.

We have conducted extensive experiments demonstrating a significant superiority of
FusionVAE in comparison to traditional approaches on our benchmarks. Additionally,
we showcase FusionVAE’s ability to generate high-quality image samples even when the
input is constrained to a few partially observable images. Moreover, we have performed
ablation studies showing the benefits of our design choices regarding both the posterior
distribution and commonly used aggregation methods.

8
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1.4 Contributions

This dissertation contributes to the field of environmental perception for automated systems
by introducing novel deep learning methods for data fusion among other contributions
which are summarized in the following.

Firstly, we address the environmental perception of automated vehicles with a point
cloud fusion approach:

• We propose a novel end-to-end trainable network for simultaneous LiDAR object
detection and scene flow estimation, called PillarFlowNet.

• We extend the KITTI Object Tracking dataset [GLU12] with static and dynamic
scene flow annotations and devised effective data augmentation techniques.

• We demonstrate a significant accuracy increase in multi-task LiDAR scene flow
estimation and object detection compared to the state-of-the-art.

• PillarFlowNet is the first multi-task LiDAR scene flow and object detection network
to achieve real-time performance.

Secondly, we target the problem of fusing multiple imperfect visual data streams while
considering uncertainty and prior knowledge about the used data:

• We present a deep hierarchical variational autoencoder called FusionVAE that is
able to perform image-based data fusion while employing prior knowledge of the
used dataset.

• We create three challenging image fusion tasks for generative models.

• We show that FusionVAE produces high-quality fused output images and outperforms
traditional methods by a large margin.

• We perform ablation studies demonstrating the benefits of our design choices
regarding both the posterior distribution and commonly used aggregation methods.

Finally, we address the challenge of fusing multi-modal input data with the goal of
reliably predicting the 6D poses of objects within cluttered scenes with strong occlusions:

• We present two novel multi-view fusion frameworks for efficient representation
learning of multiple RGB-D frames.

• Based on the frameworks, we propose two novel deep-learning approaches for
multi-view 6D object pose estimation.

• We introduce a novel symmetry-aware training procedure for 3D keypoint detection
based on a symmetry-aware objective function.

• We present four novel synthetic datasets with photorealistic multi-view RGB-D
data and ground truth for both instance semantic segmentation and 6D object pose
estimation.

• We demonstrate the superiority of our approaches on challenging real-world and
synthetic datasets.
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• We prove the robustness of our approaches towards inaccurate camera calibration
and dynamic camera setups.

• We reveal significant improvements and synergy effects resulting from the imple-
mentation of our symmetry-aware training procedure.

1.5 Thesis Outline

Chapter 2 introduces the fundamental concepts of this dissertation including an introduction
to environmental perception, typical sensors, and related data processing approaches.

Chapter 3 deals with multi-task learning for simultaneous 3D object detection and
scene flow estimation based on LiDAR data in automated driving. It presents a novel
deep-learning approach in this field that achieves very accurate results in real-time.

Chapter 4 covers the field of multi-view RGB-D fusion. It presents two deep multi-task
learning approaches for multi-view 6D object pose estimation in very cluttered scenes
including a novel training procedure for symmetry-aware keypoint detection.

Chapter 5 addresses the problem of fusing information from multiple sources while
supplementing it with prior knowledge about the data gained while training. In particular,
it introduces a deep hierarchical variational autoencoder that can generate diverse image
samples which are conditioned on multiple noisy, occluded, or partially visible input
images.

Chapter 6 concludes this dissertation, thematizes open research questions, and discusses
potential future work.

10



Chapter 2

Background

The following sections provide essential fundamentals which are the basis for this
dissertation. Section 2.1 defines environmental perception and describes the most
common sensors accompanied by their characteristics. As this dissertation deals mostly
with input data in the form of images and point clouds, sections 2.2 and 2.3 present typical
methods for processing these two modalities and extracting expressive features. Section 2.4
provides an introduction to data fusion techniques including architecture concepts and
fusion operations. In section 2.5, we delve into the fundamentals of generative models
focusing on VAEs, GANs, and diffusion models. Finally, section 2.6 is dedicated to
presenting the foundations of computer vision and perception tasks which are most relevant
to this dissertation, including pertinent related work.

2.1 Environmental Perception and Sensors

Environmental perception describes the process of gathering and interpreting information
about the surroundings of an automated system. It involves the acquisition of data about
the physical environment, including objects, obstacles, dangerous zones, and further
relevant instances. Subsequently, the acquired data is analyzed to obtain a comprehensive
understanding of the environment. This procedure can encompass several sub-tasks, such
as segmentation, classification, object detection, tracking, and pose estimation [Che+21;
Guo+21c]. It is important that these perception algorithms are precise and robust as they
are the foundation of subsequent decision-making processes and the execution of actions.
[Bi21; Wan+21a].

For gathering sufficient information about the environment, automated systems are
typically equipped with a variety of sensors which can be classified into thermal, mechanical
(including acoustic), electromagnetic (including optical), nuclear, gravitational, and
chemical sensors [Kal13]. However, in order to obtain a high-level understanding of a
scene from a distance, automated systems such as autonomous vehicles and industrial
robots mostly rely on electromagnetic sensors, such as cameras, depth sensors, laser
scanners, radar sensors, and ultrasonic sensors [Fay+20a; Bon+21a; LL19].
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Chapter 2 Background

Each sensor has individual advantages, limitations, and drawbacks making its suitability
for a particular use case dependent on the specific requirements of the application.
Figure 2.1 illustrates the sensing capabilities and further properties of the most relevant
sensors for environmental perception.

Range

Proximity Detection

Resolution

Bright Scenarios

Dark Scenarios

Color Detection

Sensor Size

Sensor Cost

Camera

Laser Scanner

Radar

Ultrasonic

Figure 2.1: Comparison of sensor properties. The farther a line is from the center, the
better is the corresponding property.

Cameras

Cameras, and digital RGB (Red Green Blue) cameras in particular, are the most common
sensors for automated vehicles and robotic applications [LS22]. They record color images
by measuring the light entering through the lens with a digital image sensor. As they
work without active illumination, cameras are very sensitive to light intensity and require
good lighting conditions in order to detect objects. The continual progress in camera
hardware and software has enabled high image resolution and quality, enabling a very
high range [Che+21]. As cameras are very cheap, small, and lightweight, while having
a low power consumption, they offer the versatility to be mounted at multiple locations,
enabling the capture of visual data from different perspectives [LS22]. For instance, in
the case of a vehicle, cameras can be strategically placed at the front, sides, and rear
to enable comprehensive scene monitoring. In robotic applications, cameras can be
deployed at various positions surrounding a scene to be manipulated by a robot, facilitating
comprehensive visual coverage. Furthermore, cameras can be mounted on robot arms,
providing flexibility in capturing scenes from diverse viewpoints.
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2.1 Environmental Perception and Sensors

In addition to RGB cameras, there is a huge variety of other camera types, including
infrared cameras, thermal cameras, grayscale cameras, depth cameras, and RGB-D (Red
Green Blue Depth) cameras. In recent years, rapid technological advancements, particu-
larly in the field of depth cameras and RGB-D cameras, have significantly contributed to
their increasing popularity and affordability. Depth cameras provide pixel-wise distances
to points in the scene. RGB-D cameras enable the joint acquisition of scene appearance
and scene geometry in real-time by combining an RGB image with a depth image. The
distance measurement can be performed either passively or actively [Ros+19].

Passive depth cameras compute distances without modifying the scene. Predominantly,
the computation is based on two monochrome cameras or two RGB cameras, in which case
the process is called stereo reconstruction or binocular reconstruction. The reconstruction
process requires corresponding pixels in the two camera views that describe the same
location in the scene. Based on each pair of corresponding pixels, the location in the scene
can be computed via triangulation, i.e., by forming triangles between the camera positions
and the observed point in the scene [Ros+19]. However, finding correspondences between
two camera views can be challenging.

Active depth cameras modify the scene by emitting light and can be divided into
Structured Light (SL) cameras and Time of Flight (ToF) cameras. SL cameras project
an infrared pattern into the scene to simplify the process of finding correspondences.
This requires just a single camera, whereas the second camera is replaced by an infrared
projector. ToF cameras emit light pulses and can be divided into Pulsed ToF cameras

and Modulated ToF cameras. Pulsed ToF cameras are based on the LiDAR technology
and compute distances based on the round-trip times of the light pulses (see section 2.1).
Modulated ToF cameras emit time-modulated light pulses and measure the phase shift
between emitted and returned pulses [Zan+16; Ros+19].

Laser scanners

Laser scanners are based on the LiDAR (Light Detection And Ranging) technology. These
devices generate laser beams at near-infrared wavelength (850 – 950 nm) or short-wave
infrared wavelength (1550 nm) and emit them within a certain field of view. Objects
within this field of view reflect the laser beams and a photodetector measures the intensity
of the incoming impulses. The distance d to an object is computed based on the time
difference ∆t between transmitted and received signals, i.e.

d =
c∆t

2n
(2.1)

where c is the speed of light in vacuum and n is the refraction index of the propagation
medium (approx. 1 for air) [LI20].

By repeating this measurement in multiple directions, a point cloud can be generated
where each point represents a specific location in 3D space. Modern laser scanners can
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produce very dense point cloud data resulting in a high-resolution geometric representation
of the environment. Even though the high resolution of precise distance measurements is
a key advantage of laser scanners, processing a large amount of 3D or 4D (when including
intensity) data in real-time can be challenging [LS22].

As laser scanners rely on active illumination, they are less affected by external lighting
conditions enabling them to work well in dark and bright scenarios. Depending on the
laser power, the scanners can have a high operating range. Due to the ability to measure
the received intensity, they can detect material properties up to a certain extent. However,
laser scanners are expensive and large in comparison to other sensors [Che+21; LS22].

Radar

Radar (Radio detection and ranging) sensors have a similar functional principle as laser
scanners, involving the emission and measurement of electromagnetic waves. However,
they differ in the type of electromagnetic waves they emit as radar sensors utilize radio
waves within the millimeter or microwave spectrum. For many applications with dynamic
objects, such as advanced driver assistance systems and automated driving, radar sensors
leverage the Doppler effect to measure the frequency shift of emitted waves, enabling the
velocity detection of dynamic objects. The velocity v of a target object relative to the
sensor’s intrinsic motion can be computed by

v =

c∆ f

2 fr
(2.2)

where c is the speed of light in vacuum, ∆ f is the frequency shift due to the Doppler
effect, and fr is the frequency of the emitted radio wave [Yeo+21].

Due to the active emission of radio waves and their propagation properties, radar
sensors are not sensitive to lighting conditions and meteorological effects, making them
effective in bright and dark scenarios, as well as in adverse weather conditions [Yeo+21].
Furthermore, radar sensors are small and cost-effective enabling versatile mounting
similar to cameras. Radar sensors can be deployed for short-range and long-range object
recognition, depending on their radiation angle, their emitting frequency, and their delay
between emitted pulses [LS22]. However, in comparison to cameras, radar sensors
generally provide lower resolution outputs, which limits their effectiveness in accurately
detecting objects [Yeo+21; Che+21].

14



2.2 Image Processing for Perception

Ultrasonic

Ultrasonic sensors emit mechanical waves with a constant frequency within the inaudible
range of humans, i.e. higher than 20 kHz. They measure distances based on the time-
of-flight measurement principle as ToF depth cameras, laser scanners, and radar sensors.
Since the propagation speed of ultrasonic waves is with around 340 m/s in air much
slower than the speed of electromagnetic waves, the sensing rate is much lower. Typical
frequencies for automotive applications are in the range of 40 to 70 kHz. Increasing the
ultrasonic frequency results in greater absorption, which in turn decreases the maximum
range but enables a higher sensing rate [SK16; Bi21; Var+21].

Due to the active emission of waves, ultrasonic sensors perform well in bright and dark
environments. They possess the advantages of being affordable, compact, and lightweight,
enabling the convenient mounting of multiple sensors in various configurations to achieve
comprehensive sensing coverage. However, ultrasonic sensors have a very limited
range, cannot provide color information, and have a low resolution. Furthermore, their
performance is affected by atmospheric conditions, such as humidity and barometric
pressure [Che+21; Var+21].

2.2 Image Processing for Perception

In order to extract information from images that is relevant for environmental perception,
a huge variety of methods has been proposed over the last decades. Most traditional
approaches without deep learning rely on hand-crafted features, such as edge detection,
Histogram of Oriented Gradients (HOG), Scale-Invariant Feature Transform (SIFT), and
Local Binary Patterns (LBP) [Jia+19; Ros+19]. However, the performance of these
traditional approaches is very limited. This is particularly evident when attempting to
detect objects in challenging scenarios, such as highly cluttered scenes and scenes with
substantial occlusions [Ros+19].

In recent years, deep learning has experienced rapid progress, largely driven by
the availability of huge datasets, powerful computational resources, and algorithmic
advancements [Jia+19]. Unlike traditional methods, deep learning approaches extract
features in an automated way with low effort and minimal domain expertise [Pou+18].
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2.2.1 Convolutional Neural Networks

Especially the occurrence of Convolutional Neural Networks (CNN) has led to a rapid
improvement of environmental perception methods. As CNNs share weights over entire
images, the number of trainable parameters is vastly reduced in comparison to fully
connected networks [Jia+19].
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Figure 2.2: Overview of a typical architecture of a CNN for an image classification task.

Figure 2.2 illustrates a typical CNN architecture for an image classification task. The
main building blocks are convolutional layers which convolve the input data x at layer
l with a set of K learnable kernels W = W 1, ...,WK . These kernels are filter matrices
whose size represents the receptive field. After the convolution, a bias value b = b1, ..., bK

is added to every element in the resulting feature map. Given the feature map of layer l,
the k-th feature map of layer l + 1 is computed by

x
l+1
k = σ(W l

k ∗ x
l
+ bl

k) (2.3)

where σ is an activation function that introduces a non-linearity. Cybenko [Cyb89]
demonstrated that a non-linear activation function such as a sigmoid function

σ =
1

1 + exp(−x)
(2.4)

enables a neural network to approximate any continuous function [Jia+19].

Another common activation function is the Rectified Linear Unit (ReLU) which is
defined as

ReLU(x) = max(0, x) =

{

x if x ≥ 0

0 if x < 0
. (2.5)

A CNN typically contains a down-sampling mechanism to reduce the size of intermediate
network layers. A common choice is a max pooling layer which subdivides the given
feature map into non-overlapping rectangles and creates a new feature map based on the
maximum values within each rectangle [Jia+19]. As an alternative to pooling layers,
convolutional layers with stride can be used. Stride S is a hyperparameter that determines
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the step size when moving the convolutional kernels over a feature map. By skipping rows
or columns with S >= 2, the output feature is reduced in size similar to pooling.

For performing downstream tasks, CNN can be combined with conventional neural
network modules such as fully connected layers. For that purpose, a rectangular feature
map is flattened to obtain a vector. As illustrated in figure 2.2, a softmax function can be
used to compute probabilities for a classification task. Given K classes with input vector
z = [z1, ..., zK]

T the softmax function is defined as

si(z) =
exp(zi)

∑K
j=1 exp(z j)

for i = 1, ...,K . (2.6)

2.2.2 Residual Neural Networks

One type of CNNs, which is rigorously used in this dissertation, is the Residual Network
(ResNet), proposed by He et al. [He+16] in 2015. ResNets employ multiple residual
blocks as illustrated in figure 2.3. Each building block contains a set of neural network
layers resembling the function F(x). A parameter-free shortcut connection, also known as
a skip connection, is employed which bypasses the neural network layers. After each set
of layers, the resulting feature map xres is computed by the sum of input x and the layer
output F(x), i.e. [He+16; SG22]

xres = x + F(x). (2.7)

The shortcut connections urge the network to learn residual mappings, which capture
the differences between the input and the desired output of the corresponding building
block. In most cases, residual mappings are easier to optimize than the original mappings
and the shortcut connections reduce the issue of vanishing gradients. Thus, the training
of very deep neural network architectures is facilitated significantly, resulting in higher
accuracy for many environmental perception tasks [He+16; SG22].

Layer

Layer

Identity

x

F(x)

xres = x + F(x)

Figure 2.3: Illustration of a residual block. Image adapted from [He+16].
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2.2.3 Attention-Based Networks

In recent years, the emergence and advancements of attention mechanisms have con-
siderably contributed to performance improvements in image processing. Attention
mechanisms are inspired by the human’s perceptual system. Similar to humans who
perceive certain parts of the incoming visual information as stronger than others, attention
networks have the goal to weight incoming data dependent on their importance [Yan20;
Guo+22].

In 2014, Mnih et al. [Mni+14] published pioneering work in visual attention with the
introduction of a Recurrent Attention Model (RAM). RAM can recurrently select relevant
regions and only processes them at high resolution while processing less important regions
with lower resolution. It is trained in an end-to-end manner using a policy gradient
method. Jaderberg et al. [Jad+15] proposed a novel Spatial Transformer module which
can be employed within neural networks without requiring changes to the loss function.
The Spatial Transformer modules contain a localization network that predicts an affine
transformation used to select relevant regions in the input [Jad+15; Yan20; Guo+22].

Another important variant of visual attention is the channel attention. A milestone in
this field is the Squeeze-and-Excitation Network (SENet) by Hu et al. [HSS18]. The
authors propose a novel module for CNNs which explicitly models interdependencies
between the channels of its convolutional features. This enables a feature recalibration
process that fosters the usage of informative features while suppressing less informative
ones [HSS18].

Figure 2.4 shows an overview of the previously mentioned module called the Squeeze-
and-Excitation (SE) module. Given a feature map X ∈ RH ′×W ′×C ′

the SE module can
be applied to any transformation Ftr : X → U (e.g. a set of convolutional layers) with
U ∈ RH×W×C . It employs a squeeze operation on the features U that aggregates the features
along the spatial dimensions H and W by average pooling. The resulting channel descriptor
vector with dimensions 1 × 1 × C is processed by the excitation transformation Fex which
applies two fully connected layers with bottleneck, ReLU, and sigmoid activation function.
The outcome is a vector of weights that is used in the scaling transformation Fscale to

Figure 2.4: Overview of a Squeeze-and-Excitation module [HSS18]. For each channel C

of a feature map, it learns and applies a weighting factor corresponding to the importance
of the channel. Image from [HSS18].
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multiply each of the C feature maps of U with a scalar according to the relevance of the
given channel [HSS18].

In 2017, Vaswani et al. [Vas+17] proposed a self-attention mechanism that yielded
large success in the domain of natural language processing. Self-attention relates different
elements of an input sequence in order to compute a representation of the sequence. It
weights these elements according to their relevance and thus adjusts their impact on the
output. Wang et al. [Wan+18b] transferred the concept of self-attention to the domain of
computer vision and presented the concept of Non-local Neural Networks. They employ
non-local filtering operations which compute the response at a position as a weighted
sum of the features at all positions in the input. The input can be an image, a video,
or their features. Thus, non-local operations are a mechanism for capturing long-range
dependencies using deep neural networks [Vas+17; Wan+18b; Guo+22].

2.2.4 Transformer-based Networks

Together with the introduction of the self-attention mechanism, Vaswani et al. [Vas+17]
proposed a novel network architecture called Transformer which opened up a new and
successful avenue in deep learning. Transformers constitute an alternative to recurrent
neural networks and CNNs while demonstrating an exceptional performance on a broad
variety of natural language processing tasks including text summarization [Cai+19],
machine translation [Ott+18], and question answering [Sha+19; Zha+20c]. In this
field, also the popular Bidirectional Encoder Representations from Transformers (BERT)
[Dev+19], and the Generative Pre-trained Transformer (GPT) [RN18; Rad+19; Bro+20]
originated from [Kha+22].

Transformers are sequence-to-sequence models with an encoder-decoder architecture
as illustrated in figure 2.5. The input is a sequence consisting of a set of tokens with
are converted into an embedding. Positional encodings are added to store information
about the position of the tokens within the input sequence. The encoder consists of
N identical layers performing multi-head attention which relates the feature vectors
corresponding to all sequence elements. It further employs residual connections [He+16],
layer normalization [BKH16], and a fully-connected feed-forward network [Vas+17].

The Transformer decoder also consists of a stack of N identical layers, but they differ
slightly from the encoder. It obtains the Transformer outputs as input shifted right by
one position. A masked multi-head attention module relates the different feature vectors
whereas a masking ensures that relations can only be created between known outputs. The
second multi-head attention module receives the output vectors of the encoder enabling
cross-attention between encoder and decoder features [Vas+17].

Motivated by the remarkable achievements of Transformer architectures in natural
language processing, the work principle has been successfully transferred to the field of
computer vision. Chen et al. [Che+20b] proposed a sequence Transformer called image
GPT (iGPT) which does not encode the 2D spatial structure of images. Instead, it resizes
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Figure 2.5: Overview of the Transformer architecture consisting of an encoder network
stack (left) and a decoder network stack (right). Image taken from [Vas+17].

and flattens the image to a low-resolution 1D sequence that is input to a GPT-2 model
[Rad+19] for autoregressive pixel prediction. iGPT achieves competitive results on image
classification as CNNs. However, it has a high computational cost enabling the application
for low-resolution images only [Che+20b; Liu+23].

In 2020, Dosovitskiy et al. [Dos+21] introduced the Vision Transformer (ViT) which
is a pure Transformer [Vas+17] directly applied to a sequence of image patches. Its
architecture is illustrated in figure 2.6. First, an input image is reshaped into a sequence
of 2D patches. The patches are flattened and processed by a trainable linear projection
that maps each flattened patch to the fixed latent vector size D which is used through all
Transformer layers. This results in the so-called patch embeddings. [Dos+21; Han+22]
Subsequently, a learnable classification token is prepend to the patch embeddings, and
position embeddings are added to store positional information. The resulting sequence of
embedding vectors is input to a standard Transformer encoder [Vas+17] which consists of

20
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multi-head attention layers, MLPs, layer normalization [BKH16], and residual connections
[He+16]. An MLP-based output head is employed for classification [Dos+21].

When pre-trained on large-scale datasets, Vision Transformers achieve outstanding
results on multiple image classification tasks including ImageNet [Rus+15] and CIFAR-100
[Kri09]. However, due to the missing inductive bias in comparison to CNNs, they do not
generalize well when trained on smaller datasets [Liu+23].

Since its inception, the Transformer was further improved and modified leading to
state-of-the-art results in many computer vision tasks including semantic segmentation
[Str+21; Gu+22], object detection [Car+20; Li+22d], 6D pose estimation [Zha+22b;
Jan+23], and image generation [Cha+22; Zha+22a]. Please refer to section 2.6 for more
details about these tasks.

Transformer Encoder
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Vision Transformer  (ViT)
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Figure 2.6: Overview of the Vision Transformer architecture [Dos+21]. It divides an input
image into patches which are augmented with positional and class information. Based on
a Transformer Encoder and an MLP-based output head, it predicts image classification
scores. Image from [Dos+21].
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2.3 Point Cloud Processing for Perception

Point clouds are sets of three-dimensional points describing the location of objects in 3D
space. Thus, they represent the surface of objects and can provide useful information
about the geometry, the shape, and the scale of structures. Depending on the type of sensor
employed to capture the point cloud, each point can be augmented with supplementary data,
such as LiDAR intensity, RGB color values, or surface normals. As typical point clouds
in robotics or automated driving are unordered sets of tens to hundreds of thousands of
points, it is challenging to infer useful information from point clouds efficiently [Guo+20;
Liu+21].

Before the widespread adoption of deep learning, traditional approaches for extracting
information from point clouds have mostly relied on hand-crafted features, requiring
substantial manual effort and domain knowledge [Jia+19]. Over the last few years, a
huge variety of deep learning methods for point cloud processing have been proposed.
These methods have the capability to automatically learn feature representations from
point cloud data, leading to significant improvements across almost all environmental
perception tasks, including point cloud classification, segmentation, object detection, and
odometry [Guo+20; Liu+21].

Most deep learning feature extraction methods for point clouds can be classified into
projection-based, volumetric-based, and point-based approaches which will be explained
in the following [Guo+20].

2.3.1 Projection-based Methods

Projection-based methods project a 3D point cloud onto 2D images, e.g. a panoramic
view (cylinder projection) [Shi+15], a front view [LZX16; Che+17c] or a bird’s eye view
[Che+17c; Ku+18; Bel+18; YLU18]. Thus, the data can be processed as image data, for
instance, by using 2D CNNs.

A seminal work in this field is MV3D by Chen et al. [Che+17c] which is illustrated
in figure 2.7. It converts a LiDAR point cloud into a bird’s eye view and a front view in
order to obtain two different compact 2D representations of the point cloud. Using 2D
convolutional layers, the bird’s eye view, the front view, and an RGB image are processed
independently to extract features which are fused subsequently for performing a 3D object
detection.

As the projection reduces the amount of data significantly, projection-based methods
can scale very well to large point clouds with millions of points. However, the accuracy
and robustness of these methods are susceptible to occlusions and viewpoint selection.
Furthermore, projection-based methods cannot fully exploit the available geometric
information, as the projection inevitably causes a loss of information [Guo+20; Fer+21].
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Figure 2.7: Overview of the MV3D [Che+17c] network architecture. MV3D performs 3D
object detection based on different 2D projections of a LiDAR point cloud. It converts the
given point cloud into a bird’s eye view and a front view before extracting features with
2D CNNs. Combining these features with RGB image-based features, MV3D predicts
oriented 3D bounding boxes with classification scores. Image from [Che+17c].

2.3.2 Volumetric-based Methods

Volumetric-based methods convert a point cloud into a three-dimensional volumetric
representation, such as a voxel grid [MS15; ZT18], frustums [Qi+18; WJ19], or a grid
of vertical pillars [Lan+19]. The volumetric representation inherently maintains the
neighborhood structure of point clouds, ensuring the preservation of spatial relationships.
Voxel-based methods in particular enable point cloud feature extraction with 3D convo-
lutions, learning spatially invariant features across different regions of the point cloud
[Guo+20; Fer+21].

Figure 2.8 shows the architecture of VoxNet by Maturana et al. [MS15] as an example
for a voxel-based object recognition method. VoxNet constructs a volumetric occupancy
grid representation of the input point cloud and feeds it into a 3D CNN exploiting the
spatial structure of the data representation.

Volumetric-based methods have the disadvantage that the voxelization causes discretiza-
tion artifacts and information loss. Besides, it is difficult to select an appropriate grid
resolution, as a low resolution increases the information loss while a high resolution
requires high memory and computational resources [Guo+20; Fer+21].
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Figure 2.8: Overview of VoxNet [MS15] processing the point cloud of a car. It generates
an occupancy grid which is processed by 3D convolutional layers, max pooling, and fully
connected layers before predicting classification scores. Image from [MS15].

2.3.3 Point-based Methods

Point-based methods can be applied directly on raw point clouds without projection or
voxelization. A seminal work in this area is PointNet by Qi et al. [Qi+17a] which is
illustrated in figure 2.9.
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Figure 2.9: Overview of PointNet [Qi+17a]. The classification network operates on a raw
point cloud with n points and predicts classification scores for k classes. The segmentation
network concatenates the local and global features of the classification networks and
predicts point-wise classification scores. Image from [Qi+17a].

PointNet takes the unsorted point cloud with n points and applies an input transformation
based on a mini-network, called T-Net, which predicts an affine transformation matrix.
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Multiple stages of shared Multi-Layer Perceptrons (MLPs) are utilized to extract point-wise
features. PointNet applies a feature transformation based on another T-Net to align features
from different input point clouds. Since point clouds are unordered sets of points, the
authors propose to use a symmetry function for making the network invariant to input
permutation. To achieve that, they employ max pooling for aggregating the point features
and obtaining global features [Qi+17a].

As PointNet learns features independently for each point, it does not extract the local
structural information between points. This limits the model’s ability to recognize
fine-grained patterns and to generalize to complex scenes. To address this issue, Qi et
al. proposed a hierarchical neural network approach called PointNet++ [Qi+17b] which
incrementally aggregates increasingly larger local regions along the hierarchy. Each
hierarchical level consists of a sampling layer, a grouping layer, and a PointNet layer.
The sampling layer uses the Farthest Point Sampling (FPS) algorithm [Eld+97] to find
points in the point cloud that are centroids of local regions. The grouping layer employs
a ball query strategy to find adjacent points within each local region. The PointNet
layer applies a small PointNet to learn features based on the local regions. In order to
better cope with non-uniformly sampled point clouds that vary in point density, Qi et al.
introduce Multi-scale grouping (MSG) and Multi-resolution grouping (MRG). These are
density-adaptive PointNet layers which enable an intelligent aggregation of multi-scale
information according to local point densities.

The utilization of FPS sampling in PointNet++ is the main reason making the method
computationally expensive and memory-costly for very large point clouds. Hu et al.
[Hu+20] address this issue with a random point sampling strategy and a lightweight
neural network architecture called RandLA-Net. As random sampling can discard relevant
information, RandLA-Net uses local feature aggregation modules to preserve information
captured from adjacent points. Furthermore, it employs attentive pooling to automatically
keep the most relevant local features based on a computed attention score.

Following the success of Transformer networks in natural language processing and
computer vision, the technology has been also transferred to point cloud processing tasks.
Guo et al. [Guo+21a] introduced the Point Cloud Transformer (PCT) which achieves
state-of-the-art performance in shape classification and part segmentation. First, they
propose a naive approach using the standard Transformer [Vas+17] by treating the entire
point cloud as a sentence of points. Second, the authors propose an offset-attention
mechanism which calculates the difference between the self-attention features and the
input features by element-wise subtraction. Third, they introduce a neighbor embedding
inspired by PointNet++ [Qi+17a], which aggregates local neighborhood information of
points [Guo+21a; ZWC22].

In recent years, further Transformer-based networks have been proposed, demonstrating
state-of-the-art results in point cloud based perception tasks including point cloud
classification [EBD21; Lu+22] 3D object detection [Mao+21; Zho+22], 3D semantic
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segmentation [Zha+21c; Lai+22], and scene flow estimation [Li+22a]. Please refer to
section 2.6 for more details about these tasks.

2.4 Data Fusion

Data fusion describes the combination of data from multiple sources with the aim of
improving the quality or amount of information. The data can originate from multiple
sensors of the same type, from multiple sensors of different types, or from the same sensor
at different points in time. Depending on the application setup, data fusion can increase
spatial coverage, temporal coverage, robustness towards sensor failures or algorithmic
flaws, noise suppression, and estimation accuracy [Mit12].

The following two subsections present possible network architectures for fusion and
different fusion operations.

2.4.1 Fusion Architectures

Fusion techniques can be categorized into early fusion, intermediate fusion, and late
fusion techniques according to the stage of the network in which data is merged [Fay+20b;
Fen+21]. Figure 2.10 gives an overview of possible fusion network architectures.

Deep Fusion

Shortcut Fusion

Early Fusion

Intermediate Fusion

Late Fusion
Input Modality

Network Output

Intermediate Layers

Fusion Operation

Figure 2.10: Overview of typical architectures for sensor data fusion.
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Early fusion. Early fusion, also called data-level fusion, combines raw or pre-processed
sensor data. Thus, the entire information from the data can be exploited with low memory
usage and low computational expenses. However, early fusion models suffer from limited
flexibility since the entire network needs to be retrained when the input modality changes,
and varying relevance of different modalities cannot be fully exploited. Another drawback
originates from the sensitivity towards spatial-temporal data misalignment between the
used sensors e.g. caused by calibration errors, unequal sampling rates, or sensor defects
[RT17; Fen+21].

Late fusion. Late fusion, also called decision-level fusion, deploys separate networks
for each input modality and combines the network outputs. It enables higher flexibility and
modularity compared to early fusion as in case of a new input modality being introduced,
only its domain-specific network needs to be trained, without any necessity to modify the
other networks. However, late fusion requires high computational and memory resources.
Furthermore, it does not exploit the full potential benefits of incorporating intermediate
features into the fusion process [RT17; Fen+21].

Intermediate fusion. Intermediate fusion, also called feature-level fusion, is a frequently
used compromise between early fusion and late fusion. It utilizes separate feature
encoding networks for each input modality to learn independent feature representations.
Subsequently, the feature representations are combined into a joint representation for
all modalities which can be further processed by a single network. Intermediate fusion
offers the greatest flexibility in terms of how and when the fusion takes place. However, it
can be very challenging to find an optimal fusion architecture for a specific application.
Therefore, there are many variants of intermediate fusion, such as deep fusion and shortcut
fusion (see figure 2.10) [RT17; Fen+21].

It should be noted that there is no single fusion technique that is optimal for all
applications. The performance of a fusion technique is highly dependent on the type and
characteristics of the employed input modalities as well as the task at hand [Fay+20b;
Fen+21].

2.4.2 Fusion Operations

The previously presented fusion architectures can be used with a variety of different fusion
operations, also called aggregation methods, which will be exhibited in the following.
The aim of a fusion operation is to aggregate data, i.e. given a fusion operation G, it
combines information from a set of K input tensors f 1, f 2, ..., f K resulting in a tensor
f res = G( f 1, f 2..., f K).
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Concatenation. A very common and simple method to combine multiple tensors is to
concatenate them along an existing axis, i.e.

f res = f 1 ⊕ f 2 ⊕ ... ⊕ f K (2.8)

where the operation ⊕ denotes concatenation. Please note that the input tensors need to
have the same dimensions except for one dimension. The dimension corresponding to the
axis along which the concatenation is performed may vary.

Addition. Another very simple fusion operation is the element-wise or pixel-wise
addition of the input features, i.e.

f res =

K∑

i=1

f i (2.9)

Average Pooling. Average pooling corresponds to addition with the exception of an
additional scaling factor, i.e.

f res =
1

K

K∑

i=1

f i (2.10)

Maximum Pooling. Maximum pooling, or max pooling for short, selects from all input
tensors the element-wise or pixel-wise maxima, i.e.

f res = max( f 1, f 2, ... f K). (2.11)

Mixture of Experts. The previously presented fusion operations do not explicitly
consider the amount of information and uncertainty in the input tensors. However,
individual input tensors might contain more relevant information than others, for example,
in dark environments an RGB camera provides less useful information than a LiDAR
sensor. A mixture of experts tries to overcome that limitation by learning weighting
factors wi for each input tensor so that the resulting tensor is a linear combination of the
individually weighted input tensors, i.e.

f res =

K∑

i=1

wi · f i with
K∑

i=1

wi = 1. (2.12)

For learning the weighting factors, domain-specific networks called “experts” are employed.
This technique was proposed by Jacobs et al. [Jac+91] and further extended in [ERS14;
MEB16; Val+17] [Fen+21].
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Bayesian Aggregation. Bayesian aggregation [Vol+20] describes a permutation invari-
ant fusion method that considers the uncertainty and the informativeness of the input
tensors. It employs two related encoders encµ and encσ to learn a latent observation
µi = encµ( f i) with its corresponding variance values σi = encσ( f i). This represents a
factorized Gaussian distribution N over the latent feature vectors

f i = N (µi, diag(σi)). (2.13)

The predicted Gaussian distributions over the latent feature vectors for multiple input
tensors are fused iteratively using the Bayes rule [Bec+19]

qi = σ
2
i−1 � (σ2

i−1 + σ
2
i ) (2.14)

where µi = µi−1 + qi � (µi − µi−1) (2.15)

and σ
2
i = σ

2
i−1 � (1 − qi). (2.16)

� and � denote element-wise division and multiplication respectively.

2.5 Generative Models

Generative models are a class of unsupervised machine learning models which can learn
the underlying probability distribution of a given dataset. They allow for generating
unseen samples that resemble the original data distribution. Sufficiently trained generative
models can be used for many applications, such as image synthesis, text generation,
style transfer, data augmentation, audio synthesis, denoising, and inpainting. For most
practical applications, however, it is not possible to learn the exact distribution of the
given dataset. Therefore, it is common practice to employ deep neural networks to
learn an approximation of the target distribution. These particular models are commonly
denoted as Deep Generative Models (DGMs) and have the ability to approximate very
complicated, high-dimensional probability distributions given enough unlabeled training
samples [Tom22; FGH22].

According to Tomczak [Tom22] generative modeling methods can be categorized into
four main groups:

• Autoregressive models (e.g., PixelCNN [VKK16])

• Flow-based models (e.g., RealNVP [DSB17])

• Latent variable models (e.g., GANs [Goo+14], VAEs [KW14], and diffusion models
[Soh+15])

• Energy-based models (e.g., IGEBM [DM19])

This thesis focuses on the most relevant DGMs for image synthesis, namely GANs, VAEs,
and diffusion models. Please refer to [Tom22] for further details about other types of
generative models.
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2.5.1 Variational Autoencoders

A Variational Auto-Encoder (VAE) is a type of generative latent variable model that was
introduced by Kingma et al. [KW14] in 2013. Figure 2.11 illustrates the architecture
of a typical VAE. It is built upon an encoder network, a latent space, and a decoder
network. The encoder network represents a probabilistic model qφ(z |x) with trainable
parameters φ. It compresses the input data x and maps it into the latent space. Thus,
the latent variable vector z represents the input data using fewer dimensions. Since the
latent space is stochastic, the encoder network has the task of predicting the parameters
of the approximate posterior distribution qφ(z |x). An arbitrary target distribution with
an arbitrary number of parameters can be chosen for that task. A common choice is a
multivariate Gaussian distribution

qφ(z |x) = N (z |µ z |x, Σz |x) (2.17)

with a diagonal covariance matrix Σz |x and mean µ z |x [Gho+23].

In order to teach the model learning a meaningful approximate posterior distribution,
the Kullback-Leibler (KL) divergence [KL51] is utilized. It is a measure for the similarity
of two probability distributions p(x) and q(x) and defined as

KL(p(x)| |q(x)) =

∫ ∞

−∞

p(x) log

(

p(x)

q(x)

)

dx. (2.18)

The decoder network, also called the generator network, draws samples from the
prior distribution pθ(z) within the latent space and decodes them. Thus, it models the
conditional probability distribution pθ(x |z) where θ are the trainable parameters of the
decoder network. Encoder and decoder are trained simultaneously by maximizing the
Evidence Lower Bound (ELBO) of the marginal log-likelihood

log pθ(x) = Eqφ(z |x)

[

log pθ(x, z) − log qφ(z |x)
]

+ KL
(

qφ(z |x)| |pθ(z |x)
)

(2.19)

≥ Eqφ(z |x) [log pθ(x |z)]
︸                    ︷︷                    ︸

Lrec

−KL
(

qφ(z |x)| |pθ(z)
)

︸                    ︷︷                    ︸

LKL

= ELBO(x), (2.20)

Encoder

qϕ (z|x)
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z
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Figure 2.11: Overview of a VAE. Given an input image x, a probabilistic encoder qφ learns
a distribution in the latent space which is regularised during the training. A probabilistic
decoder pθ can generate new data x̂ based on the latent distribution.
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where the term Lrec represents the likelihood of the reconstructed samples which is
maximized. Thus, creating output images deviating from the input image is penalized.
The term LKL ensures that the approximate posterior distribution qφ(z |x) is close to the
true prior distribution pθ(z). It works as a regularization mechanism promoting structure
and disentanglement for the latent space [KW14; Cin+21].

Conditional VAE

In standard VAEs, there is no control of the data generation process as unconditioned
samples are drawn from the latent distribution. Sohn et al. [SLY15] proposed a remedy
for this limitation by presenting the Conditional Variational Auto-Encoder (CVAE). It
extends the standard VAE by adding a conditioning vector y (e.g. a class label) as input to
both the encoder and decoder. Thus, the encoder aims to learn the approximate posterior
distribution qφ(z |x, y) and the decoder tries to learn the conditional distribution pθ(y |x, z).
The prior of the latent variable vector z is pθ(z |x) and the variational lower bound of the
conditional log-likelihood can be written as follows

log pθ(y |x) = Eqφ(z |x,y)

[

log pθ(y, z |x) − log qφ(z |x, y)
]

+ KL
(

qφ(z |x, y)| |pθ(z |x, y)
)

(2.21)

≥ Eqφ(z |x,y) [log pθ(y |x, z)] − KL
(

qφ(z |x, y)| |pθ(z |x)
)

= ELBO(x, y).

(2.22)

Hierarchical VAE

Sønderby et al. [Søn+16] introduced the first hierarchical VAE, called Ladder Variational
Autoencoder (LVAE), by splitting the latent variables z into L layers z1, ..., zL . This
enables a recursive correction of the generative distribution pθ(x, z) = pθ(x |z) · pθ(z) and
increases the expressiveness of both prior and approximate posterior which become

pθ(z) =

L∏

l=1

pθ(zl |z<l) and qφ(z |x) =

L∏

l=1

qφ(zl |z<l, x), (2.23)

where z<l denotes the latent variables in all previous hierarchies. All the conditionals in
the prior pθ(zl |z<l) and in the approximate posterior qφ(zl |z<l, x) are modeled by factorial
Gaussian distributions. Under this modeling choice, the variational lower bound of the
marginal log-likelihood from equation (2.19) turns into

log pθ(x) ≥ Eqφ(z |x)

[

log pθ(x, z) − log qφ(z |x)
]

(2.24)

= Eqφ(z |x) [log pθ(x |z)] −

L
∑

l=1

Eqφ(z<l |x)

[

KL
(

qφ(zl |z<l, x)| |pθ(zl |z<l)
) ]

(2.25)

= ELBO(x). (2.26)
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An alternative approach resulting in a hierarchical VAE is the usage of Inverse
Autoregressive Flows (IAF) proposed by Kingma et al. [Kin+16a]. They employed
Normalizing Flows [RM15a] which iteratively improve the latent variables by

zl = µl + σl � zl−1 (2.27)

where µl and σl are predicted mean and standard deviation vectors of the l-th layer and �

denotes element-wise multiplication.

Further Improvements for VAEs

A common issue when maximizing the standard ELBO in equation (2.20) is the variable
collapse phenomenon, also called over-pruning [Yeu+17]. This term describes a model’s
tendency to converge to a sub-optimal solution in which only a small subset of the latent
variables is exploited [AT20]. One approach for reducing over-pruning is to vary the
balance between the reconstruction loss Lrec and the KL loss LKL in equation (2.20) as
proposed by Bowman et al. [Bow+16]. They introduced a balancing parameter γ resulting
in the training objective

Ltotal = Lrec − γLKL (2.28)

where γ is gradually increased from zero to one. Thus, the training starts as a vanilla
autoencoder by learning only the reconstruction. The increment of γ leads to an increasing
relevance of the KL loss improving the approximate posterior. As γ reaches one, the
training objective Ltotal is equivalent to the ELBO in equation (2.20).

As there is often a mismatch between the aggregated posterior distribution qφ(z) and the
standard Gaussian prior distribution p(z), Dai et al. [DW19] have proposed the 2-Stage
VAE, which effectively mitigates this issue. The first stage contains a larger VAE for
learning a comprehensive data representation qφ(z |x) within the latent space, though it
does not ensure an exact alignment between qφ(z) and p(z). In the second stage, a smaller
VAE with independent parameters is employed with the objective of learning to sample
from the true distribution q(z) without using the prior distribution p(z) [DW19; AEL21].

While previous research in the field of VAEs, has predominantly concentrated on
statistical challenges, Vahdat et al. [VK20] have shifted their focus on architectural
enhancements for hierarchical VAEs. In this context, they have presented the Nouveau
VAE (NVAE) which is illustrated in figure 2.12. The bidirectional encoder in figure 2.12a
consists of a deterministic bottom-up network which given input x learns L latent variables
z1, ..., zL representing the approximate posterior distribution qφ(z |x). A top-down network
with trainable parameter vector h is employed to infer the latent variables group by group.
It performs sampling from each latent variable group, combines the samples with
deterministic feature maps, and passes the result to the next group. The generative model
in figure 2.12b, utilizes the same top-down network with shared parameters to generate
data x given the learned latent variables z.
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Figure 2.12: Network architecture of the NVAE [VK20] illustrated for three latent variable
vectors z1, z2, and z3. It consists of a bidirectional encoder (a), which learns the latent
variable vectors from data x, and a generative model (b), which decodes samples from
the latent probability distributions. rr denotes a residual network, h denotes a trainable
parameter vector, and ⊕ denotes feature aggregation (e.g. concatenation or pixel-wise
addition). Images taken from [VK20].

Both encoder and generative model consist of multiple residual cells r including batch
normalization [IS15], standard convolutional layers, depth-wise separable convolutional
layers [Cho17], swish activation functions [RZL18], and Squeeze-and-Excitation modules
[HSS18]. The authors of NVAE propose a novel residual parameterization of the
approximate posteriors qφ(z |x) relative to the prior distribution pθ(z). Furthermore, they
stabilize the training by spectral norm regularization [YM17].

Please refer to section 5.2.1 for further related work about VAEs for image generation
tasks.
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2.5.2 Generative Adversarial Networks

Generative Adversarial Networks (GANs) were introduced by Goodfellow et al. [Goo+14]
in 2014. They consist of two neural networks, a generator network and a discriminator
network, which are involved in an adversarial process, i.e. in competition with each other.
Figure 2.13 illustrates the architecture of a typical GAN. The generator network G tries to
capture the probability distribution of a given dataset and creates new samples G(z) from
the learned probability distribution. The discriminator network D receives samples from
the generator network and samples x from the actual dataset. The goal of the discriminator
is to correctly classify the two received samples into the generated one and the real one
from the actual dataset [Wan+17].

Discriminator

D
Generator

G

Real 

Samples

x

Random

Noise

G(z)

Binary 

Classification

Figure 2.13: Overview of a GAN. The generator network G creates samples while the
discriminator network D tries to distinguish between real samples and generated ones.

The optimization of a GAN can be formulated as a minimax problem

min
G

max
D

(

Ex∼pdata(x)[log(D(x))] + Ez∼pz(z)[log(1 − D(G(z)))]
)

(2.29)

where x represents a sample from the real data distribution pdata(x), and z represents a
sample from a random noise distribution pz(z). Consequently, D(x) denotes the predicted
probability of x being sampled from the real data distribution rather than being created by
the generator [Wan+17; Bon+21b].

Over the last years, many different variants of GANs have been presented that tackle
issues and limitations of the original GAN implementation. For example, Mirza et al.
proposed a conditional version of GANs (CGAN) [MO14] which enables conditioning
both generator and discriminator to auxiliary input data such as a class label. Radford et
al. introduced a Deep Convolutional GAN (DCGAN) [RMC16] by employing CNNs in
the generator and discriminator. Arjovsky et al. proposed the Wasserstein GAN (WGAN)
[ACB17] which reduces the problems of mode collapse by reformulating the minimax
problem using the Earth-Mover distance [RTG00]. Mao et al. introduced the Least Squares
GAN (LSGAN) [Mao+17] which reduces the vanishing gradient problem by establishing
a least squares loss function for the discriminator network. Mejjati et al. [Ala+18] and
Zhang et al. [Zha+19] proposed attention-based GANs which further improved the quality
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2.5 Generative Models

of the generated images. Recently, also Transformer-based GANs [JCW21; Lee+22] have
been proposed which achieve competitive results on low-resolution image generation tasks
in comparison to CNN-based GANs. However, they do not reach the performance of
CNN-based GANs on high-resolution benchmarks.

2.5.3 Diffusion Models

Diffusion models are inspired by diffusion processes in non-equilibrium thermodynamics
[Soh+15]. They belong to a class of deep generative models which are based on two
processes, a forward diffusion process and a reverse diffusion process. The forward
diffusion process impairs the input data incrementally through the iterative addition of
noise. In the subsequent reverse process, a neural network tries to reconstruct the original
input data progressively by learning to undo the diffusion process [Cro+23].

According to Yang et al. [Yan+22] and Croitoru et al. [Cro+23], diffusion models
can be categorized into three main categories: denoising diffusion probabilistic models
(DDPM), score-based generative models, and stochastic differential equations. DDPMs
are the most relevant category of diffusion models which are explained in the following
subsection. Please refer to [Yan+22; Cro+23] for further details about all types of diffusion
models.

Denoising Diffusion Probabilistic Models

Denoising Diffusion Probabilistic Models (DDPMs) [HJA20; ND21] are based on a
forward process and a reverse process as all three forms of diffusion models. Figure 2.14
illustrates the typical architecture of a DDPM. The forward diffusion process gradually
perturbs the input data x0 with Gaussian noise. This process can be formulated as a
Markov chain, where x1, x2, ..., xT are the noised versions of the input data after t steps.

pθ (xt-1|xt )

q (xt |xt-1)

x0 

...

...

xt-1 xt  xT  

Forward Process 

Reverse Process 

...

...

Figure 2.14: Overview of a diffusion model. The forward process gradually adds noise to
an input image x0. The reverse process aims to incrementally remove noise.

35



Chapter 2 Background

q(xt) represents the probability distribution of the data after t steps. The Markov chain is
defined as

q(xt |xt−1) = N

(

xt |
√

1 − βtxt−1, βt I
)

(2.30)

where N (x |µ,Σ) represents a multivariate Gaussian distribution with mean vector µ

and covariance matrix Σ which creates x. I is the identity matrix which has the same
dimensions as the input data x0. βt ∈ [0, 1) is a scalar variance parameter that can attain
different values for different t [Cro+23].

In the reverse stage, the DDPM can generate new samples from the data distribution
q(x0) by starting with a sample xT ∼ N (0, I ) and reversing the process of adding noise.
For removing the noise, a neural network pθ(xt−1 |xt) = N (xt−1 |µθ(xt, t),Σθ(xt, t)) with
learnable parameters θ is trained that receives the noisy input xt and predicts mean µθ(xt, t)

and variance Σθ(xt, t)). The training objective is to minimize an evidence lower-bound of
the negative log-likelihood

E LBO = Eq

[

KL(q(xT |x0)| |p(xT ))
︸                     ︷︷                     ︸

LT

+

T∑

t=2

KL(q(xt−1 |xt, x0 | |pθ(xt−1 |x)))
︸                                  ︷︷                                  ︸

Lt−1

− log pθ(x0 |x1)
︸             ︷︷             ︸

L0

]

(2.31)

where each term is a KL divergence between two Gaussian distributions that can be
evaluated in closed form. Please note that the first term LT of equation (2.31) can be
ignored during optimization as it does not depend on the neural network parameters θ.
The last term L0 represents a reconstruction loss similar to the ELBO of the variational
autoencoder in equation (2.20).

2.6 Computer Vision Tasks

This dissertation deals with a large variety of different computer vision tasks including
perception tasks, such as classification, 2D object detection, 3D object detection, semantic
segmentation, instance segmentation, 6D pose estimation, optical flow estimation, and
scene flow estimation. Furthermore, this work concerns generative tasks, such as image
generation and image inpainting. The following subsections thematize each of these
tasks, giving a definition, presenting solution approaches, and pointing out challenges.
Figures 2.15, 2.17 and 2.21 to 2.24 illustrate these tasks with different example images.
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(a) Classification with label “cat” (b) Localization with label “cat”

Sheep 1

Sheep 2

(c) 2D object detection

Sheep 1

Sheep 2

(d) 3D object detection

Sheep

Sky

Meadow

(e) Semantic segmentation

Sheep 2

Sheep 1

Meadow

Sky

(f) Instance/panoptic segmentation

Figure 2.15: Overview of different computer vision perception tasks.
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2.6.1 Classification

Classification describes the task of categorizing the given input data into a limited set of
classes. In computer vision, the input data can be for example an RGB image, a point
cloud, or a video. The output of a classification model is typically a classification score
vector

s = (s1, ..., sK) ∈ R
K (2.32)

where each element si is the predicted probability, that the input data contains an object of
class i. The maximum value in s determines the most likely class. Assuming the existence
of K classes, an additional class score s0 can be added, indicating the probability that
none of the K classes is in the data. Figure 2.15a shows an example RGB image of a cat
whereas the classification categorizes the entire image as “cat” without localizing the cat
in the image.

Image classification performance has faced tremendous improvements due to the
emergence of CNNs. Starting LeNet-5 [LeC+98], CNNs became incrementally more
powerful with the development of AlexNet [KSH12], VGGNet [SZ15], GoogLeNet
[Sze+15], and ResNet [He+16] (see sections 2.2.1 and 2.2.2). Concurrently, many
computer vision datasets have been published accelerating the advancements in image
classification and other perception tasks. These include MNIST [LeC98], CIFAR-10 and
CIFAR-100 [Kri09], the PASCAL Visual Object Classes (VOC) Challenge [Eve+10], the
Scene Understanding (SUN) database [Xia+10] and the ImageNet dataset [Den+09] with
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [Rus+15]. Recently,
image classification has been further improved by attention mechanisms [Jad+15; HSS18]
and Transformer architectures [Che+20b; Dos+21] (see sections 2.2.3 and 2.2.4).

Point cloud classification in recent years has been mainly driven by 3D CNNs [MS15;
Wu+15], projection-based methods [Shi+15; Su+15a], point-based methods [Qi+17a;
Qi+17b], and Transformer-based methods [Zha+21c; EBD21; Lu+22]. A large number
of point cloud based classification benchmarks has been proposed including the Sydney
Urban Objects Dataset [De +13], the ModelNet shape classification benchmark [Wu+15],
the Semantic3D Large-Scale Point Cloud Classification Benchmark [Hac+17], the ScanNet
dataset [Dai+17], and the ScanObjectNN dataset [Uy+19].

2.6.2 Localization

Localization is a regression task with the goal of finding instances of a given object class
in the data and predicting a 2D bounding box around the object. Figure 2.15b shows a
localization example where a cat is localized in an RGB image and framed with a 2D
bounding box. The regression output is typically a 4D vector

(xc, yc,w, h) ∈ R
4 (2.33)
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with center coordinate (xc, yc), width w, and height h or the corner coordinates

(x0, y0, x1, y1) ∈ R
4 (2.34)

of the bounding box. Most related work directly combines the localization task with a
classification task, which is known as 2D object detection (see section 2.6.3).

2.6.3 2D Object Detection

2D object detection describes the task of finding desired objects in the given input data,
framing them with a 2D bounding box, and classifying each object. The output is a
set of bounding boxes with individual class labels or score vectors, using encodings
from equations (2.32) to (2.34). Unlike, a pure classification or localization task, object
detection enables the recognition of multiple objects of different classes in the same input
data. Figure 2.15c shows an example of a 2D object detection in an RGB image, where
two sheep are detected using individual bounding boxes with class labels.

Traditional object detection methods [PP00; VJ01; SK04; Fel+09] rely mostly on
hand-crafted features which were subsequently processed by bounding box regressors and
classifiers. With the occurrence of deep learning, the development of object detectors
is split into two-stage and one-stage approaches. Two-stage object detectors [Gir+14;
Gir15; Ren+17; Lin+17a] have a region proposal network in the first stage which predicts
areas in the image that potentially contain objects. The second stage classifies the region
proposals, removes duplicate detections, and adjusts the bounding boxes [WSH20].

One-stage object detectors [Ser+14; Red+16; Liu+16; Lin+17b; LD18; Dua+19], in
contrast, are end-to-end trainable networks that directly predict bounding box coordinates
and classification scores without separate stages. During the first years of the coexistence
of both object detector types, the two-stage detectors were considered as more precise but
slower than the one-stage detectors. However, Lin et al. [Lin+17b] were the first who
overcome the limited precision of one-stage detectors by introducing the focal loss. This is a
dynamically scaled variant of the cross-entropy loss that considers class imbalances. Using
the focal loss, their proposed RetinaNet outperformed all previous two-stage detectors
while matching the high speed of previous one-stage detectors [Lin+17b; WSH20].

After a long period in which most object detectors were based on CNNs [Gir+14;
Ser+14; Gir15; Red+16; Liu+16; Ren+17; Lin+17a; Lin+17b; LD18; Dua+19], the
introduction of the Transformer [Vas+17] has brought a turnaround. Many recent 2D
object detectors [Car+20; Sun+21; Li+22d; Fan+23] have been developed using the
Transformer as a building block and outperforming previous CNN-based approaches.
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2.6.4 3D Object Detection

3D object detection is the task of regressing and classifying 3D bounding boxes for specific
objects in the input data. A 3D bounding box is defined by the vector

b = (xc, yc, zc, l,w, h, θ, φ, ψ) ∈ R
9. (2.35)

with center point (xc, yc, zc), length l, width w, height h and the 3D orientation of the
bounding box (θ, φ, ψ). 3D object detectors for automotive applications [ZT18; YML18;
Qi+18; Lan+19] often assume the rotation around the x-axis ψ and the rotation around the
y-axis φ to be zero so that the regression problem reduces to b ∈ R7.

3D object detection can be based on single RGB images [Che+16; Mou+17; BL19;
Ma+19b; LWT20], stereo RGB images [Che+17b; QWL19; Pon+20; Guo+21b], single
RGB-D images [SX16; LG17; Qi+18], LiDAR point clouds [ZT18; YLU18; YML18;
Lan+19] or a fusion of RGB data with LiDAR point clouds [Che+17c; Ku+18; Pai+21].
Unlike 2D object detection which does not require estimating object sizes or distances, 3D
object detection can benefit from depth information in the form of stereo input or point cloud
data [Wan+23]. Due to the very accurate distance measurement of LiDAR sensors and
the high-quality texture acquisition ability of modern RGB cameras, methods combining
these two modalities [Cai+23; Wu+23; Hu+23] achieve currently the highest accuracies in
the 3D object detection challenges of KITTI [GLU12] and nuScenes [Cae+20].

The KITTI dataset [GLU12; Gei+13], named after the Karlsruhe Institute of Technology
(KIT) and the Toyota Technological Institute (TTI), is one of the most influential datasets
in the field of autonomous driving. It contains six hours of driving data in and around
Karlsruhe including RGB front camera images and LiDAR point clouds. Annotations are
provided for a variety of tasks, such as 3D object detection, object tracking, and optical
flow estimation. Figure 2.16 illustrates an example scene of the KITTI dataset consisting
of a front camera image and the corresponding LiDAR point cloud with 3D bounding box
annotations. Please note that only the objects within the field of view of the front camera
are annotated.

Further relevant datasets and challenges for 3D object detection are the ScanNet dataset
[Dai+17], the SUNRGB-D 3D Object Detection Challenge [SLX15], the Argoverse
datasets [Cha+19; Wil+21], and the Waymo Open Dataset [Sun+20]. All of them provide
LiDAR point clouds with annotations for oriented 3D bounding boxes including class
labels. The recently published Cityscapes 3D dataset and benchmark [Gäh+20], however,
provides only RGB data as input for performing 3D object detection in the automotive
domain.

Please refer to section 3.2.2 for more details about LiDAR-based 3D object detection
methods.
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Figure 2.16: Front camera image (top) and LiDAR point cloud (bottom) of the KITTI
dataset with annotated 3D bounding boxes. Image adapted from [GLU12].

2.6.5 Semantic Segmentation

The goal of semantic segmentation is to classify each pixel of a given image. Figure 2.15e
shows an example of an image containing three different classes, namely Sky, Sheep,
and Meadow. Please note, that semantic segmentation does not differentiate between
different instances belonging to the same class. The principle of semantic segmentation
can also be extended to the three-dimensional space, specifically referred to as 3D semantic
segmentation. In this case, given a point cloud, each point is assigned a semantic label.

2.6.6 Instance/Panoptic Segmentation

Instance segmentation assigns each pixel in a given image an instance identifier. That
allows for differentiating between multiple objects of the same class as illustrated in
figure 2.15f. The process of assigning each pixel a class label together with an instance
label is denoted as panoptic segmentation. Analog to 3D semantic segmentation, also
instance segmentation and panoptic segmentation can be extended to the three-dimensional
space.
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2.6.7 6D Pose Estimation

6D pose estimation aims to obtain an accurate prediction of the pose of an object, i.e. its
position and orientation in the three-dimensional space. Unlike 3D object detection, no
bounding box or extent parameters are estimated. Instead, all objects are known and their
3D models or meshes are given.

A 6D pose is defined by the vector

b = (xc, yc, zc, θ, φ, ψ) ∈ R
6 (2.36)

with the center point (xc, yc, zc) and the 3D orientation of the object (θ, φ, ψ). Most pose
estimators, however, predict the pose in the form of a rigid transformation

p = [R | t] ∈ SE(3) (2.37)

where R ∈ SO(3) is a 3D rotation matrix and t ∈ R3 is a 3D translation vector. The 6D
pose transformation p converts an object’s coordinates, defined in its own coordinate
system, into a global reference coordinate system. Figure 2.17 shows an example of an
RGB input image (2.17a) and its corresponding 6D pose estimation (2.17b).

(a) RGB input (b) 6D pose estimation

Figure 2.17: Visualization of the prediction of all 6D object poses (b) in a given RGB
image (a). For each object, an oriented 3D coordinate system is drawn along with the
rendered object transformed by the estimated 6D poses. Images adapted from [HFS22].

Before the emergence of deep learning methods, 6D pose estimators [Low99; Low04;
RD06; BTV06; Rot+06] have mostly used a single RGB image as input, extracted
hand-crafted features, and matched them to corresponding features in the given 3D
models. By leveraging the established 2D-3D correspondences belonging to one object, a
Perspective-n-Point (PnP) algorithm [FB81] can be employed to estimate the 6d pose of
that object.
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With the occurrence of deep learning, CNN-based methods [Xia+18; Keh+17; TSF18]
have been proposed which directly regress the 6D object poses. A very popular method
among them is PoseCNN by Xiang et al. [Xia+18] which is illustrated in figure 2.18. Given
an RGB image, the first stage extracts features by convolutional layers and down-samples
them by max pooling. The second stage uses further convolutions to create task-specific
embeddings. In the third stage, PoseCNN predicts pixel-wise semantic labels, estimates
the 2D pixel coordinates of the object centers, and regresses their distances to the camera.
Using the semantic labels, PoseCNN generates 2D bounding boxes for all objects. The
3D translation of an object is computed based on its center and distance, assuming known
camera intrinsics. Finally, the 3D rotation in the form of a quaternion is estimated for
each object by applying fully connected layers on the 2D bounding box regions.

There are also 6D pose estimation methods, using a single depth image or a single point
cloud as input [Hin+16; Vid+18; HB20; Gao+20; Gao+21]. Since the input modality
offers useful geometric information, it enables precise pose estimation on datasets where
texture information is not required, such as the T-LESS dataset [Hod+17]. However, as
methods relying only on depth or point cloud data cannot exploit texture information, they
are not suitable for pose estimation tasks where the texture is required to differentiate
between otherwise ambiguous object poses, e.g. in the YCB-Video dataset [Xia+18] or in
the HOPE dataset [Tyr+22].
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Figure 2.18: Overview of PoseCNN. Image from [Xia+18].
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Methods combining RGB and depth data [Bra+14; BI15; Wan+19; He+20; He+21] are
currently the most precise methods as they allow the combination of visual and geometric
information. A seminal work in this field was the PVN3D network by He et al. [He+20]
which performs 6D pose estimation based on predicted 3D keypoints and a semantic
segmentation. Their architecture is illustrated in figure 2.19. Given an RGB-D image,
PVN3D extracts features from the RGB channels with a CNN pre-trained on ImageNet
[Den+09]. The depth image is used to extract features with a PointNet++ [Qi+17b]. A
DenseFusion network [Wan+19] is employed to combine the visual with the geometric
features resulting in a single feature tensor. This representation is used as input for
three MLPs regressing point-wise 3D keypoint offsets, semantic labels, and center point
offsets. He et al. utilize eight target keypoints for each object selected by the Farthest
Point Sampling (FPS) algorithm [Eld+97] using the known object meshes. They apply a
clustering algorithm to differentiate between different object instances and let all points
belonging to one instance vote for their target keypoints. Finally, the 6D pose estimates
are computed using a least-square fitting algorithm [AHB87].

FFB6D [He+21] is the successor of PVN3D [He+20] with a significant improvement of
the feature extraction network. Instead of independently processing RGB and depth input
data, the authors propose a deep fusion architecture with multiple bidirectional fusion
modules. Figure 2.20 illustrates the network architecture. Similar to PVN3D, FFB6D uses
an encoder-decoder CNN for visual feature extraction and a PointNet-based [Qi+17a] point
cloud network for geometric feature extraction. However, in each latent hierarchy, they
apply a point-to-pixel fusion module and a pixel-to-point fusion module. These modules
fuse visual and geometric features by exploiting the pixel-to-point correspondences in the
original RGB-D input images. He et al. justify the better performance of this approach by
the hypothesis that RGB information can help in the geometric feature extraction process
and point cloud information can improve the visual feature extraction. Furthermore,
FFB6D uses the Scale Invariant Feature Transform Farthest Point Sampling (SIFT-FPS)
algorithm [Low99] to select eight keypoints per object, which are more salient than
keypoints selected by FPS.

Over the last few years, many datasets and challenges related to 6D pose estimation
have been proposed. Among the most important challenges in this field are the BOP
challenges for 6D object pose estimation [Hod+18; Hod+20; Sun+23] aiming to compare
6D pose estimators on a variety of different datasets and metrics. The datasets include
YCB-Video [Xia+18], T-LESS [Hod+17], LineMOD [Hin+11b], Occlusion LineMOD
[Bra+14], and HomebrewedDB [Kas+19], and HOPE [Tyr+22]. Please refer to chapter 4
for more details about 6D pose estimation methods and datasets.
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Figure 2.19: Overview of PVN3D. Image from [He+20].
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Figure 2.20: Overview of FFB6D. Image from [He+21].
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2.6.8 Optical Flow Estimation

Optical flow estimation describes the task of predicting the motions of objects within
an image. It provides valuable insights about dynamics within a scene, useful for many
computer vision applications including object tracking, visual surveillance, and navigation
[Tu+19]. As motions in our world encompass three dimensions, they have to be projected
onto the two-dimensional image plane in order to obtain optical flow.

Formally, optical flow is defined as a two-dimensional vector field

f (x, y, t) = [ fx, fy]
T ∈ R2 (2.38)

representing the velocity and direction of each pixel (x, y) at time t. Figure 2.21c provides
an example of estimated optical flow given two RGB input images at time t0 (figure 2.21a)
and time t1 < t0 (figure 2.21b).

(a) RGB image at time t0 (b) RGB image at time t1 > t0

(c) Optical flow (d) Scene flow

Figure 2.21: Optical flow and scene flow ground truth based on two consecutively recorded
RGB images at time t0 and t1. optical flow (bottom left) displays motion parallel to the
image plane only. The optical flow (HSV color-coded by direction) describes only the
motion projected on the image plane. The scene flow (visualized with 3D vectors in a
point cloud) describes the unmitigated 3D motion. Images from [Sch+18].
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2.6.9 Scene Flow Estimation

Scene flow is the extension of optical flow from two to three dimensions. It describes the
motion of objects in the three-dimensional space. Scene flow is defined as a time-dependent
vector field of three-dimensional vectors

f (x, y, z, t) = [ fx, fy, fz]
T ∈ R3 (2.39)

pointing in the direction of movement. The absolute value of the scene flow vectors

| f (x, y, z, t)| =

√

f 2
x + f 2

y + f 2
z corresponds to the velocity of the movement. Figure 2.21d

depicts the 3D scene flow vectors representing the motion from the given RGB images
(figures 2.21a and 2.21b).

As scene flow estimation requires point-wise vector annotations, labeling scene flow
datasets is very time-consuming and expensive. Thus, previous work [Dew+16; Ush+17;
UE18; VSM18; Bau+19] relies on parts of the KITTI dataset [GLU12] extending it for
scene flow estimation based on computations. Another common approach is, to train
with the large-scale synthetic scene flow dataset FlyingThings3D [May+16] and fine-tune
the model with the KITTI Scene Flow (KITTI-SF) dataset [MHG15; MHG18] as done
by [Gu+19; LQG19; LYB19]. However, both FlyingThings3D and KITTI-SF contain
one-to-one correspondences between consecutive point clouds which is not the case in raw
LiDAR point clouds. The recently published large-scale real-world automotive datasets
nuScenes [Cae+20], Argoverse [Cha+19], Argoverse 2 [Wil+21] and the Waymo Open
Dataset [Sun+20] do not contain scene flow annotations. However, based on annotated 3D
object tracks and ego-motion, a rough estimate for scene flow ground truth annotations
can be computed.

Please refer to chapter 3 for related work and more details about scene flow estimation.

2.6.10 Image Generation

Image generation refers to the task of creating new images based on an existing image
dataset. The goal is to create images which are not in the dataset but indistinguishable
from existing images. Image generation can be either unconditional or conditional.
Unconditional image generation describes the task of generating images without any
specific constraint. In this case, the model generates image samples which are solely based
on its knowledge about the data extracted during training. In contrast, conditional image

generation refers to generating samples constrained to an additional input, for example,
a class label, a textual description, or another image. This additional input serves as a
condition for the model guiding the generation process and enabling greater control.

Figure 2.22 shows four example images, generated with an unconditional generative
model trained on the FFHQ 1024 × 1024 dataset [KLA19]. Figure 2.23 depicts example
images, created by a generative model conditioned on different classes of the ImageNet
dataset [Den+09].
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The most common models for image generation are VAEs, GANs, and diffusion models.
Please refer to section 2.5 for more details about these generative models.

Figure 2.22: Results from an unconditional image generation task on the FFHQ 1024 ×

1024 dataset. Images taken from [Zha+22a].

(a) Class “maltese dog” (b) Class “volcano” (c) Class “cup”

Figure 2.23: Results from a conditional image generation task on the ImageNet dataset.
The generated images are conditioned on the class labels “maltese dog” (a), “volcano” (b),
and “cup” (c). Images taken from [SST23].

2.6.11 Image Inpainting

Image inpainting, also called image completion, is a generative computer vision task where
missing parts of an input image are filled with plausible content. It can be considered as
a form of conditional image generation where the creation of missing image regions is
conditioned on the data from the existing regions. The goal is to achieve visual coherence
between the existing and the generated regions resulting in an image indistinguishable
from unimpaired images of the reference dataset.

Figure 2.24 shows an image inpainting example with a partly masked input image
(a), the resulting inpainted image (b), and the corresponding ground truth image (c). It
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becomes evident that the unmasked area of the input image corresponds to the ground
truth image while the masked area is filled with new data. Even though the filled region
deviates notably from the ground truth image, it looks realistic to a certain extent.

(a) RGB input with mask (b) Inpainting result (c) Ground truth

Figure 2.24: Visualization of an example for image inpainting. Given an RGB input image
with a masked area (a) an inpainting model generates a new image (b) where the masked
area is filled with new content maintaining consistency between the filled region and the
surrounding region. The image in (c) shows the corresponding ground truth image which
differs slightly in the masked area from the inpainting result. Images taken from [LJ21].

Traditional image inpainting methods can be mainly divided into diffusion-based
methods and patch-based methods spreading pixel information gradually in the missing
area or copying useful image patches to fill the missing area [Elh+20; Qin+21]. Significant
progress has been achieved with CNN-based inpainting methods being able to learn
high-level features of the given dataset and thus enabling the generation of more realistic
image reconstructions [Zha+23].

The introduction of generative models, such as VAEs [KW14] and GANs [Goo+14], has
led to a substantial enhancement in the quality of image inpainting techniques [Qin+21].
As these models can generate multiple reasonable solutions for an inpainting problem,
a task variation, called Pluralistic Image Completion, has been defined by Zheng et
al. [ZCC19]. Pluralistic image completion aims to meet the possible uncertainty and
variability in real-world data by generating multiple and diverse plausible solutions.

Furthermore, various attention mechanisms and Transformer architectures have been
beneficially leveraged for image inpainting enhancing the quality and the diversity
of reconstructions [Xie+19; Zen+20a; QBZ21; Li+22c; SZG23]. With the recent
advancements of diffusion models [HJA20] for many different computer vision tasks, also
image inpainting has been targeted successfully based on this technology outperforming
most VAE-based and GAN-based methods [Lug+22; Xie+23; YCL23].

Please refer to section 5.2.3 for more specific related work about image inpainting
relevant to this dissertation.
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Chapter 3

Deep Temporal Point Cloud Fusion and

Multi-task Learning for Automated

Driving Perception

This chapter targets the problem of deep LiDAR point cloud fusion and multi-task learning
for 3D object detection and scene flow estimation in autonomous driving scenarios as
depicted in figure 3.1. Parts of this chapter are based on my publication “PillarFlowNet:
A Real-time Deep Multitask Network for LiDAR-based 3D Object Detection and Scene
Flow Estimation” [DB20], written by Fabian Duffhauss and Stefan A. Baur, which has
been published in the Proceedings of the IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS) 2020. Please refer to the first main row of tables 1.1 and 1.2
to see the fusion modalities and most important challenges addressed in this chapter in
comparison to the other main chapters.

3.1 Introduction

Automated vehicles require a robust and precise understanding of their environment in
order to drive safely on public roads. In order to fulfill this requirement, it is crucial to
obtain accurate knowledge about other road users within the surrounding area including
their position, expanse, and motion.

The position and the expanse of road users can be attained by performing a 3D object
detection, which predicts oriented 3D bounding boxes for each object in a scene. For
inferring information about the motion of road users in dynamic scenes, a 3D scene flow
estimation can be conducted. 3D scene flow associates a displacement vector to each point
in a point cloud, propagating it forward to its corresponding location in the consecutive
point cloud [Ved+99]. Estimating 3D scene flow using LiDAR data is no trivial task:
The inherent sparsity of measured points in 3D space renders the problem of scene flow
estimation ill-posed, as there are practically no point-wise one-to-one correspondences
present in two consecutive point clouds. Instead, scene flow must be inferred from the
underlying motion of objects in a scene, irrespective of whether a displacement between
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Figure 3.1: Work principle of our multi-task learning network PillarFlowNet. Based on
two consecutively recorded LiDAR point clouds, PillarFlowNet detects objects as 3D
bounding boxes and predicts scene flow at the same time. This scene shows the ego vehicle
performing a sharp right turn. For color coding, the predicted flow vectors are projected
onto the ground plane and colored according to the standard HSV (Hue Saturation Value)
wheel next to the ego vehicle.

two point clouds is caused by the sensor’s ego-motion or whether it is caused by a moving
agent.

Recently, the research community’s interest in LiDAR object detection and LiDAR
scene flow estimation has grown but little work has been conducted towards unifying
those tasks, i.e. solving them with a single network. To the best of our knowledge, there
exists only one previous method for multi-task learning for these tasks using LiDAR
data, which is the PointFlowNet method by Behl et al. [Beh+19b]. Their network relies
on computationally expensive 3D convolutions in order to find correspondences over
the space and time domain, rendering their network architecture too slow for real-time
applications. We propose a novel network utilizing a different representation, which is not
only significantly faster but also much more accurate in both tasks, outperforming their
network in predicting LiDAR scene flow and objects at the same time. It relies on a pillar
feature representation in combination with efficient 2D convolutions. This gain in speed
makes our network the first LiDAR object detection and scene flow multi-task network
suitable for systems with real-time constraints.
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Point-wise scene flow in combination with object detection is more generic than object
tracking approaches, as the motion of objects that were not explicitly detected can still
be reasoned about. Traditional approaches using object detection in combination with
tracking have advantages when it comes to the stability of detections and vehicle tracks.
However, tracking cannot capture motion in cases where no vehicle has been detected.
Additionally, tracking frameworks need time to initialize and update their motion model
in order to predict the meaningful state of a tracked object. In contrast to that, our network
computes meaningful motion estimates even for objects it has not been specifically trained
for as shown in figure 3.2.

Figure 3.2: PillarFlowNet captures motion at a very detailed level. Color-coding the
predicted flow vectors by length makes pedestrians and cyclists easily distinguishable
from vehicles and static objects.

Our main contributions concerning the environmental perception of automated vehicles
are:

• We propose PillarFlowNet, a novel end-to-end trainable network for simultaneous
LiDAR object detection and scene flow estimation.

• Our method significantly improves multi-task LiDAR scene flow estimation and
object detection accuracy compared to the state-of-the-art.

• PillarFlowNet is the first multi-task LiDAR scene flow and object detection network
to achieve real-time performance.
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3.2 Related Work

Our method lies at the intersection of LiDAR scene flow estimation, LiDAR object
detection, and multi-task learning. The following paragraphs present relevant literature
for all three categories.

3.2.1 LiDAR-based Scene Flow Estimation

Over the years, multiple data representations for LiDAR point clouds have been established
for estimating scene flow. The most prominent methods are based on graphs, point sets,
and grids.

Graph-based Methods

Dewan et al. [Dew+16] were among the first to research estimating LiDAR scene
flow using energy minimization on a factor graph representation of consecutive point
clouds. Their approach assumes geometric constancy and parameterizes local geometry
with Signature of Histograms of OrienTations (SHOT) descriptors [TSD10] to find
correspondences. Recently, Gu et al. have proposed HPLFlowNet [Gu+19], capable
of estimating LiDAR scene flow on two consecutive point cloud frames with up to 86k
points per frame. They transform the unordered point cloud onto a permutohedral lattice
[ABD10] and employ Bilateral Convolutional Layers (BCL) [KJG15; JKG16] to predict
scene flow in an end-to-end fashion.

Point Set Based Methods

FlowNet3D by Liu et al. [LQG19] operates on pre-filtered sets of points. It simultaneously
learns hierarchical features based on a PointNet++ [Qi+17b] architecture and flow
embeddings representing point motions before predicting point-wise 3D scene flow
vectors.

The follow-up work by Liu et al. [LYB19], called MeteorNet, introduces a Meteor

module to compute point-wise features for points and their neighbors. Features and
spatiotemporal differences of neighboring points are passed into a feature encoder inspired
by PointNet++ [Qi+17b], aggregated recursively, and shared using max pooling and
feature concatenation.

Graph-based and point set based methods have in common that they tend to work
well on small point sets. The method reporting the largest point cloud to be processed
is HPLFlowNet [Gu+19] with 86k points, while FlowNet3D [LQG19] and MeteorNet
[LYB19] report experiments with around 8k points.

Even in the case of reducing the point cloud size to 8k points, FlowNet3D has a runtime
of 325.9 ms which is more than three times larger than acceptable for real-time applications.
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For the sake of comparison, a Velodyne HDL64 LiDAR sensor records around 128k
points per revolution at 10 Hz. All of these methods circumvent this problem by removing
ground points in a preprocessing step, which has several disadvantages: Besides costing
precious runtime, information is lost which can be fatal, especially in cases where the
ground segmentation gives false results.

Grid-based Methods

Ushani et al. [Ush+17; UE18] were the first to apply machine learning to LiDAR scene
flow estimation, inserting point clouds with removed static background into 3D occupancy
grids. Scene flow is estimated using binary classifiers in order to find matches of feature
columns between consecutive occupancy grids. More recent work tackles LiDAR scene
flow estimation using Deep Learning. Vaquero et al. [VSM18] and Baur et al. [Bau+19]
use range images as data representation, projecting point clouds into 2D grids and applying
2D convolutions to estimate flow. Wang et al. [Wan+18a] use a ResNet-50 architecture
[He+16] applying 3D convolutions on an occupancy grid predicting a voxel flow map.
They introduced Deep Parametric Continuous Convolutional (DPCC) layers which are then
used as refinement on the 3D occupancy flow map. DPCC layers employ the Euclidean
space directly as a support domain with MLPs as kernel functions. Compared to other
publications such as [Beh+19a; LYB19; LQG19; Gu+19; VSM18; Bau+19; Wu+20] they
report exceptionally good scene flow precision, which is why we chose to implement their
approach as a baseline in section 3.6.

3.2.2 LiDAR-based 3D Object Detection

Recent methods for LiDAR-based 3D object detection are mostly projection-based,
volumetric-based, or point-based [AB22]. Please refer to sections 2.3.1 to 2.3.3 for more
background about these point cloud processing principles.

Most relevant for our work are volumetric-based methods. A seminal work in this
field has been the single-stage, end-to-end trainable 3D object detector VoxelNet proposed
by Zhou et al. [ZT18]. It first subdivides the LiDAR point cloud into a voxel grid and
then applies Voxel Feature Encoding (VFE) layers to each voxel. The VFE layers perform
hierarchical feature encoding based on PointNet [Qi+17a]. A fully connected network
with maximum pooling creates voxel-wise features which are collected in a sparse 4D
tensor. After some 3D convolutional middle layers, the resulting tensors are ultimately
fed into a Region Proposal Network (RPN) [Ren+17] which outputs a map of objectness
probability scores and a regression map for bounding box parameters.

As VoxelNet has a huge computational cost due to the large 3D convolutional backbone
network, Yan et al. have improved VoxelNet by introducing more efficient sparse
convolutions in their network SECOND [YML18]. Additionally, they adopted the focal
loss [Lin+17b] for bounding box classification to tackle the problem of imbalances between
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the foreground and background classes. Lang et al. [Lan+19] have further improved
SECOND by splitting the input point cloud into vertical 3D columns (pillars) instead of
voxels and by introducing a pillar feature network. The pillar feature network utilizes
PointNet [Qi+17a] to learn feature vectors from all or a subset of points within that pillar.
The features are encoded in a pseudo image enabling the use of an efficient 2D object
detection backbone network without requiring 3D convolutions. This allows PointPillars
to predict 3D bounding boxes at very high speed.

3.2.3 Multi-Task Learning

Multi-task learning attempts to learn multiple tasks simultaneously with the goal of
obtaining more general models. While there is a multitude of works that deal with
multi-task learning in general [Tei+18; SK18; Zam+18; WFU15; KGC18] or multi-task
learning specifically for LiDAR applications [Ren+18; Qi+17a; LYU18; Lia+19] there
exists only one paper that deals with simultaneous scene flow estimation and object
detection using LiDAR point clouds: PointFlowNet by Behl et al. [Beh+19a] subdivides
two point clouds into separate voxel grids and uses Siamese VFE layers [ZT18] as feature
encoder to compute independent feature maps for each one of the consecutive point clouds.
These two feature maps are then stacked and fed into a context encoder, which applies
vertical downsampling using three strided 3D convolution layers, enforcing a common
data representation for all tasks. After this, the network is split into different branches,
predicting 3D scene flow for each voxel, ego-motion, and object classification scores
along with residuals for the box proposals. They evaluate the scene flow accuracy of
their network on a subset of the KITTI object detection dataset [GLU12], comparing it to
multiple baseline methods.

The advantages of our method over the method by Behl et al. [Beh+19a] are mainly
twofold: First, our network is significantly more accurate in both object detection and scene
flow estimation. Second, our network is more than twice as fast as theirs, making it the first
LiDAR scene flow and object detection multi-task network capable of running in real-time.
This is mainly due to using a different, more efficient data representation, enabling us to
rely on 2D convolutions instead of computationally expensive 3D convolutions.

3.3 PillarFlowNet Architecture

PillarFlowNet takes two consecutively recorded LiDAR point clouds as input, each
accumulated over 360°. Using a deep neural network, it predicts oriented 3D bounding
boxes for cars and vans as well as a 3D scene flow vector for each point in the first point
cloud. Figure 3.3 shows the overall structure of the network. The network architecture
is subdivided into three parts: Firstly, two feature encoding networks create individual
feature representations of the two input point clouds. Secondly, a convolutional backbone
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Figure 3.3: Structure of our proposed multi-task architecture PillarFlowNet. The network
works directly on two consecutive raw point clouds and predicts 3D bounding boxes as
well as scene flow for all points in the scene.

network fuses the point cloud representations and learns a shared feature representation.
Finally, two output heads are employed. The first one is dedicated to 3D bounding box
classification and regression, while the second one performs the estimation of 3D scene
flow vectors.

3.3.1 Feature Encoding Network

In order to encode both input point clouds to be processed efficiently, we use two identical
learning-based feature encoding networks whose structure is illustrated in figure 3.4. It is
based on the pillar feature network introduced in PointPillars by Lang et al. [Lan+19].
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Figure 3.4: Pillar-based feature encoding network of our method PillarFlowNet. It divides
a raw point cloud into a grid of vertical pillars and learns a feature representation that
can be further processed efficiently without 3D convolutions. The figure shows how
two example pillars containing T < 100 points (green) and T ≥ 100 points (orange) are
processed by the network. Zero padding is applied to fill the tensors with T < 100 points.

The feature encoder subdivides the input point cloud into equally spaced vertical pillars.
Empty pillars are discarded, so that a variable number of pillars P is further processed.
If a pillar comprises more than T = 100 points, a random subset is kept. All remaining
points in each pillar are augmented using Cartesian coordinates relative to the pillar’s
centroid and relative to the pillar’s center, creating a tensor with D = 9 dimensions as
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described in [Lan+19]. Using a linear layer, a batch normalization layer, and a rectified
linear activation function (ReLU), a feature representation of the augmented point cloud
tensor is learned. C denotes the number of channels. A maximum operation is applied
over the T point features in each pillar in order to extract only the most dominant features.

The elements of the resulting tensor with shape (C, P) are scattered into a 3D tensor at
their original pillar locations. This yields a tensor with dimensions (X,Y,C) that serves
as a compact feature representation of the input point cloud which can be efficiently
processed by 2D convolutions exploiting spatial relations between the feature vectors.

3.3.2 Backbone Network

The two pseudo images of the feature encoders are further processed by a convolutional
backbone network which is illustrated in figure 3.5. The backbone network concatenates
the pseudo images and applies strided 2D convolutions to create a compact shared
representation. Features from differently sized tensors are upsampled using transposed
2D convolutional layers, combining high resolution local features with coarser, more
globally aggregated features in a subsequent concatenation. This combines semantic
with positional information. While the full pillar resolution is maintained for scene flow
estimation, for object detection only half of the resolution proved to be sufficient. For
more details regarding number of layers and tensor sizes refer to figure 3.5.

3.3.3 Output Heads

The concatenated feature tensors are further processed by 2D convolutions for object
classification, bounding box regression, and 3D scene flow estimation as shown on the
right side of figure 3.5. For scene flow estimation, a 3D velocity vector is regressed for each
pillar directly. For 3D object detection, a region proposal network with fixed-size anchor
boxes of two orientations as in [ZT18] is applied. For each anchor box, the regression head
predicts the probability that an object is located within it. The regression head predicts
the deviations for each anchor box to the actual object using the same encoding as [ZT18;
YML18]:

b = (∆xp,∆yp,∆zp,∆lp,∆wp,∆hp,∆θp) ∈ R7. (3.1)

58



3.3 PillarFlowNet Architecture

2C

X/2

X/4

X/8

Conv2DX

2C

2C

Concatenation

Concatenation

X

X

X

X

X/2

X/2

X/2

Y

Y/2

Y/8

Y/2

Y/2

Y/2

Y

Y

Y

Y

TrConv2D

2C

2C

2C

4C

4C

4C

Y/4

TrConv2D

Y2C

Pseudo Image of the 

Point Clouds

X

4C4C
4C

3D Object Detection

Scene Flow Estimation

Shared Representation

Conv2D

X

X/2

X/2

2

3

14

3D Scene Flow Detection 

Probabilities

Bounding Box

Regression Y/2

Y

Y/2

Conv2D

Conv2D

Conv2D

Conv2D

Conv2D

TrConv2D

TrConv2D

TrConv2D

TrConv2D

TrConv2D

Conv2D

Conv2D

Conv2D

Conv2D

Conv2D

Figure 3.5: Convolutional backbone network with output heads. Given the learned 3D
representations of both input point clouds, the backbone network initially creates shared
feature tensors applying 2D convolutions. Using transposed convolutions, features from
different aggregation stages are taken into account to finally predict 3D bounding boxes
with detection probabilities and 3D scene flow vectors.
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3.4 Implementation Details

In this section, we present details about our implementation, such as hyperparameters and
the loss function.

3.4.1 Network Details

For object detection, we use anchor boxes with 3.9 m in length, 1.6 m in width, and 1.56 m
in height centered at z = −1 m. We use pillars with a square base of 0.2 m in width
and a maximum number of points within a pillar of T = 100. The linear layer of our
feature encoding network has C = 64 units. We train our network on a single GPU with
a mini-batch size of one. We use an Adam optimizer [KB15] with initial learning rate
1 × 10−3 and an exponential decay factor of 0.85 applied every ten epochs.

3.4.2 Loss

Our proposed network is end-to-end trainable using a multi-task loss function that considers
the homoscedastic (task-dependent) uncertainties, inspired by Kendall et al. [KGC18].
However, instead of combining multiple pixel-based computer vision tasks, we apply the
principle to scene flow estimation and object detection with the total loss

Ltotal =
1

2σ2
OD

LOD +
1

2σ2
SF

LSF + logσ2
ODσ

2
SF, (3.2)

where σOD and σSF are learnable parameters for object detection (OD) and scene flow (SF)
respectively. We initialize these values with one and let them optimize during training.

Object Detection Loss

The object detection loss LOD is comprised of a classification loss Lcls and a bounding
box regression loss Lreg:

LOD = λclsLcls + λregLreg. (3.3)

λcls and λreg are manually chosen weighting factors, which we set to λcls = 1 and λreg = 2.

For classification, the focal loss [Lin+17b] is used, whereby all anchor boxes are
declared as positive or negative like in Faster R-CNN [Ren+17] with positive and negative
IoU thresholds of 0.6 and 0.45 respectively:

Lcls = −
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). (3.4)
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λ
pos
cls is the balancing factor and γ the focusing parameter. We set them to λpos

cls = 0.25 and
γ = 2. p

pos
i

and p
neg
i

are the classification probabilities of the i-th positive and negative
anchor box respectively. Npos and Nneg are the numbers of positive and negative anchor
boxes respectively.

For bounding box regression, the smooth L1 loss of Girshick et al. [Gir15] and the
angle loss of Yan et al. [YML18] are combined:

Lreg =
1

Npos

(

L1, smooth(sin(∆θ
g − ∆θp)) +

∑

i∈{x,y,z,l,w,h}

L1, smooth(∆ig − ∆ip)

)

(3.5)

Scene Flow Loss

As most points are static in the world, there usually is an imbalance between static and
dynamic points in real-world datasets. This imbalance impairs the network to generalize
well for both types of points. Therefore, we use a weighted L1 loss for scene flow
estimation

LSF =
1

K

K
∑

k=1

δk



 f
g
k
− f

p
k





1
, (3.6)

where f
g
k

and f
p
k

are the k-th ground truth and the corresponding predicted flow vector
respectively. δk is a weighting factor for dynamic points.

3.5 Experimental Setup

For evaluating our approach and comparing it with the state-of-the-art, we have conducted
extensive experiments which are explained and presented in the following.

3.5.1 Dataset

For our experiments, we have employed the KITTI Object Tracking dataset [GLU12],
which was recorded using a Velodyne HDL64 LiDAR sensor at a frame rate of 10 Hz. We
have used the ego vehicle’s odometry to annotate the static LiDAR points with ground
truth scene flow labels by applying its inverse transformation to every point.

For dynamic objects, point-wise scene flow ground truth is computed using the annotated
bounding boxes and their corresponding transformation between consecutive frames. To
cope with the high imbalance between static and dynamic points in the KITTI dataset, we
have chosen the scene flow loss weighting factor δk in equation (3.6) as δk = 1 for static
points and δk = 10 for dynamic ones.

For training and testing of the proposed network and all benchmarks, we have split
the KITTI Object Tracking dataset into two sets according to table 3.1. The sequences
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are selected in such a way that both sets have on average a similar number of static and
dynamic points. Please refer to appendix A.1 for a more detailed analysis of the KITTI
Object Tracking dataset.

Training data Test data

Selected sequences 0 – 2, 4, 5, 7, 8, 10, 11, 13 – 18, 20 3, 6, 9, 12, 19
Number of frames 5 633 2 349
Total ratio 70.6 % 29.4 %

Table 3.1: Sequence allocation for training and test data of the extended KITTI Object
Tracking dataset.

3.5.2 Data Augmentation and Preprocessing

We apply a set of data augmentation methods to the LiDAR point clouds of our extended
KITTI Object Tracking dataset, in order to improve the generalization performance on
unseen driving sequences. For each of these augmentations, we transform the ground
truth annotations of scene flow vectors and 3D bounding boxes accordingly to ensure
correctness.

Firstly, we mirror the given training data sample with a 50 % chance across the xz-plane.
Secondly, we rotate the data around the z-axis by an angle drawn from the uniform
distribution [−45°, 45°]. Thirdly, we insert additional moving objects sampled from the
training set into each pair of training frames to improve the detection and scene flow
estimation for dynamic objects. When doing so, we paste the objects to their original
position rotated randomly around the z-axis with the restriction to the area in from of the
ego vehicle. Thus, the objects keep their original distance to the LiDAR sensor ensuring a
realistic point density.

Even though the LiDAR point clouds of the KITTI dataset [GLU12] contain points
accumulated over 360◦, we follow the common practice [ZT18; YML18; Lan+19] to
crop the point cloud to [0, 70.4]m × [−40, 40]m × [−3, 1]m for x, y, and z respectively,
as objects are only annotated in the field of view of the front cameras. Figure 3.6 shows
an example scene from the KITTI Object Tracking dataset after data augmentation and
cropping.

3.5.3 Evaluation Metrics

We evaluate our network and the benchmarks on the KITTI Object Tracking test set
presented in table 3.1. For object detection, we use the Average Precision (AP) score at
70 % intersection over union. For scene flow estimation, we use the Average End-point
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3.5 Experimental Setup

Figure 3.6: Augmented LiDAR point cloud from the KITTI Object Tracking dataset with
annotated 3D bounding boxes. Ten additional objects are inserted in this scene.

Error (AEE), a modified version of the Average Cosine Distance (ACD), the percentage
of inliers (endpoint error EE < 10 cm), and the percentage of outliers (EE > 30 cm).

Since static objects dominate the scene in most autonomous driving scenarios, the
accuracy of scene flow vectors belonging to moving objects has only a small impact on
metrics that consider all points equally. This diminishing effect on metrics is in stark
contrast to the actual relevance of correctly estimating dynamic objects’ motions on the
safety of operation for an autonomous vehicle. Therefore, we additionally report each
metric for dynamic and static points separately in the scene. We define dynamic points as
all points in the first point cloud which are inside ground truth bounding boxes.

Regarding the average cosine distance, we propose an adaption which does not penalize
the prediction of small scene flow vectors where the direction of the ground truth can be
noisy. This is achieved by averaging the cosine distance of Kε ground truth flow vectors,
where
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We set ε = 0.05 as threshold.
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3.5.4 Baseline Methods

We compare the performance of our proposed method to multiple baseline methods:

For simultaneous scene flow & object detection we use PointFlowNet by Behl et al.
[Beh+19a] as a baseline which is to the best of our knowledge the only previous method
for this task combination based on LiDAR data.

For scene flow, we choose the Deep Parametric Continuous Convolutional Network
(DPCCN) as proposed by Wang et al. [Wan+18a] as a baseline. In their study conducted
on their non-public dataset, they report an exceptionally small average endpoint error of
just 7.8 cm. However, for adapting their network to our experimental setup, we exchange
the ResNet-50 with a ResNet-34 which improves the generalization on the KITTI Object
Tracking dataset significantly. Due to its excessive memory requirements, it was not
possible to use FlowNet3D [LQG19] for the full KITTI point clouds. In addition, we
employ PointFlowNet [Beh+19a] focused on scene flow, i.e. with the object detection loss
set to zero.

For object detection, we use PointPillars [Lan+19] as a baseline, as it represents the
previous state of the art in single shot LiDAR 3D object detection. In order to get the best
possible object detection performance, we do not limit the maximum number of pillars.
Additionally, we consider PointFlowNet [Beh+19a] focused on object detection, i.e. with
the scene flow loss set to zero.

Since the baseline methods as reported in their corresponding papers are not adapted
to the KITTI Object Tracking dataset, we have performed an extensive parameter search
in order to find the best-suited hyperparameters and report only the best results achieved
by each method. For all object detection approaches, the data augmentation methods as
described in section 3.5.2 are used. For pure scene flow estimation, augmentation is not
necessary to achieve improved results.

3.6 Results

The results of the experiments described in section 3.5 are presented and discussed in the
following. The quantitative results for the scene flow estimation are shown in tables 3.2
and 3.3. The quantitative object detection results are shown in table 3.4. Results obtained
in a multi-task setting (i.e. simultaneous object detection and scene flow prediction) are
labeled as MT in the tables. Results obtained in a single-task setup (i.e. either object
detection or scene flow estimation) are labeled as ST.

Qualitative results, in form of a visualization of simultaneous predictions of objects and
scene flow of PillarFlowNet are shown in figure 3.7.
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Average endpoint error Average cosine distance
Mode Aug All Static Dynamic All Static Dynamic

PointFlowNet MT X 11.7 cm 11.2 cm 39.2 cm 0.267 0.079 0.571
PillarFlowNet MT X 9.2 cm 8.7 cm 29.9 cm 0.216 0.054 0.451

PointFlowNet ST × 10.4 cm 10.1 cm 21.4 cm 0.145 0.090 0.245
DPCCN ST × 9.2 cm 8.6 cm 48.0 cm 0.275 0.049 0.641
PillarFlowNet ST × 6.9 cm 6.7 cm 17.9 cm 0.091 0.046 0.186

Table 3.2: Quantitative results for the scene flow estimation on the average endpoint error
and the average cosine distance metrics. Data augmentation (Aug) is only applied during
training of the multi-task (MT) methods. The best results are printed in bold.

Inlier rates Outlier rates
Mode Aug All Static Dynamic All Static Dynamic

PointFlowNet MT X 58.3 % 59.2 % 34.2 % 5.4 % 4.8 % 19.2 %
PillarFlowNet MT X 79.4 % 80.4 % 52.5 % 4.9 % 4.4 % 18.4 %

PointFlowNet ST × 73.0 % 73.5 % 60.2 % 5.6 % 5.3 % 14.0 %
DPCCN ST × 70.4 % 71.4 % 42.6 % 2.6 % 2.0 % 18.2 %
PillarFlowNet ST × 81.2 % 81.7 % 68.7 % 1.5 % 1.1 % 12.1 %

Table 3.3: Inlier and outlier rates for the scene flow estimation. The best results are printed
in bold.

3.6.1 Multi-Task Performance

While the object detection performance of PillarFlowNet does not reach the object
detection performance of the single-task network PointPillars [Lan+19], it outperforms
the multi-task baseline PointFlowNet [Beh+19a] for object detection significantly. In
terms of scene flow, PillarFlowNet’s average endpoint errors are significantly lower
than PointFlowNet’s. Inlier rates for both static and dynamic points are on average 20
percentage points higher than PointFlowNet’s. Also regarding outlier rates, PillarFlowNet
is slightly better than PointFlowNet. Remarkably, PillarFlowNet trained in a multi-task
setup matches the state-of-the-art DPCCN [Wan+18a] for scene flow estimation in terms
of average endpoint error for static points while being over 37.7 % more accurate on
dynamic points.

It is well known that certain tasks in certain scenarios can have synergetic relationships
[Zam+18]. In order to investigate synergy effects when performing multi-task learning,
we have additionally trained PointFlowNet [Beh+19a] and our PillarFlowNet for both
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Chapter 3 Deep Temporal Point Cloud Fusion for Automated Driving

Method Mode AP@0.7

PointFlowNet MT 38.4 %
PillarFlowNet MT 54.7 %

PointFlowNet ST 45.3 %
PointPillars ST 66.3 %

PillarFlowNet ST 65.4 %

Table 3.4: Results of the 3D object detection. The best result is printed in bold.

tasks individually by setting either the scene flow loss or the object detection loss to zero.
The results of these single-task experiments are discussed in the following section.

3.6.2 Single-task Performance

Our experiments suggest that for both PillarFlowNet and PointFlowNet [Beh+19a] the
synergetic effects from training two seemingly supportive tasks are smaller than the effects
from training on a single task individually. Both networks perform better in either object
detection or scene flow estimation when being trained to perform a single task exclusively.
This demonstrates that for this combination of architectures and tasks, the beneficial effect
of focusing on a single task outweighs the synergetic effects that may exist for scene flow
and object detection.

Scene Flow

As can be seen in table 3.2, in a single-task setting, PillarFlowNet surpasses state-of-the-art
scene flow estimation baselines. PillarFlowNet is also much more robust than previous
approaches, achieving significantly higher inlier rates and significantly lower outlier rates
than the baseline methods. As it is to be expected, all methods perform much better on
static points than on points belonging to dynamic objects. This underlines the importance
of evaluating the performance for static and dynamic objects separately.

3D Object Detection

LiDAR-based 3D object detection is a more thoroughly researched field compared to
LiDAR-based scene flow estimation. The dedicated object detection network outperforms
our architecture which is designed to perform well on multiple tasks. Noticeably, the
performance gap of our multi-task network PillarFlowNet towards the state-of-the-art
network PointPillars [Lan+19] is much smaller than the gap of PointFlowNet [Beh+19a]
towards PointPillars.

66



3.6 Results

Figure 3.7: Visualization of the prediction results of PillarFlowNet. The first column of
images shows PillarFlowNet’s object detection prediction (blue) overlayed with ground
truth objects (green). Please note that PillarFlowNet detects objects outside of the space
that objects were labeled in. The KITTI Object Tracking dataset only contains annotations
for objects in the field of view of the front camera. In the middle column, scene flow
and object ground truth are shown. In the right image column, PillarFlowNet’s predicted
scene flow and objects are shown. Flow vectors are HSV color-coded according to their
direction.

3.6.3 Runtime

The runtimes were evaluated on a desktop computer with an AMD Ryzen 9 3900X CPU
with 3.8 GHz and an NVIDIA GeForce RTX 2080 Ti GPU using a TensorFlow [Aba+16]
implementation. The inference of our multi-task network takes 87.6 ms. Object detection
without scene flow estimation takes 71.7 ms and scene flow estimation with deactivated
object detection takes 86.6 ms. In comparison, PointFlowNet [Beh+19a] requires with
197.8 ms 2.3 times more for the same inference.
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3.7 Conclusion

This chapter has introduced PillarFlowNet, a novel end-to-end trainable network for
simultaneous LiDAR object detection and scene flow estimation capable of real-time
performance. We have employed a pillar-based feature encoding network for efficient
LiDAR point cloud compression enabling our subsequent backbone network to learn a
shared feature representation of two consecutive point clouds. Based on that representation,
3D scene flow vectors and oriented 3D bounding boxes including detection probabilities
are inferred. In comprehensive experiments on the KITTI object tracking dataset extended
for scene flow estimation, we have compared PillarFlowNet to multiple strong baselines
and demonstrated that for simultaneous LiDAR object detection and scene flow estimation,
it significantly outperforms the state-of-the-art, increasing the average precision score by
16.3 percentage points and reducing the average endpoint error by 21.4 %. Furthermore,
we showed that in a single-task scene flow training setup PillarFlowNet outperforms the
current state-of-the-art by a large margin in terms of endpoint error, while achieving both
significantly higher inlier rates as well as significantly lower outlier rates.
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Chapter 4

Multi-View RGB-D Fusion for 6D Pose

Estimation

This chapter explores fusion methodologies tailored for the combination of RGB-D input
data acquired from multiple different perspectives, with the primary objective of accurately
and robustly estimating the 6D poses of objects within very cluttered scenes. Parts of
this chapter are taken from two of my publications. The first publication is “MV6D:
Multi-view 6D Pose Estimation on RGB-D Frames Using a Deep Point-wise Voting
Network” [DDN22], written by Fabian Duffhauss, Tobias Demmler, and Gerhard Neumann,
which has been presented at the IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS) 2022. The second publication is “SyMFM6D: Symmetry-aware
Multi-directional Fusion for Multi-View 6D Object Pose Estimation” [Duf+23], written by
Fabian Duffhauss, Sebastian Koch, Hanna Ziesche, Ngo Anh Vien, and Gerhard Neumann,
which has been published in the IEEE Robotics and Automation Letters (RA-L) 2023.
Please refer to the second main row of tables 1.1 and 1.2 to see the fusion modalities
and most important challenges addressed in this chapter in comparison to the other main
chapters.

4.1 Introduction

Estimating the 6D poses of objects is an essential computer vision task which is widely
used in robotics [CMS11; Xia+18; He+20; He+21], automated driving [Ku+18; XAJ18;
Gu+21], augmented reality [MUS15; Su+19], human-machine interaction [Pav+17;
ML20], and several other fields. 6D object pose estimation describes the prediction of the
position and the orientation of objects in 3D space. This task can be very challenging,
depending on manifold factors such as the objects’ appearances, their geometry, the
presence of neighboring objects in close proximity, or inaccurate sensor data.

In recent years, 6D pose estimators have made significant progress based on deep
neural network architectures which rely on a single RGB image [Xia+18; Di+21; Su+22],
on a single point cloud [HB20; HSS22] or fuse both [Wan+19; He+20; He+21]. Es-
pecially methods based on single RGB-D cameras became increasingly popular due to
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technological advancements and decreasing costs of these sensors [Wad+20; Xu+20a;
Wu+22]. Single-view methods, however, have problems detecting objects which are
occluded by other objects. These problems can be overcome by considering data from
multiple perspectives. Fusing multi-view data can significantly improve the accuracy
and robustness of environmental understanding in complex scenarios, which can enable
more flexible production and assembly processes, among other applications. Especially
in robotic applications, a multi-view camera setup can be installed very easily, or even a
setup with just a single moving camera.

There are already a few methods that consider multi-view data [Zen+17; LBH18;
Lab+20] which are, however, computationally expensive and not designed for scenes
with strong occlusions. Moreover, most methods suffer from symmetric objects as they
have multiple 6D poses with the same visual and geometric appearance, causing most
learning-based estimators to average over these multiple solutions. In the following, we
present two novel multi-view RGB-D fusion approaches for 6D object pose estimation
that tackle the previously stated challenges. An overview illustration of both approaches
is depicted in figure 4.1.

6D Pose 

Estimation

Multi-View 

RGB-D Fusion

Semantic 

Segmentation

3D Keypoint 

Detection

3D Center Point 

Detection

Figure 4.1: Overview of our proposed multi-view 6D object pose estimation approaches.
We present two novel deep multi-view fusion networks which merge RGB-D data from
multiple cameras. Both methods first predict 3D keypoints, 3D center points, and semantic
labels, before estimating the 6D poses of all objects in the scene.

Our first approach, called MV6D (Multi-View 6D object pose estimation), takes
multiple RGB-D images depicting a cluttered scene from different viewpoints which are
ideally very distinct. Whereas the RGB images are processed individually, we fuse all
depth images to a joint point cloud. Similar to PVN3D [He+20], our approach predicts
pre-defined 3D keypoints for each object using independent feature encoding networks
for both modalities. In a final least-squares fitting [AHB87] step, MV6D predicts the
6D poses of all objects in the scene. To the best of our knowledge, MV6D is the first
approach that combines multiple RGB-D frames in a single network for the task of 6D
pose estimation.

Our second approach is called SyMFM6D (Symmetry-aware Multi-directional Fusion
approach for Multi-view 6D object pose estimation). It further improves the fusion of
multi-view RGB-D data using a novel deep multi-directional fusion network. This network

70



4.1 Introduction

exploits the visual information from the RGB data and geometric information from the
depth data in multiple hierarchies and learns a compact representation of the entire scene.
Like MV6D, SyMFM6D predicts the 6D poses of all objects in the scene simultaneously
based on keypoint detection, semantic segmentation, and least-squares fitting. However,
we further improve the keypoint detection by presenting a novel symmetry-aware training
procedure including a novel objective function.

Since established 6D pose estimation datasets, such as YCB-Video [Xia+18], LineMOD
[Hin+11b], and T-LESS [Hod+17] do not provide many frames from very distinct
perspectives, we create four challenging photorealistic datasets with cluttered scenes using
YCB objects [Cal+15]. These datasets provide multi-view RGB-D data and ground truth
for instance semantic segmentation and 6D object pose estimation.

We conduct extensive experiments with our two novel approaches and related work
on our photorealistic datasets and the YCB-Video dataset [Xia+18]. They show that
our multi-view approaches outperform all single-view methods significantly. We further
demonstrate that our approaches work accurately in both fixed and dynamic camera settings.
Besides, our methods are robust towards inaccurate camera calibration by compensating for
imprecise camera pose information when using multiple views. Moreover, our experiments
demonstrate a large benefit of the proposed symmetry-aware training procedure, improving
the accuracy of both symmetric and non-symmetric objects due to synergy effects. Thus,
SyMFM6D outperforms the state-of-the-art in single-view and multi-view 6D pose
estimation while being computationally more efficient.

Our main contributions in this chapter are:

• We propose two novel multi-view fusion networks for efficient representation
learning of multiple RGB-D frames and present two novel multi-view 6D pose
estimation methods based on it.

• We present a novel symmetry-aware training procedure for 3D keypoint detection
based on a symmetry-aware objective function.

• We create four challenging synthetic datasets, each comprising photorealistic multi-
view RGB-D data and ground truth annotations for instance semantic segmentation
and 6D pose estimation.

• We perform comprehensive experiments demonstrating the superiority and limita-
tions of our approaches on challenging real-world and synthetic datasets.

• We show significant improvements and synergy effects due to our symmetry-aware
training procedure.

• We demonstrate the robustness of our approaches towards inaccurate camera
calibration and variable camera arrangements.
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4.2 Related Work

Over the last few years, there has been significant progress in the area of 6D pose
estimation and related tasks like 3D object detection. This section presents the most
important milestones subdivided into single-view methods, multi-view methods, and
symmetry-aware methods. Please refer to section 2.6.7 for further details about 6D pose
estimation fundamentals including related work.

4.2.1 Single-View 6D Pose Estimation

Single-view 6D Pose estimation methods require only a single input modality, which can
be a single RGB image, a single RGB-D image, or a single point cloud.

Pose Estimation on Single RGB Images

Traditional pose estimation methods using a single RGB image [Low99; Low04; RD06;
BTV06; Rot+06; CMS11; Col+09; Pen+19] extract local features from the given RGB
image and match them to the corresponding features in its 3D model. Based on the
2D-3D-correspondences, a Perspective-n-Point (PnP) algorithm [FB81] can be applied to
estimate the object’s pose. Even though feature-based methods can handle occlusions up
to a certain degree, the detection of 2D keypoints does not work well on objects without a
distinctive texture [Hod+17].

In contrast, methods based on template-matching [GR10; Hin+11a; CSB16] can
cope with textureless objects. Templates of an object can be generated by rendering its
corresponding 3D model from diverse views. Finding a match between a rendered template
and a part of the input image provides the 6D pose of the corresponding object. However,
template-based methods suffer from occlusions as the matching becomes inaccurate.

There are also end-to-end trainable neural networks [TSF18; GPH19; Wan+21d; Di+21;
Su+22] which directly predict the objects’ poses based on a single RGB image without
requiring multiple stages. These methods share similar ideas to exploit differentiable
PnP or differentiable rendering techniques. However, often the generalization of direct
methods is an issue due to the non-linearity of the rotation space [Pen+19]. [TM15;
Su+15b; Sun+18] overcome this issue by discretizing the rotation space. Another common
procedure is to refine the predicted poses, for example by applying the iterative closest
point (ICP) algorithm [BM92] using additional depth data as in PoseCNN [Xia+18]
or SSD-6D [Keh+17]. Alternatively, deep learning-based pose refining networks like
DeepIM [Li+18] or DPOD [ZSI19] are proposed for faster and more accurate refinement
without the requirement for depth data.
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Pose Estimation on Single Point Clouds

Recently, due to the rapid technological progress of depth and LiDAR sensors, many
pose estimation methods were developed based on a single depth image or a single point
cloud [Che+20a; Fer+21]. In this area, there are methods [SX14; Li17] that directly
predict oriented 3D bounding boxes using 3D convolutions. However, 3D convolutions
are computationally expensive which leads to high inference times. To reduce the
computational complexity, it is common even in modern approaches [ZT18; YML18;
Lan+19] to apply feature encoding networks based on PointNet [Qi+17a] or PointNet++
[Qi+17b] which are able to extract geometric features. To do that, the point cloud is either
divided into voxels [ZT18; YML18] or into vertical pillars [Lan+19].

Recently, Qi et al. [Qi+19] introduced deep Hough voting for end-to-end 3D object
detection. Their network VoteNet generates votes to object centers which are fused to
obtain object proposals. Building upon that, Xie et al. [Xie+21] further improved the
feature encoding of seed points by an attentive multi-layer perceptron, a vote attraction
loss, and vote weighting.

However, as methods based on depth images or point clouds cannot exploit texture,
their performance is limited to applications where textures are not relevant.

Pose Estimation on Single RGB-D Images

RGB-D-based approaches try to combine the advantage of both color and depth modalities.
AVOD [Ku+18] and MV3D [Che+17c] use convolutional feature extractor networks
followed by a 3D object proposal network for fusing RGB images and LiDAR point clouds.
The latter is compressed into a bird’s eye view and in the case of MV3D, an additional
front view projection is used. However, these approaches are based on the assumption
that all objects of interest are located on a plane.

PointFusion [XAJ18] proposes the usage of PointNet [Qi+17a] for point cloud feature
extraction and introduces a dense fusion module for combining point cloud features and
RGB features which were created by a CNN. DenseFusion [Wan+19] transfers that concept
from 3D object detection in autonomous driving to 6D pose estimation for robotics and
introduces a neural network for iterative pose refinement.

PVN3D [He+20] further improves DenseFusion [Wan+19] by applying PointNet++
[Qi+17b] and by introducing a deep Hough voting network for 3D keypoint detection. The
6D poses are estimated by a least-squares fitting algorithm [AHB87]. FFB6D [He+21]
enhances PVN3D [He+20] with a bidirectional fusion module that combines the features
representing texture and geometric information in each encoding and decoding layer.
Furthermore, they replaced PointNet++ [Qi+17b] with a RandLA-Net [Hu+20] for point
cloud feature encoding. However, most previous methods including [Wan+19; He+20;
He+21] do not explicitly consider object symmetries and suffer from strong occlusions.
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4.2.2 Multi-View 6D Pose Estimation

Multi-view pose estimators consider multiple RGB(-D) frames showing the same scene
from different perspectives in order to reduce the effect of occlusions and to improve the
6D pose estimation accuracy.

Zeng et al. [Zen+17] present a 6D pose estimation approach based on 15 to 18 RGB-D
images that are recorded by a robot arm from very similar perspectives. They use a fully
convolutional neural network to perform 2D object segmentation on each RGB image
individually. Afterwards, the segmentation results are fused with the depth images into
a single segmented point cloud. The 6D poses are estimated using an ICP algorithm
[BM92].

Sock et al. [Soc+17] propose an active multi-view framework with next-best-view
prediction and hypothesis accumulation. Based on previous single-shot pose hypotheses
they predict the next best camera perspectives and select the most likely object poses.

Li et al. [LBH18] introduce an end-to-end trainable CNN-based architecture integrating
known class labels into the learning process of convolutional filters for single-view 6D
pose estimation. Based on an arbitrary object detector providing regions of interest in
RGB or RGB-D data, they perform the single-view pose estimation multiple times with
images from different viewpoints before selecting the best hypothesis using a voting score
that suppresses outliers.

Recently, Labbé et al. [Lab+20] have presented a three-stage approach for 6D pose
estimation based on multiple RGB images. Their method CosyPose employs DeepIM
[Li+18] to generate object candidate proposals for each view independently. Secondly,
they conduct a candidate matching considering the predictions of all views which belong
to the same object instance. Finally, CosyPose performs a refinement procedure based
on object-level bundle adjustment [Tri+00]. However, the approach fails if an object is
detected in just a single view.

All previously named multi-view pose estimation methods apply deep neural networks
independently on each view which leads to high computational effort due to redundancy
and sub-optimal use of information as there is no prediction that can use all information. To
the best of our knowledge, our approaches MV6D and SyMFM6D are the first approaches
that directly fuse the features from multiple RGB-D views before performing the pose
estimation based on that.

4.2.3 Symmetry-aware 6D Pose Estimation

Symmetric objects are known to be a challenge for 6D pose estimation approaches due
to ambiguities [Pit+19]. Different techniques have been proposed to address this issue.
The authors of [Pit+19] and [RL17] propose to utilize an additional output channel to
classify the type of symmetry and its domain range. In [PPV19], a loss is introduced that
is the smallest error among symmetric pose proposals in a finite pool of symmetric poses.

74



4.3 6D Pose Estimation Problem Definition

In [HBM20] the authors propose to use compact surface fragments as a compositional
way to represent objects. As a result, this representation can easily allow the handling
of symmetries. The authors of [Zha+20b] employ an additional symmetry prediction as
output, and an extra refining step of predicted symmetry via an optimization function. A
novel output space representation for CNNs is presented in [RF21] where symmetrical
equivalent poses are mapped to the same values. In [Mo+22] the authors introduce a
compact shape representation based on grouped primitives to handle symmetries. However,
none of these methods outperforms the keypoint-based methods PVN3D [He+20] and
FFB6D [He+21], even though they do not explicitly consider object symmetries. In
contrast, our SyMFM6D method extends current keypoint-based methods to consider
object symmetries and consequently outperforms all previous methods on both single-view
and multi-view 6D object pose estimation.

4.3 6D Pose Estimation Problem Definition

6D object pose estimation describes the task of predicting a rigid transformation p =

[R | t] ∈ SE(3) which transforms the coordinates of an observed object from the object
coordinate system into the camera coordinate system. This transformation is called a
6D object pose because it is composed of a 3D rotation R ∈ SO(3) and a 3D translation
t ∈ R3. The designated aim of our approach is to jointly estimate the 6D poses of all
objects in a given cluttered scene using multiple RGB-D images which depict the scene
from multiple perspectives. We assume that the 3D models of the objects and the camera
poses are known and not more than a single instance per object class occurs in each scene.

4.4 Dense Multi-View Fusion Method

This section presents MV6D, the first of the two proposed deep learning approaches
for multi-view 6D pose estimation based on RGB-D data. Figure 4.2 illustrates the
network architecture of MV6D which is composed of three stages that are inspired by
the single-view network PVN3D [He+20]. The first stage accepts a variable number of
RGB-D frames, extracts relevant features, and fuses them to a joint feature representation
of the entire input scene. The second stage contains network heads for 3D keypoint
detection, 3D center point detection, and instance semantic segmentation. The third stage
estimates the 6D poses of all objects in the scene in a least-squares fitting manner. While
PVN3D [He+20] uses only single-view input data, we propose a new mechanism to fuse
the depth data as well as the RGB data of several RGB-D views into a single consistent
feature representation. To accomplish that, we employ a modified DenseFusion module
[Wan+19] which is illustrated in figure 4.3 and elucidated in the following section.
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Figure 4.2: Architecture of the proposed MV6D network. Given multiple RGB-D images,
MV6D extracts visual features from the RGB images and geometric features from a point
cloud which is created by fusing all depth images. A modified DenseFusion network
[Wan+19] fuses visual and geometric features. Based on a 3D keypoint detection, a 3D
center point detection, and an instance semantic segmentation module, we predict 6D
poses using least-squares fitting [AHB87].

4.4.1 Multi-view Fusion Architecture

This section describes the first stage of our proposed MV6D network, depicted in figure 4.2,
which is responsible for feature extraction and multi-view RGB-D data fusion.

Geometric Feature Extraction and Fusion

To extract geometric features from the depth images, we first convert all depth images into
point clouds and combine them into a single point cloud using the known camera poses.
We use the camera coordinate system of the first camera as a reference coordinate system
for the resulting point cloud and all further keypoint predictions. As previous methods
[He+21; He+20], we further process only a subset of points selected by random sampling
and attach the corresponding RGB value as well as the surface normal to each remaining
point. For feature extraction, we apply a PointNet++ [Qi+17b] with multi-scale grouping.

Visual Feature Extraction and Fusion

For each RGB image, we independently extract pixel-wise visual features using modi-
fied PSPNets [Zha+17b] which contain a ResNet-34 [He+16] pre-trained on ImageNet
[Den+09] as the backbone. All PSPNets share the same parameters. Each point in the
processed point cloud is associated with a corresponding pixel of the RGB image from
the view that generated the point. Similar to a DenseFusion network [Wan+19], we
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concatenate to each point in the point cloud the PSPNet feature vector of the associated
pixel from the associated view as shown in figure 4.3. Hence, even if points are spatially
close to each other, they can obtain the visual features from different RGB images if they
have been generated from different views. Subsequently, we compute a global feature
vector by an MLP followed by an average pooling layer that aggregates the information
from the whole point cloud. This feature vector is then again appended to the geometric
and RGB features of each point in the point cloud. Through extensive training of the entire
network, the resulting point-wise feature vectors can contain the most relevant information
of the input data and thus represent the entire scene in a compact tensor.

MLP

PSPNet

PointNet++

PSPNet
x1

..
...
.

xN

..
.

x1

..
.

..
.

..
.

xN

Global Feature Vector

Point-wise Features

Average

Pooling

Figure 4.3: DenseFusion module of our MV6D network architecture. While keeping a
mapping between the visual features of the PSPNets [Zha+17b] and the corresponding
geometric features of the PointNet++ [Qi+17b], we compute a global feature vector and
concatenate the results to obtain point-wise feature vectors.

4.4.2 Modules for Segmentation and Keypoint Detection

The output tensor of the feature extraction and fusion network is used as input for the
instance semantic segmentation module, the 3D center point detection module, and the
3D keypoint detection module, which are presented in the following.

Instance Semantic Segmentation Module and 3D Center Point Detection Module

The instance semantic segmentation module in figure 4.2 consists of a semantic segmenta-
tion module and a center offset module as in PVN3D [He+20]. Both submodules take
the point-wise feature vectors (consisting of visual, geometric, and global features) and
process them with shared MLPs. The semantic segmentation module predicts an object
class for each point. The center offset module estimates the translation offset from the
given point to the center of the object that it belongs to. Following PVN3D [He+20], we
apply mean shift clustering [Che95] to obtain the final object center predictions. These
are then used to further refine the segmentation map by rejecting points which are too far
away from the object center.
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3D Keypoint Detection Module

In advance of the training, we select eight target keypoints from the mesh of each object
using the farthest point sampling (FPS) algorithm [Eld+97] as in [He+20]. Using a shared
MLP, we predict the translation offset from each point to each target keypoint of the class
that the object belongs to. Adding the predicted offsets to the corresponding points from
the point cloud results in a set of keypoint predictions. All keypoint predictions belonging
to an instance are clustered by mean shift clustering [Che95] in order to obtain the final
3D keypoint predictions as in [He+20].

4.4.3 Multi-Task Objective Function

We train our MV6D network as in PVN3D [He+20] by minimizing the multi-task loss
function

Lmulti-task = λ1Lkeypoints + λ2Lsemantic + λ3Lcenter, (4.1)

where the 3D keypoints detection loss Lkeypoints and the center voting loss Lcenter are L1
losses. The loss function for the instance semantic segmentation Lsemantic is a Focal loss
[Lin+17b]. λ1 = 2, λ2 = 1, and λ3 = 1 are the weights for the individual loss functions as
in PVN3D [He+20].

6D Pose Computation via Least-squares Fitting

Based on the target keypoints and the corresponding keypoint predictions, we use a
least-squares fitting algorithm [AHB87] to compute the rotation R and the translation t

of each object following PVN3D [He+20]. The employed least-squares fitting algorithm
minimizes the squared loss

LLeast-squares =

M∑

i=1

k̂i − (Rki + t)


2

, (4.2)

where M = 8 is the number of keypoints per object, ki are the target keypoints in the
object coordinate system, and k̂i are the predicted keypoints in the camera coordinate
system.

4.5 Symmetry-aware Multi-View Fusion Method

The previously presented MV6D network contains a computationally expensive feature
extraction and fusion network which does not explicitly consider object symmetries. To
overcome these two drawbacks, we propose a second multi-view 6D pose estimation
method called SyMFM6D. SyMFM6D incorporates a novel deep multi-directional fusion
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approach for combining multi-view RGB-D data more effectively and more efficiently.
We further introduce a novel training procedure which explicitly considers ambiguities
due to object symmetries.

4.5.1 Network Overview

Our symmetry-aware multi-view network consists of three stages which are visualized
in figure 4.4. The first stage receives one or multiple RGB-D images and extracts visual
features as well as geometric features which are fused to a joint representation of the scene.
The second stage performs an instance semantic segmentation and detects predefined 3D
keypoints as well as 3D center points. Based on the keypoints and the information to
which object the keypoints belong, we compute the 6D object poses with a least-squares
fitting algorithm [AHB87] in the third stage.

4.5.2 Multi-View Feature Extraction

To efficiently predict 3D keypoints, 3D center points, and semantic labels, the first stage
of our approach learns a compact representation of the given scene by extracting and
merging features from all available RGB-D images in a deep multi-directional fusion
manner. For that, we first separate the set of RGB images RGB1, ...,RGBN from their
corresponding depth images Dpt1, ..., DptN . The N depth images are converted into
point clouds, transformed into the coordinate system of the first camera, and merged
to a single point cloud using the known camera poses as in MV6D [DDN22]. Unlike
[DDN22], we employ a point cloud network based on RandLA-Net [Hu+20] with an
encoder-decoder architecture using skip connections. The point cloud network learns
geometric features from the fused point cloud and considers visual features from the
multi-directional point-to-pixel fusion modules as described in section 4.5.3.

The N RGB images are independently processed by a CNN with encoder-decoder
architecture using the same weights for all N views. The CNN learns visual features while
considering geometric features from the multi-directional pixel-to-point fusion modules.
We build the encoder upon a ResNet-34 [He+16] pretrained on ImageNet [Den+09] and
the decoder upon a PSPNet [Zha+17b] similar to FFB6D [He+21].

After the encoding and decoding procedures including several multi-view feature
fusions, we collect the visual features from each view corresponding to the final geometric
feature map and concatenate them. The output is a compact feature tensor containing the
relevant information about the entire scene which is used for 3D keypoint detection, 3D
center point detection, and instance semantic segmentation as in MV6D (see section 4.4.2).
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Figure 4.4: Network architecture of our SyMFM6D method. An encoder-decoder CNN
processes the N RGB images with height H and width W . The N depth images are
converted into a single point cloud with Np points which is processed by an encoder-decoder
point cloud network. Every hierarchy contains two multi-directional fusion modules.
We utilize three shared MLPs to regress 3D keypoint offsets, 3D center point offsets,
and semantic labels. The 6D poses are computed based on mean shift clustering and
least-squares fitting. We train our network by minimizing our proposed symmetry-aware
multi-task loss function using pre-computed object symmetries.
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4.5.3 Multi-View Feature Fusion

In order to efficiently fuse the visual and geometric features from multiple views, we extend
the fusion modules of FFB6D [He+21] from bi-directional fusion to multi-directional

fusion. We present two types of multi-directional fusion modules which are illustrated
in figure 4.5. Both types of fusion modules take the pixel-wise visual feature maps and
the point-wise geometric feature maps from each view, combine them, and compute
a new feature map. This process requires a correspondence between pixel-wise and
point-wise features which we obtain by computing an XYZ map for each RGB feature
map based on the depth data of each pixel using the camera intrinsic matrix as in FFB6D
[He+21]. To deal with the changing dimensions at different layers, we use the centers of
the convolutional kernels as new coordinates of the feature maps and resize the XYZ map
to the same size using nearest interpolation as proposed in [He+21].

The point-to-pixel fusion module in figure 4.5a computes a fused feature map Ff based
on the image features F i(v) of all views v ∈ {1, . . . , N}. We collect the Kp nearest point
features Fpk (v) with k ∈ {1, . . . ,Kp} from the point cloud for each pixel-wise feature and
each view independently by computing the nearest neighbors according to the Euclidean
distance in the XYZ map. Subsequently, we process them by a shared MLP before
aggregating them by max pooling, i.e.,

F̃p(v) = max
k∈{1,...,Kp}

(
MLPp(Fpk (v))

)
. (4.3)

Finally, we apply a second shared MLP to fuse all features F i and F̃p as Ff = MLPfp(F̃p ⊕

F i) where ⊕ denotes the concatenate operation.

The pixel-to-point fusion module in figure 4.5b collects the Ki nearest image features
F ik (i2v(ik)) with k ∈ {1, ...,Ki}. i2v(ik) is a mapping that maps the index of an image
feature to its corresponding view. This procedure is performed for each point feature
vector Fp(n). We aggregate the collected image features by max pooling and apply a
shared MLP, i.e.,

F̃ i = MLPi

(
max

k∈{1,...,Ki}

(
F ik (i2v(ik))

))
. (4.4)

One more shared MLP fuses the resulting image features F̃ i with the point features Fp as

Ff = MLPfi(F̃ i ⊕ Fp).

4.5.4 3D Keypoint Detection and Segmentation

The second stage of our SyMFM6D network contains modules for 3D keypoint detection,
3D center point detection, and instance semantic segmentation as in MV6D. However,
unlike MV6D, we use the Scale Invariant Feature Transform Farthest Point Sampling
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Figure 4.5: Overview of our proposed multi-directional multi-view fusion modules. They
combine pixel-wise visual features and point-wise geometric features by exploiting the
correspondence between pixels and points using the nearest neighbor algorithm. We
compute the resulting features using multiple shared MLPs and max pooling. For
simplification, we depict an example with N = 2 views and Ki = Kp = 3 nearest neighbors.
The points of ellipsis (...) illustrate the generalization for an arbitrary number of views N .
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(SIFT-FPS) algorithm [Low99] as introduced in FFB6D [He+21] to define eight target
keypoints for each object class. SIFT-FPS yields keypoints with salient features which are
easier to detect.

4.5.5 6D Pose Computation via Least-Squares Fitting

As in MV6D, we follow PVN3D [He+20] and compute the 6D poses of all objects in
the scene based on the estimated 3D keypoints using the least-squares fitting algorithm
[AHB87] in equation (4.2).

4.5.6 Symmetry-aware Keypoint Detection

Most related approaches, including PVN3D [He+20], FFB6D [He+21], and our MV6D
network, do not specifically consider object symmetries. However, symmetries lead to
ambiguities in the predicted keypoints as multiple 6D poses can have the same visual
and geometric appearance. Therefore, we introduce a novel symmetry-aware training
procedure for the 3D keypoint detection including a novel symmetry-aware objective
function to make the network predicting either the original set of target keypoints for
an object or a rotated version of the set corresponding to one object symmetry. Either
way, we can still apply the least-squares fitting algorithm which efficiently computes an
estimate of the target 6D pose or a rotated version corresponding to an object symmetry.

To enable this symmetry-aware training procedure, knowledge about the rotational sym-
metry axes of all objects is required. Reflectional symmetries which can be represented as
rotational symmetries are handled as rotational symmetries. Other reflectional symmetries
are ignored since the reflection cannot be expressed as an Euclidean transformation and
thus does not result in an existing object. Objects with a continuous rotational symmetry
have an infinite number of rotational symmetry transformations. To nevertheless enable
efficient training, we discretize the continuous rotational symmetries into 16 discrete
rotational symmetry transformations which we found to be a good compromise between
computational effort and accuracy.

We propose to compute the set S I of all rotational symmetric transformations for the
given object instance I with a stochastic gradient descent algorithm [LH17]. Given the
known mesh of an object and an initial estimate for the symmetry axis, we transform the
object mesh along the symmetry axis estimate and optimize the symmetry axis iteratively
by minimizing the ADD-S metric [Hin+12] (see section 4.7.1) as an objective function
which penalizes the difference between the original object mesh and the transformed one.
For objects with multiple symmetry axes, we find all symmetry axes by applying this
optimization procedure multiple times with different initial values. Please note that this
process of computing all symmetry transformations needs to be done only once for all
required objects. This can be accomplished in advance of the training so that it does not
increase training or inference time.
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We extend the keypoints loss function of PVN3D [He+20] to become symmetry-aware
such that it predicts the keypoints of the closest symmetric transformation, i.e.

Lkeypoints(I) =
1

NI

min
S∈SI

∑

i∈I

M∑

j=1

xi j − Sx̂i j

 , (4.5)

where NI is the number of points in the point cloud for object instance I, M is the number
of target keypoints per object, and I is the set of all point indices that belong to the object
instance I. The vector x̂i j is the predicted keypoint offset for the i-th point and the j-th
keypoint while xi j is the corresponding ground truth.

4.5.7 Multi-Task Objective Function

We train our network by minimizing a multi-task loss function with the same basic structure
as in MV6D (see equation (4.1) in section 4.4.3). However, for predicting the 3D keypoints,
we instead employ the proposed symmetry-aware loss function in equation (4.5).

4.6 Experimental Setup

To evaluate the performance of our two proposed methods MV6D and SyMFM6D
in comparison to related approaches, we conduct extensive experiments on five very
challenging datasets.

4.6.1 Datasets

The first part of this section provides an overview of commonly used datasets for 6D
object pose estimation. Afterwards, we present novel photorealistic synthetic datasets
specifically designed for multi-view 6D pose estimation in very cluttered scenes.

YCB-Video

The YCB-Video dataset [Xia+18] contains a total of 133,827 RGB-D images with a
resolution of 640 × 480 pixels showing static cluttered object scenes. The scenes are
composed of three to nine objects from the 21 Yale-CMU-Berkeley (YCB) object set
[Cal+15]. The RGB-D frames originate from 92 videos that were recorded by hand, each
showing another scene from different perspectives. For training, Xiang et al. [Xia+18]
have additionally created 80,000 synthetic non-sequential RGB-D frames showing a
random subset of the YCB objects placed at random positions.

However, most frames from the YCB-Video dataset are very similar because they
originate from videos with 30 frames per second recorded by a handheld camera that was
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moved slowly. The videos also do not show the scene from all sides but just from similar
perspectives. Furthermore, the scenes do not include strong occlusions, and hence, most
object poses are simple to estimate from a single perspective.

T-LESS

The T-LESS dataset [Hod+17] is composed of 30 different industry-relevant objects that
have no significant texture. There are 39k RGB-D images for training showing a single
object from different perspectives. For evaluation, there are 10k test images depicting
20 different cluttered scenes with different complexity and multiple instances of certain
object classes in some cases. The test images show each scene from all sides. However,
since the training images show only single objects on a black background they are not
sufficient to train a multi-view network on them.

LineMOD and Occlusion LineMOD

LineMOD [Hin+11b] is composed of 15,783 RGB-D images, showing a subset of 15
objects in cluttered scenes. There are 13 sequences and in each sequence, a single
object class is annotated. Occlusion LineMOD [Bra+14] corresponds to one sequence of
LineMOD showing significant occlusions among eight objects. The sequence contains
1,214 RGB-D images and annotations for all objects. It is common practice to use
Occlusion LineMOD as a test set for approaches that are trained on LineMOD [Bra+14;
He+20; He+21]. However, like YCB-Video [Xia+18], LineMOD [Hin+11b] does not
show the scenes from all sides but only from similar perspectives.

Novel Photorealistic Datasets

Due to the drawbacks of the previously mentioned datasets, we create four novel photore-
alistic datasets of diverse cluttered scenes with heavy occlusions. All of these datasets
contain RGB-D images from multiple very distinct perspectives which are annotated
with 6D poses of all cameras and objects as well as ground truth for instance semantic
segmentation.

Our datasets are composed of different numbers of objects from the YCB object set
[Cal+15]. Many of these objects have a symmetric shape but are non-symmetric due to
their texture. This requires the pose estimation approaches to exploit RGB information
in order to correctly predict the objects’ poses. Using Blender [Com18] with physics,
we created cluttered scenes by spawning the YCB objects above the ground in the center
with a 3D normally distributed offset. Due to the similar spawning point of all objects, it
is likely that objects rest on top of each other. Instead of a flat ground plane, we use a
shallow bowl for the objects to fall onto. The bowl prevents the objects from scattering in
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all directions. Consequently, the objects stay close together resulting in heavily occluded
scenes.

In addition to the random composition of the scenes, we apply further domain random-
ization techniques in order to improve the generalization of our models. For each scene,
we selected a random 360 × 180 degree panorama photo from a set of 379 photos and a
different bowl texture. Furthermore, we slightly vary the intensity and the color of the
lighting to create different shadows and reflections.

For our four datasets, we have photorealistically rendered different sets of RGB-D
images with the ray-trace based rendering engine Cycles [SH14] in Blender. Since we
have used YCB objects and generated data from multiple views with different camera
settings, we call our dataset framework Multi-View YCB (MV-YCB). Furthermore, we
have extracted the exact camera poses, and generated ground truth annotations for instance
semantic segmentation and 6D pose estimation in Blender. All datasets are split into 90 %
training data and 10 % test data.

For the first dataset, called MV-YCB FixCam, we have generated 8,333 random scenes
composed of eleven non-symmetric YCB objects. We have placed three identical cameras
at fixed positions equally distributed around the scene, i.e. in a circle in 120-degree
intervals. This resulted in a total of 24,999 RGB-D frames with corresponding ground
truth data.

For the second dataset, called MV-YCB WiggleCam, we have reused the same scenes
and cameras as in MV-YCB FixCam but added a normally distributed 3D offset to each
camera independently. This reflects a typical robotic setting where the cameras are
mounted slightly inaccurately around the scene. Thus, experiments with this dataset can
provide insights into how models deal with inaccurate camera calibration.

For the third dataset, called MV-YCB MovingCam, we have generated another 8,333
random scenes based on the same eleven non-symmetric YCB objects. Unlike in FixCam
and WiggleCam, we placed four cameras at changing positions around the scene, where
each camera spawns in another quadrant in a sphere. This represents a scenario, where a
single camera is moved around the scene recording four frames from four very distinct
perspectives. This results in a total of 33,332 RGB-D frames with corresponding ground
truth data.

Since FixCam, WiggleCam, and MovingCam contain only non-symmetric objects,
we have created an additional photorealistic dataset with symmetric and non-symmetric
objects called MV-YCB SymMovCam in order to examine the effect of the proposed
symmetry-aware training procedure. The SymMovCam dataset also depicts 8,333 cluttered
scenes, but they are composed of 8 – 16 objects randomly chosen from the set of 21 objects
which occur in the YCB-Video dataset. The increased number of objects in SymMovCam
results in larger occlusions. As in MovingCam, we utilize four cameras per scene at
changing positions around the scene with the restriction that in each quadrant there is only
one camera so that the perspectives are very distinct.
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Figure 4.6: Illustration of the camera setups employed in our MV-YCB dataset series. The
FixCam dataset (a) has fixed camera positions equally distributed around the scene. The
WiggleCam dataset (b) uses the same camera poses with a normally distributed offset
regarding its 3D position. The datasets MovingCam and SymMovCam (c) share the same
camera setup with four cameras, one in each quadrant.

Figure 4.6 provides an overview of the different setups of our generated MV-YCB
datasets. Figure 4.7 present example views for each of these datasets.

4.6.2 Data Augmentation

We employ a variety of data augmentation methods to improve the generalization of our
methods. During training, we follow He et al. [He+20; He+21] and apply a random
combination of color jitter, sharpening filters, motion blur, Gaussian blur, and Gaussian
noise on the RGB images. The depth maps and the corresponding point clouds are not
augmented.

4.6.3 Training Procedure

For training our models in single-view mode on YCB-Video, we randomly use the synthetic
and real images of YCB-Video with a ratio of 4:1. Since consecutive real frames are very
similar, we consider only every seventh real frame. For training a multi-view model, we
start from the corresponding single-view checkpoint and continue training with batches of
real YCB-Video frames.

For the datasets MV-YCB FixCam and MV-YCB WiggleCam, we train with all three
camera views and increase the number of training samples by using all relevant camera
combinations i.e. {[cam1, cam2, cam3], [cam2, cam3, cam1], [cam3, cam1, cam2]}. We
do not need every possible permutation of this list since the exact order is irrelevant. Only
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Figure 4.7: Example scenes of our four datasets MV-YCB FixCam, WiggleCam, Moving-
Cam, and SymMovCam which have three or four views. FixCam and WiggleCam show
the same scene, but the views are slightly different due to the random camera position
offset. MovingCam and SymMovCam use the same camera setup, but SymMovCam has
more complex scenes with more objects including symmetric and non-symmetric objects.

the first camera in the list determines the camera coordinate system in which the 6D poses
are predicted.

For the datasets MV-YCB MovingCam and MV-YCB SymMovCam, we use a variable
number of camera views. This allows for more flexibility when deploying the trained
network as the network learns how to deal with a different number of views. We employ a
set with all relevant camera combinations for each view count, e.g. {[cam1, cam2], [cam1,
cam3], [cam2, cam3]} for a view count of two if we use a maximum of three cameras.
The previous rotation step is then applied to each item.

Each sample in a batch must have the same view count. When training with a variable
view count this is ensured by using a custom batch sampler. An equal amount of batches
is sampled for each view count. A sample with a lower view count requires less memory
and offers less information for network optimization. Therefore, we sample more samples
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per batch for lower view counts in order to further balance the optimization. Consequently,
each batch has roughly the same memory size and information amount.

4.7 Implementation Details

For processing multiple RGB images efficiently and independently with the same ResNet-
34, we reshape the input tensor [B, N,C,W,H] to [B · N,C,W,H] with batch size B,
number of views N , number of color channels C, image width W , and image height H.
This makes the number of CNN weights independent of N . We just have to adapt B

depending on N , so that the GPU memory is exploited efficiently.

All RGB-D images that we process have a resolution of 640× 480 pixels. Consequently,
the corresponding point cloud has 307,200 points which is too large to process it efficiently
with a deep neural network. Therefore, we follow He et al. [He+20; He+21] and randomly
select 12,800 samples from the point cloud. When fusing the point clouds from N views,
we will keep the 12,800 · N points.

Within our proposed multi-directional point-to-pixel fusion module in SyMFM6D, we
consider just the nearest geometric feature vector for each visual feature, i.e. Kp2R = 1.
For our multi-directional pixel-to-point fusion module, we collect the KR2p = 16 nearest
visual features. Both values were proposed by He et al. [He+21] and also worked well for
our approach.

For the 3D keypoint detection in MV6D and SyMFM6D, we use M = 8 target keypoints
for each object which we computed in advance of the training. For computing these
target keypoints, MV6D makes use of the FPS algorithm [Eld+97] as proposed in PVN3D
[He+20] while SyMFM6D utilizes the SIFT-FPS algorithm [Low99] as introduced in
FFB6D [He+21].

4.7.1 Evaluation Metrics

For evaluating our methods and comparing them with other approaches, we follow previous
works [Xia+18; Wan+19; He+20; He+21] and use the Area Under the Curve (AUC)
metrics for ADD-S and ADD(-S) as well as the percentage of predictions ADD-S < 2 cm
and ADD(-S) < 2 cm. Both ADD-S and ADD(-S) are based on the idea of measuring
the average distances of all model points in their original status and the same points
transformed by the 6D pose.

The average distance metric ADD was introduced by Hinterstoisser et al. in 2012
[Hin+12] and is computed by

ADD =
1

|M|

∑

x∈M

(R̂x + t̂) − (Rx + t)

 , (4.6)
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where M is the set of vertices of a given object mesh. p = [R | t] and p̂ = [R̂ |̂ t] are the
ground truth pose and the predicted pose respectively. The average distance is calculated
between all corresponding vertices of the ground truth pose and the predicted pose.

The average closest point distance metric ADD-S [Hin+12] is a slightly relaxed
adaptation of the ADD metric which is more suitable for symmetric objects. It is computed
by

ADD-S =
1

|M|

∑

x1∈M

min
x2∈M


(
R̂x1 + t̂

)
− (Rx2 + t)

 . (4.7)

Here, the average distance is computed between each vertex of the predicted pose and the
closest vertex of the ground truth pose.

The average (closest point) metric ADD(-S) [He+20] is a combination of the previous
two metrics. If it is applied on a symmetric object, the relaxed ADD-S metric is used. If
the object is non-symmetric, the stricter ADD metric is applied.

Based on the values of ADD-S and ADD(-S), we compute the area under the accuracy-
threshold curve (AUC) and the percentage that is smaller than 2 cm which is a typical
threshold for successful robot manipulation.

4.7.2 Baseline Methods

We compare our methods MV6D and SyMFM6D with many established and some very
recent methods namely DenseFusion [Wan+19], CosyPose [Lab+20], PVN3D [He+20],
FFB6D [He+21], and ES6D [Mo+22].

DenseFusion, PVN3D, FFB6D, and ES6D are single-view 6D pose estimation methods
using RGB-D input data. CosyPose is a multi-view method using RGB data. To the best
of our knowledge, PVN3D was the best published 6D pose estimator when we started the
development of MV6D. The same relation holds for FFB6D and SyMFM6D. CosyPose
has been the best published multi-view 6D pose estimator during the development of
MV6D and SyMFM6D.

Originally, CosyPose is based on the single-view approach DeepIM [Li+18], uses only
RGB data, and can cope with unknown camera poses. However, CosyPose is already
outperformed by PVN3D on LineMOD [Hin+11b] and YCB-Video [Xia+18] as both
papers suggest [Lab+20; He+20]. In order to create an additional very challenging
multi-view 6D pose estimation benchmark based on RGB-D data, we have exchanged the
DeepIM network in CosyPose with the PVN3D network for a few selected experiments.
Since our approach assumes the camera poses to be known, we evaluate CosyPose not only
with unknown camera poses as proposed in the paper [Lab+20] but also using the ground
truth camera poses to improve the hypothesis matching and to make the comparison with
our approaches fairer.
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4.8 Results

This section presents quantitative and qualitative results of our experiments with MV6D
and SyMFM6D in comparison to the baseline methods presented in section 4.7.2.

4.8.1 Results on the YCB-Video Dataset

Table 4.1 compares the single-view performance of our SyMFM6D network with all
baseline methods using the AUC of ADD-S and ADD(-S) on YCB-Video [Cal+15].
Please note that MV6D corresponds to PVN3D [He+20] in the single-view scenario. The
results show that our SyMFM6D method copes very well with the dynamic camera setup
of YCB-Video while outperforming all methods significantly. On the symmetry-aware
ADD(-S) AUC metric, SyMFM6D outperforms the previous state-of-the-art method
FFB6D [He+21] by even 1.5 %. Please note that unlike DenseFusion (iterative) [Wan+19]
and CosyPose [Lab+20], our SyMFM6D method does not perform computationally
expensive post-processing or iterative refinement procedures.

ADD-S ADD(-S)

DenseFusion (per-pixel) 91.2 82.9
DenseFusion (iterative) 93.2 86.1
CosyPose 89.8 84.5
PVN3D 95.5 91.8
FFB6D 96.6 92.7
ES6D 93.6 89.0
SyMFM6D 96.8 94.1

Table 4.1: Single-view results on the YCB-Video dataset using the AUC metrics for
ADD-S and ADD(-S). The best results are printed in bold.

To examine the effect of our symmetry-aware training procedure in SyMFM6D, we
provide an object-wise evaluation of the three best single-view methods on YCB-Video in
table 4.2. Please note that in single-view mode, the model architecture of our SyMFM6D
network is the same as in FFB6D except for our novel symmetry-aware loss function. The
results show that not only most symmetric objects (highlighted in bold) are estimated
more accurately but also most non-symmetric objects. This indicates that there is a
synergy effect which improves the keypoint detection for non-symmetric objects due to an
improvement of the keypoint detection for symmetric objects.
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Object class PVN3D FFB6D SyMFM6D

Master chef can 80.5 80.6 80.7

Cracker box 94.8 94.6 94.9

Sugar box 96.3 96.6 96.6

Tomato soup can 88.5 89.6 87.9
Mustard bottle 96.2 97.0 97.8

Tuna fish can 89.3 88.9 92.3

Pudding box 95.7 94.6 93.3
Gelatin box 96.1 96.9 96.1
Potted meat can 88.6 88.1 90.0

Banana 93.7 94.9 95.2

Pitcher base 96.5 96.9 97.5

Bleach cleanser 93.2 94.8 93.9
Bowl 90.2 96.3 96.4

Mug 95.4 94.2 95.7

Power drill 95.1 95.9 96.4

Wood block 90.4 92.6 95.2

Scissors 92.7 95.7 95.8

Large marker 91.8 89.1 90.0
Large clamp 93.6 96.8 96.9

Extra large clamp 88.4 96.0 95.3
Foam brick 96.8 97.3 97.6

ALL 91.8 92.7 94.1

Table 4.2: Single-view results on the YCB-Video dataset evaluated for each object class
individually using the ADD(-S) AUC metric. Symmetric objects and the best results are
printed in bold.

Figure 4.8 shows a visualization of three scenes of YCB-Video with 6D pose ground
truth, predictions of FFB6D, and predictions of our SyMFM6D network using only the
depicted view. It can be seen that both FFB6D and SyMFM6D estimate very accurate
poses as the scenes of YCB-Video contain only a few objects and not many occlusions.
However, SyMFM6D predicts even more accurate poses than FFB6D due to our proposed
symmetry-aware training procedure.

Table 4.3 compares the multi-view results of our MV6D method with our SyMFM6D
method and CosyPose on the YCB-Video dataset using three and five input views. We
see that our SyMFM6D method with disabled symmetry training procedure already
outperforms all previous multi-view methods significantly. Enabling symmetry awareness
further improves the results slightly. However, using more views does not improve the
accuracy as most views of YCB-Video are very similar in which case additional views do
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Original View Ground Truth FFB6D SyMFM6D

Figure 4.8: Visual comparison of 6D pose predictions on single frames of the YCB-Video
dataset. The three rows show three different example scenes that represent the typical
performance of the networks.

not provide beneficial information while the learning problem of fusing different views
becomes slightly harder.

ADD-S ADD(-S)
3 views 5 views 3 views 5 views

CosyPose 92.3 93.4 87.7 88.8
MV6D 91.2 91.1 85.6 84.0
SyMFM6D (no sym) 95.2 95.2 91.5 91.4
SyMFM6D 95.4 95.4 91.7 91.6

Table 4.3: Quantitative multi-view results on the YCB-Video dataset. The best results are
printed in bold.
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4.8.2 Results on the MV-YCB FixCam Dataset

Table 4.4 shows the 6D pose estimation accuracy of our MV6D network and our SyMFM6D
network using the metrics presented in section 4.7.1. It is compared with the single-
view performance of PVN3D [He+20] and FFB6D [He+21] as well as the multi-view
performance of CosyPose [Lab+20]. As CosyPose originally does not use depth data
and does not provide results on our novel photorealistic datasets, we employ PVN3D
as backbone network as described in section 4.7.2. Thus, all methods can use the same
RGB-D input data.

PVN3D FFB6D CosyPose CosyPose MV6D SyMFM6D
Number of views 1 1 3 3 3 3

Known cam poses X X × X X X

ADD-S AUC 81.3 82.3 90.8 91.9 96.9 97.3

ADD(-S) AUC 74.9 76.3 82.4 84.6 94.8 95.6

ADD-S < 2 cm 82.1 83.6 92.9 93.0 98.8 98.9

ADD(-S) < 2 cm 73.0 74.8 80.6 82.4 96.5 96.8

Table 4.4: Quantitative results on the MV-YCB FixCam dataset. The best results for each
metric are printed in bold. The presented experiments on CosyPose employ PVN3D as
the backbone network so that all methods can use the same RGB-D input data.

We can see that MV6D outperforms PVN3D and CosyPose on all metrics significantly.
Using the known camera poses instead of estimating them leads to a small improvement on
CosyPose but its accuracy stays significantly lower than ours. Even though the MV-YCB
FixCam dataset has heavy occlusions, MV6D can predict more than 96 % of all objects
within the 2 cm robot manipulation threshold. SyMFM6D further enhances the accuracy
on all metrics in comparison to MV6D. This shows that MV6D and SyMFM6D cope very
well with the strong occlusions in the datasets. However, the improvement of SyMFM6D
compared to MV6D is small as the MV-YCB FixCam dataset contains only non-symmetric
objects so that the symmetry-aware training procedure cannot further enhance the accuracy
on this dataset.

Please refer to appendix B.3 for visualizations of some example predictions.

4.8.3 Results on the MV-YCB WiggleCam Dataset

Table 4.5 presents the results on the MV-YCB WiggleCam dataset where the known
camera poses deviate slightly from the actual camera poses. It is evident from the table
that the inaccurate camera positioning leads to a small accuracy decrease of all approaches.
This was to be expected since imprecise camera poses cause inaccuracies in the process
of merging the point clouds from the multiple input views. Nevertheless, MV6D and
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SyMFM6D are still significantly better than all other baseline methods. This indicates
that our methods are robust to inaccurate camera calibration.

PVN3D FFB6D CosyPose CosyPose MV6D SyMFM6D
Number of views 1 1 3 3 3 3

Known cam poses X X × X X X

ADD-S AUC 80.8 81.9 90.0 91.3 96.2 96.7

ADD(-S) AUC 74.0 75.5 81.0 83.4 93.0 94.2

ADD-S < 2 cm 82.0 83.4 92.3 92.6 98.7 98.8

ADD(-S) < 2 cm 72.4 74.0 78.9 81.6 96.0 96.0

Table 4.5: Quantitative results on the MV-YCB WiggleCam dataset. The best results for
each metric are printed in bold. The presented experiments on CosyPose employ PVN3D
as the backbone network so that all methods can use the same RGB-D input data.

However, SyMFM6D outperforms MV6D only slightly on the WiggleCam dataset.
Since the WiggleCam dataset contains the same scenes with only non-symmetric objects
as the FixCam dataset, the symmetry-aware training procedure has no effect on the
performance on these datasets.

Please refer to appendix B.3 for visualizations of some example predictions.

4.8.4 Results on the MV-YCB SymMovCam Dataset

Table 4.6 shows the quantitative results of our methods MV6D and SyMFM6D in
comparison to the baseline methods PVN3D [He+20] and FFB6D [He+21] on our MV-
YCB SymMovCam dataset. Please note that MV6D corresponds to PVN3D when using
just a single input view. It becomes evident from the single-view results in the table
that the symmetry-aware training procedure in SyMFM6D leads to a small improvement
compared to FFB6D. When using multiple views, MV6D and SyMFM6D outperform the

PVN3D FFB6D SyMFM6D MV6D SyMFM6D
Number of views 1 1 1 3 3

Known cam poses X X X X X

ADD-S AUC 75.0 79.9 80.6 92.8 94.2

ADD(-S) AUC 68.5 75.6 76.7 88.7 91.6

ADD-S < 2 cm 77.2 81.1 81.9 96.3 96.6

ADD(-S) < 2 cm 64.5 74.5 76.3 91.6 93.6

Table 4.6: Quantitative results on the MV-YCB SymMovCam dataset. The best results for
each metric are printed in bold.
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single-view methods significantly. This also proves that our approaches are robust to the
very dynamic camera setup in the MV-YCB SymMovCam dataset where the cameras are
mounted at varying positions. Moreover, SyMFM6D surpasses MV6D due to the better
fusion mechanism and the symmetry-aware training procedure.

Figure 4.9 illustrates some 6D pose estimation results of SyMFM6D, MV6D, and
FFB6D on the SymMovCam dataset. The four columns show four different example
scenes. The first three rows provide the three input views for MV6D and SyMFM6D. The
single-view network FFB6D obtains only the first view as input. It becomes evident, that
FFB6D has disadvantages predicting poses of objects which are fully or partly occluded
in the input view. In accordance with the quantitative results in table 4.6, MV6D provides
very accurate results, even though SyMFM6D yields even better predictions, especially on
symmetric objects.
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Example Scene 1 Example Scene 2 Example Scene 3 Example Scene 4

View 1

View 2

View 3

Ground Truth

FFB6D
(single-view)

MV6D
(3 views)

SyMFM6D
(3 views)

Figure 4.9: Visual comparison of predicted poses on different scenes of the MV-YCB
SymMovCam dataset. The seven rows show the first three views which are used for the
multi-view methods and four different pose visualizations using the first view as reference.
Due to the strong occlusions, only the poses of eight of the most challenging objects are
depicted, including the symmetric objects bowl (blue), wood block (yellow), large clamp
(red), extra large clamp (green), foam brick (orange), and the non-symmetric objects tuna
fish can (gray), banana (cyan), and gelatin box (magenta).
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4.8.5 Keypoint Visualization

Figure 4.10 shows the predicted keypoints of FFB6D and our SyMFM6D network for
all objects in a YCB-Video scene. We additionally visualize the keypoint proposals of
each object in individual colors. The resulting predicted keypoints are white, the target
keypoints are black. The figure provides visual evidence that both FFB6D and SyMFM6D
predict very accurate keypoints on all non-symmetric objects. However, FFB6D fails to
predict accurate keypoints on the large clamp which has one discrete rotational symmetry.
This shortcoming of FFB6D is also apparent for other symmetric objects. We believe
that this is caused by the ambiguities of the object poses resulting in ambiguous target
keypoints which results in averaging over the multiple solutions given by the symmetry.
Therefore, the training loss is minimized when predicting keypoints on the symmetric
axis rather than predicting them on the desired target locations. SyMFM6D, in contrast,
overcomes this problem due to our novel symmetry-aware training procedure as it can be
seen in figure 4.10b.

(a) FFB6D (b) SyMFM6D

Figure 4.10: Visualization of the predicted keypoints on single frames of the YCB-Video
dataset. The estimated keypoint proposals are depicted as small colored points with
an individual color for each object class: bleach cleanser (gray), cracker box (green),
power drill (magenta), sugar box (brown), and large clamp (cyan). The resulting keypoint
predictions are highlighted as white circles with red center points. The target keypoints
are black circles with yellow center points.
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4.9 Runtime for MV6D and SyMFM6D

We provide the runtimes of our methods MV6D and SyMFM6D for different numbers of
views from the YCB-Video dataset in table 4.7 and table 4.8 respectively. The network
forward time includes the 3D keypoint offset prediction, the center point offset prediction,
and the prediction of semantic labels. The pose estimation time represents the time for
applying the mean shift clustering algorithm and the least-squares fitting algorithm for
computing the 6D pose of a single object. Please note that the usage of the symmetry-aware
loss does increase the training time slightly, but it does not affect the runtime. The runtimes
are measured using a single GPU of type NVIDIA Tesla V100 with 32 GB of memory.

The results in the tables reveal a significant speedup of SyMFM6D compared to MV6D
with total times being reduced by approximately 60 %. This is due to the faster network
inference of SyMFM6D. Its network forward times are almost one-third compared to
MV6D. The pose estimation time of both methods are identical as the same algorithms
are used in the associated modules.

Number of Views Network Forward Time Pose Estimation Time Total Time

1 135 ms 14 ms 149 ms
2 270 ms 19 ms 289 ms
3 400 ms 25 ms 425 ms
4 530 ms 30 ms 560 ms
5 660 ms 36 ms 696 ms

Table 4.7: Runtimes of MV6D for a different number of input views from the YCB-Video
dataset.

Number of Views Network Forward Time Pose Estimation Time Total Time

1 46 ms 14 ms 60 ms
2 92 ms 19 ms 111 ms
3 138 ms 25 ms 163 ms
4 184 ms 30 ms 214 ms
5 230 ms 36 ms 266 ms

Table 4.8: Runtimes of SyMFM6D for a different number of input views from the
YCB-Video dataset.
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4.10 Conclusion

In this chapter, we have presented two novel deep learning methods for multi-view 6D
pose estimation based on RGB-D data, namely MV6D and SyMFM6D. Both methods
incorporate different strategies for fusing RGB and depth data from multiple RGB-D
recordings showing very cluttered object scenes. Based on the fused features, MV6D and
SyMFM6D predict 3D keypoints, 3D center points, and semantic labels, which are used
to compute the 6D poses of all objects in the scene using a least-squares fitting algorithm.
We have additionally proposed a novel method for predicting predefined 3D keypoints of
symmetric objects relying on a symmetry-aware objective function.

To examine the strengths and limitations of our methods, we have utilized challenging
real-world data and created four novel photorealistic datasets showcasing cluttered scenes
with multiple RGB-D cameras from very different perspectives. Our experiments
demonstrate that our first method MV6D outperforms the previous state-of-the-art in
multi-view 6D pose estimation significantly on these datasets. FFB6D yields an even
higher accuracy while being computationally more efficient. Besides, we show that our
symmetry-aware training procedure improves the 6D pose estimation accuracy of both
symmetric and non-symmetric objects due to synergy effects resulting in exceeding the
previous state-of-the-art in single-view 6D pose estimation. Moreover, we demonstrate
the robustness of our methods towards inaccurately known camera poses and variable
camera arrangements.
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Chapter 5

Deep Hierarchical Variational

Autoencoding for RGB Image Fusion

This chapter investigates novel data fusion approaches to combine multiple imperfect
visual data inputs while considering uncertainty and prior knowledge about the data.
Parts of this chapter are taken from my publication “FusionVAE: A Deep Hierarchical
Variational Autoencoder for RGB Image Fusion” [Duf+22], written by Fabian Duffhauss,
Ngo Anh Vien, Hanna Ziesche, and Gerhard Neumann, which has been presented at
the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS) 2022.
Please refer to the third main row of tables 1.1 and 1.2 to see the fusion modalities and
most important challenges addressed in this chapter in comparison to the other main
chapters.

5.1 Introduction

Sensor fusion is a popular technique in computer vision as it allows to combine the
individual advantages of multiple information sources. It is especially gainful in scenarios
where a single sensor is not able to capture all necessary data to perform a task satisfactorily.
Over the last years, we have seen many examples, where the accuracy of computer vision
tasks was significantly improved by sensor fusion, e.g. in environmental perception for
autonomous driving [Che+17c; Ku+18; Yoo+20], for 6D pose estimation [Wan+19;
He+20; He+21], and for robotic grasping [Zha+17a; Wan+20]. However, traditional
fusion methods usually focus more on the beneficial merging of multiple modalities and
less on teaching the model to obtain profound prior knowledge about the used dataset.

Our work tries to fill in this research gap by proposing a deep hierarchical variational
autoencoder called FusionVAE that is able to perform both tasks: fusing information from
multiple sources and supplementing it with prior knowledge about the data gained while
training. As shown in figure 5.1, FusionVAE merges a varying number of input images
for reconstructing the original target image using prior knowledge about the dataset. To
the best of our knowledge, FusionVAE is the first approach that combines these two tasks.
Therefore, we developed three challenging benchmarks based on well-known computer
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FusionVAE

Inputs Target Predictions

Figure 5.1: Overview of our FusionVAE approach. The network receives up to three partly
occluded input images, fuses them together with prior knowledge, and predicts different
hypotheses of how the target images could look like.

vision datasets to evaluate the performance of our approach. In addition, we perform
comparisons to baselines by extending traditional approaches to perform the same tasks.
FusionVAE outperforms all these traditional methods on all proposed benchmark tasks
significantly. We show that FusionVAE can generate high-quality images given few input
images with partial observability. We provide ablation studies to illustrate the impact
of commonly used information aggregation operations and to prove the benefits of the
employed posterior distribution.

We can summarize the four main contributions of our work in this field as follows:

• We create three challenging image fusion tasks for generative models.

• We develop a deep hierarchical VAE called FusionVAE that is able to perform
image-based data fusion while employing prior knowledge of the used dataset.

• We show that FusionVAE produces high-quality fused output images and outperforms
traditional methods by a large margin.

• We perform ablation studies showing the benefits of our design choices regarding
both the posterior distribution and commonly used aggregation methods.

5.2 Related Work

In this section, we present related work about image generation, image fusion, and image
completion. Please refer to section 2.5.1 for further details about the fundamentals of
VAEs including related work.

102



5.2 Related Work

5.2.1 VAE-based Image Generation

VAEs are powerful networks that are able to compress the essence of datasets in a small
latent space while being able to exploit it for generative tasks [KW14]. However, the
standard VAE is limited in capacity and expressiveness and thus, when applied to image
generation leads to over-smoothed results lacking fine-grained details. Over the last years,
much work has been invested into the effort of improving the generative performance of
VAEs. One stream of work is based on introducing a hierarchy into the latent space of the
VAE and scaling this hierarchy to greater and greater depth. First introduced in [Søn+16]
many hierarchical VAEs are based on coupling the inference and generative processes
by introducing a deterministic bottom-up path combined with a stochastic top-down
process in the inference network and sharing the latter with the generative model. This
setting has been extended by an additional deterministic top-down path and bidirectional
inference in [Maa+19]. Recently, very deep hierarchical VAEs were realized in [Chi21]
by introducing residual bottlenecks with dedicated scaling, update skipping, and nearest
neighbor up-sampling. Closest to our work is the recently proposed NVAE architecture
[VK20], which relies on depth-wise convolution, residual posterior parametrization, and
spectral regularization to enhance stability.

Other approaches propose increasing the expressiveness of VAEs by combining them
with auto-regressive models like RNNs or PixelCNNs [Che+17a; Gul+17; Sad+19;
Gre+15], conditioning contexts (CVAE) [SLY15; Wal+16], normalizing flows [Kin+16b],
GANs [Lar+16; Par+21], or variational generative adversarial networks (CVAE-GANs)
[Bao+17].

5.2.2 Fusion of Multiple Images

Image fusion has been dominated by classical computer vision for a long time. Only
lately deep learning methods have entered the domain starting with the CNN-based
approach proposed by Liu et al. [Liu+17b]. In a subsequent publication, the authors have
extended their work to a multi-scale setting [Liu+17a]. Shortly afterwards, Prabhakar
et al. have developed a fusion method based on a siamese network architecture, called
DeepFuse [PSB17] which was improved in subsequent work [LW18] by employing the
DenseNet architecture [Hua+17]. Concurrently, Li et al. [LWK18] have proposed a
fusion architecture based on VGG [SZ15] and another one [LWD19] based on ResNet-50
[He+16] in order to scale to even greater depth. The aforementioned methods use CNNs
as feature extractors and as decoders, while the fusion operations themselves are restricted
to classical methods like averaging or addition of feature maps or weighted source images.
A fully CNN-based feature-map fusion mechanism has been proposed in [Jun+20].

While all previous publications target only a specific fusion task (e.g. multi-focus fusion,
multi-resolution fusion, etc.) or were limited to specific domains (e.g. medical images),
two very recent works propose novel multi-purpose fusion networks, which are applicable
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to many fusion tasks and image types [Xu+20b; Zha+20a]. Very recently also GAN-based
methods entered the domain of image fusion, starting with the work by Ma et al. on
infrared-visible fusion [Ma+20a; Ma+19a] and with [Ma+20b; Xu+19] on multi-resolution
image fusion. Most recent are two publications on GAN-based multi-focus image fusion
[Guo+19; Hua+20]. While GAN-based approaches can generate high-fidelity images, it is
known that they suffer from the mode collapse problem. VAE-based methods in contrast
are known to generate more faithful data distribution [VK20]. Different from previous
work, this paper proposes a VAE-based multi-purpose fusion framework.

5.2.3 Image Completion

Similar to image fusion, image completion (also called image inpainting) has faced
significant advancements since the emergence of deep learning methods. First approaches
based on simple MLPs [Köh+14] or CNNs [Gu+18] were targeted only to fill small holes
in an image. However, with the introduction of GANs [Goo+14], the area quickly became
dominated by GAN-based approaches, starting with the context encoders presented by
Pathak et al. [Pat+16]. Many subsequent papers proposed extensions to this model in
order to obtain fine-grained completions while preserving global coherence by introducing
additional discriminators [ISI17], searching for closest samples to the corrupted image
in a latent embedding space conditioning on semantic labels [Son+18b], or designing
additional specialized loss functions [Li+17]. High-resolution results were obtained
recently by multi-scale approaches [Yan+17], iterative upsampling [Zen+20b], and the
application of contextual attention [Yu+18; Son+18a; Yan+18]. Another stream of current
work focuses on multi-hypothesis image completion, leveraging probabilistic problem
formulations [ZCC19; MMG21].

5.3 Conditional Generative Models for Image Fusion

We propose a deep hierarchical conditional variational autoencoder, called FusionVAE
(Fusion Variational Auto-Encoder), that is able to fuse information from multiple sources
and to infer the missing information in the images from a prior learned from the dataset.
To the best of our knowledge, it is the first model that combines the generative ability of a
hierarchical VAE to learn the underlying distribution of complex datasets with the ability
to fuse multiple input images.

5.3.1 Problem Formulation

We consider image fusion problems that are concerned with generating the fused target
image from multiple source images. Each source image contains partial information of
the target image and the goal of the task is to recover the original target image given a
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finite set of source images. In particular, we denote the target image as y and the set of K

source images as context x = {x1, . . . , xK}, where each xi is one source image. Given
training sample (x, y), we aim to maximize the conditional likelihood p(y |x).

Please refer to sections 2.5.1 to 2.5.1 for fundamentals about standard VAEs, CVAEs,
and hierarchical VAEs upon which we build our work.

5.3.2 Training Objective Derivation

As previously mentioned, our approach is designed to maximize the conditional likelihood
pθ(y |x). However, optimizing this objective directly is intractable. Therefore, we derive a
variational lower bound as follows.

We start with the KL divergence between the approximate posterior distribution qφ(z |y)

and the true posterior distribution pθ(z |x, y),

KL(qφ(z |y)| |pθ(z |x, y)) ≥ 0. (5.1)

Next, we apply the Bayes’s theorem to obtain

−

∫
qφ(z |y) log

pθ(y |x, z)pθ(z |x)

pθ(y |x)qφ(z |y)
dz ≥ 0. (5.2)

This is equivalent to

−Eqφ(z |y)[log pθ(y |x, z)] − KL(qφ(z |y)| |pθ(z |x))

+

∫
qφ(z |y) log pθ(y |x)dz ≥ 0.

(5.3)

The conditional log-likelihood log pθ(y |x) can be moved out from the third integral
component and leaves the integral becoming 1. Thus, we obtain the variational lower
bound of the conditional log-likelihood

log pθ(y |x) ≥ Eqφ(z |y)[log pθ(y |x, z)] + KL(qφ(z |y)| |pθ(z |x)). (5.4)

As we propose a hierarchical VAE, we split the latent variables z into L disjoint groups
z1, . . . , zL . Furthermore, we introduce annealing parameters β and αl that control the
warming-up of the KL terms as in [VK20]. This leads to the improved variational lower
bound of our FusionVAE

log pθ(y |x) ≥ Eqφ(z |y)[log pθ(y |x, z)]

− β

L∑
l=1

αlEqφ(z<l |y)[KL(qφ(zl |y, z<l)| |pθ(zl |x, z<l))]

= ELBOFusionV AE (x, y).

(5.5)
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Inspired by [Søn+16], we increase β linearly from 0 to 1 during the first few training epochs
to start training the reconstruction before introducing the KL term, which is increased
gradually. αl is a KL balancing coefficient as in [Vah+18] that is used during the warm-up
period to encourage the equal use of all latent groups and to avoid posterior collapse.

5.3.3 Network Architecture

Figure 5.2 illustrates the network architecture of our FusionVAE for training. It is built in
a hierarchical way inspired by [VK20]. In each latent hierarchy l ∈ 1, . . . , L we have a
set of feature maps f l x , f ly and latent distributions pl , ql .
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Figure 5.2: Overview of the proposed FusionVAE network architecture. h is a trainable
parameter vector, ⊕ denotes concatenation, ⊕ max aggregation, and ⊕ pixel-wise addition.
rr is a residual network like in [VK20]. The dotted lines between the residual networks

indicate shared parameters.

FusionVAE consists of four parts including three main networks and a latent space,
each highlighted by a gray box. The first gray box contains the context encoder network
that obtains a stack of source images x and employs residual cells [He+16] as in [VK20]
to extract features f l x . Thus, it models the conditional prior distribution pφ(zl |x, z<l).

The second gray box shows the target encoder network that encodes the target image y

into the feature map f ly using the same residual cells as the context encoder. Thus, it
models the approximate posterior distribution qφ(z |y)

The third gray box illustrates the latent space comprising the L latent groups which
contain the prior distributions pφ(zl |x, z<l) (denoted p1, ..., pL in figure 5.2) and the
approximate posterior distributions qφ(zl |y, z<l) (denoted q1, ..., qL in figure 5.2).

The fourth gray box contains the generator network pθ(y |x, z) that aims to reconstruct
the target image y by creating different output samples ŷ. It employs a trainable parameter
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vector h, concatenates the information from all hierarchies, and decodes them using
residual cells.

In each latent hierarchy, we aggregate the context features f l x using pixel-wise max
aggregation. In all but the first hierarchy, we pixel-wisely add the corresponding feature
map from the generator network to the aggregated context features and to the target
image features fly. Using 2D convolutional layers, we learn the prior distributions pl

and the approximate posterior distributions ql . We propose to use the approximate
posterior distributions ql as target distributions in order to learn good prior distributions pl .
Therefore, qφ(zl |y, z<l) is created from the target image features fly as well as information
from the generator network.

During training the generator network aims to create a prediction ŷ based on samples
of the posterior distributions ql and a trainable parameter vector h.

For evaluation, we can omit the target image input y and sample from the prior
distributions pl . In case no input image is given, we set p1 to a standard normal
distribution. Based on the samples and the trainable parameter vector h, our FusionVAE
can generate new output images.

5.4 Experimental Setup

To evaluate our approach, we have conducted a series of experiments on three different
datasets using data augmentation. Furthermore, we have adapted traditional architectures
for solving the same tasks in order to compare our results. Finally, we perform an ablation
study to show the effects of specific design choices.

5.4.1 Datasets

For training and evaluating our approach, we have created three novel fusion datasets based
on the datasets MNIST [LeC98], CelebA [Liu+15], and T-LESS [Hod+17] as described
in the following.

FusionMNIST. Based on the MNIST dataset [LeC98], we have created an image
fusion dataset called FusionMNIST. For each target image, it contains different noisy
representations where only random parts of the target image are visible. The first three
columns of figure 5.3 show different examples of FusionMNIST corresponding to the
target images in the fourth column. To generate FusionMNIST, we have applied zero
padding to all MNIST images to obtain a resolution of 32 × 32. For creating a noisy
representation, we generated a mask composed of the union of a varying number of
ellipses with random sizes, shapes, and positions. All parts of the given images outside
the mask are blackened. Finally, we added Gaussian noise with a fixed variance and clip
the pixel values afterwards to stay within the interval [0, 1].
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FusionCelebA. We have generated a similar fusion dataset based on the aligned and
cropped version of CelebA [Liu+15] which we call FusionCelebA. Figure 5.4 depicts
different example images in the first three columns which belong to the target image in
the fourth column. To generate FusionCelebA, we center-cropped the CelebA images
to 148 × 148 before scaling them down to 64 × 64 as proposed by [Lar+16]. As in
FusionMNIST, we created different representations by using masks based on random
ellipses.

FusionT-LESS. A promising application area for our FusionVAE is robot vision. Scenes
in robotics settings can be very difficult to understand due to texture-less or reflective
objects and occlusions. To examine the performance of our FusionVAE in this area, we
have created an object dataset with challenging occlusions based on T-LESS [Hod+17]
which we call FusionT-LESS. To generate FusionT-LESS, we used the real training images
of T-LESS and take all images of classes 19 – 24 as the basis for the target images.
This selection contains all objects with power sockets and therefore images with many
similarities. Every tenth image is removed from the training set and used for evaluation.
In order to create challenging occlusions, we cut all objects from images of other classes
using a Canny edge detector [Can86] and overlay each target image with a random number
between five and eight cropped objects. We selected all images from classes 1, 2, 5 – 7,
11 – 14, and 25 – 27 as occluding objects for training and classes 3, 4, 8 – 10, 15 – 18, and
28 – 30 for evaluation.

5.4.2 Data Augmentation

During training, we apply different augmentation methods on the datasets to avoid
overfitting. For FusionMNIST, we apply the elliptical mask generation and the addition of
Gaussian noise live during training so that we obtain an infinite number of different fusion
tasks. For FusionT-LESS, almost the entire creation of occluded images is performed
during training. We apply horizontal flips, rotations, scaling, and movement of target
and occluding images with random parameters before composing the different occluded
representations. Solely the object cutting with the Canny edge detector is performed
offline as a pre-processing step to keep the training time low. For FusionCelebA, we apply
a horizontal flip of all images randomly in 50 % of all occasions, and also the elliptical
mask generation is done live during training.

5.4.3 Architectures for Comparison

To the best of our knowledge, FusionVAE is the first fusion network for multiple images
with a generative ability to fill areas without input information based on prior knowledge
about the dataset under consideration. Due to the absence of another suitable model from
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the literature which would allow a fair comparison on our multi-image fusion benchmarks,
we compare our approach with standard architectures that we adapted to support our tasks.

The first architecture for comparison is a CVAE with residual layers as employed in
[VK20]. We use a shared encoder for processing the input images and applied max
aggregation before the latent space as we did in our FusionVAE. The second architecture
for comparison is a Fully Convolutional Network (FCN) with a shared encoder and max
aggregation before the decoder.

For both baseline architectures, we created a version with skip connections (denoted as
+S) and a version without. When using skip connections, we applied max aggregation
at each shortcut for merging the features from the encoder with the decoder’s features.
To allow for a fair comparison, we designed all architectures so that they have a similar
number of trainable parameters.

5.4.4 Training Procedure

We have trained all networks in a supervised manner using the augmented target images y

as described in section 5.4.2. In order to teach the networks both to fuse information from
a different number of input images and to learn prior knowledge about the dataset, we
varied the number of input images x during the entire training. Specifically, we selected a
uniformly distributed random number between zero and three for each batch.

5.4.5 Implementation Details of FusionVAE

For FusionMNIST and FusionT-LESS, we model the decoder’s output by pixel-wise
independent Bernoulli distributions. For FusionCelebA, we use pixel-wise independent
discretized logistic mixture distributions as proposed by Salimans et al. [Sal+17].

The residual cells of the encoder are composed of batch normalization layers [IS15],
Swish activation functions [RZL18], convolutional layers, and Squeeze-and-Excitation
(SE) blocks [HSS18] as proposed in [VK20]. In the decoder, we also follow [VK20]
and build the residual cells out of batch normalization layers, 1x1 convolutions, Swish
activations, depthwise separable convolutions [Cho17], and SE blocks. However, we
omitted normalizing flow because in our experiments it showed to increase the training
time without improving the prediction accuracy significantly.

For each dataset, we have chosen the size of our FusionVAE architecture individually
to achieve acceptable accuracy while keeping the training time reasonable. Table 5.1
provides details about the used hyperparameters and further properties of our experiments.

In general, the number of latent groups L should be chosen depending on the complexity
of the task at hand. We made our decision based on the L of the NVAE [VK20] but
reduced it for computational reasons. For FusionCelebA and FusionT-LESS, we use 17
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Hyperparameter FusionMNIST FusionCelebA FusionT-LESS

# latent groups per scale 5, 2 10, 5, 2 10, 5, 2
Spatial dimensions of zl per scale 42, 82 82, 162, 322 82, 162, 322

# channels in zl 10 20 20
# GPUs 2 4 2
# training epochs 400 90 500
Batch size 800 32 32
Training time 4 h 48 h 28 h

Table 5.1: Main hyperparameters and characteristics of our experiments with FusionVAE.

latent groups, and for FusionMNIST only seven. Using more latent groups improves the
results but increases the computational effort significantly.

For all experiments, we used GPUs of type NVIDIA Tesla V100 with 32 GB of memory
and trained with an AdaMax optimizer [KB15]. We applied a cosine annealing schedule
for the learning rate [LH17] starting at 0.01 and ending at 0.0001.

5.4.6 Evaluation Metrics

For evaluation, we estimate the Negative Log-Likelihood (NLL) in Bits Per Dimension
(BPD) using weighted importance sampling [BGS16]. We use 100 samples for all
experiments with FusionCelebA as well as FusionT-LESS and 1000 samples for Fusion-
MNIST. Since we cannot estimate the NLL of the FCN, we used the minimum over all
samples of the mean squared error (MSEmin) as a second metric.

5.5 Results

This section presents and discusses the quantitative and qualitative results of our research
in comparison to the baseline methods mentioned in section 5.4.3.

5.5.1 Quantitative Results

Tables 5.2 to 5.4 show the NLL and the MSEmin of all architectures on FusionMNIST,
FusionCelebA, and FusionT-LESS respectively. The results are divided into the results
based on zero to three input images and the average (avg) of it. We see that our FusionVAE
outperforms all baseline methods on average. Regarding the NLL, our model surpasses
the others additionally for 0 and 1 input images. For 2 and 3 images, CVAE+S reaches
sometimes slightly better NLL values. However, our approach reaches the best MSEmin

values for each number of input images.
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NLL in 10−2 BPD MSEmin in 10−2

0 1 2 3 avg 0 1 2 3 avg

FCN 10.99 5.81 5.78 5.79 7.25
FCN+S 5.80 3.74 2.54 1.78 3.56
CVAE 17.81 15.01 14.07 13.61 15.23 3.83 1.72 1.05 0.80 1.93
CVAE+S 18.43 14.57 13.18 12.30 14.77 3.62 1.75 1.19 0.97 1.95
FusionVAE 15.93 14.17 13.70 13.48 14.39 3.14 0.99 0.74 0.65 1.45

Table 5.2: Results on the FusionMNIST dataset. The columns show the metric outcomes
for zero to three input images (denoted as 0, 1, 2, 3) together with an average (avg). The
best results are printed in bold.

NLL in 10−2 BPD MSEmin in 10−2

0 1 2 3 avg 0 1 2 3 avg

FCN 13.77 14.82 13.10 11.24 13.23
FCN+S 12.56 8.96 6.06 4.09 7.92
CVAE 446.0 280.1 273.5 266.5 316.7 9.23 3.46 2.27 1.55 4.14
CVAE+S 525.0 270.1 233.5 203.5 308.3 11.08 5.49 3.66 2.57 5.71
FusionVAE 248.1 227.6 231.2 228.7 233.9 5.11 0.88 0.86 0.84 1.93

Table 5.3: Results on the FusionCelebA dataset. The best results are printed in bold.

NLL in 10−2 BPD MSEmin in 10−2

0 1 2 3 avg 0 1 2 3 avg

FCN 5.83 3.34 2.37 1.82 3.35
FCN+S 8.06 1.84 1.13 0.74 2.97
CVAE 25.24 23.73 22.70 23.13 23.71 5.57 1.54 0.77 0.37 2.08
CVAE+S 26.08 24.94 23.98 23.95 24.75 4.95 2.50 1.77 1.19 2.62
FusionVAE 24.18 23.07 22.23 22.88 23.10 4.11 0.59 0.32 0.19 1.32

Table 5.4: Results on the FusionT-LESS dataset. The best results are printed in bold.
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5.5.2 Qualitative Results

The outstanding performance of our architecture in comparison to the others is also
obvious when looking at the qualitative results in figures 5.3 to 5.5. For every row, these
figures show the input, target, and up to three output predictions for all architectures. For
the FCN, we depict just a single output prediction per row as all of them look almost
identical.

In the first three rows when the network does not receive any input image, we see that
our network provides very realistic images. This indicates that it is able to capture the
underlying distribution of the used datasets very well and much better than the other
architectures. Due to the difficulty of the FusionT-LESS dataset, none of the models is
able to produce realistic images without any input. Still our model shows much better
performance in generating object-like shapes. In case the models receive at least one
input image (cf. rows 4 – 12), all architectures are able to extract the available information
from the given input images. In addition, all VAE approaches, ours included, are able to
complete the given input data based on prior knowledge. It is clearly visible, however, that
the predictions of our model are much more realistic than the ones of the standard CVAE
approaches especially for the more difficult datasets like FusionCelebA and FusionT-LESS.

Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure 5.3: Prediction results of the different architectures on the FusionMNIST dataset
for zero to three input images.
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Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure 5.4: Prediction results of the different architectures on the FusionCelebA dataset
for zero to three input images.
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Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure 5.5: Prediction results of the different architectures on the FusionT-LESS dataset
for zero to three input images.
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5.5.3 Ablation Studies

We conducted ablation studies to show the effect of certain design choices, such as the
selection of the approximate posterior distribution and the selection of the aggregation
method used within the architecture of FusionVAE. All experiments are run on the
FusionCelebA dataset.

Table 5.5 compares the performance of our FusionVAE for two different approximate
posterior distributions qφ. The approximate posterior we selected for our FusionVAE
qφ(y), depends only on the given target image y. It performs slightly better on average
compared to the same method using a posterior qφ(x, y) that is computed based on the
input images x as well as the target image y. However, the latter approach is superior
when fusing two or three input images.

NLL in 10−2 BPD MSEmin in 10−2

0 1 2 3 avg 0 1 2 3 avg

qφ(x, y) 309.2 246.8 211.1 180.5 237.0 5.04 1.50 0.95 0.66 2.04
qφ(y) 248.1 227.6 231.2 228.7 233.9 5.11 0.88 0.86 0.84 1.93

Table 5.5: Ablation study for the approximate posterior distribution of FusionVAE,
evaluated on the FusionCelebA dataset. The best results are printed in bold.

Table 5.6 shows the performance of different aggregation methods which are applied
to create the prior distributions pl of every latent group. In our FusionVAE, the prior is
created by fusing the input image features fl x using max aggregation (MaxAgg) and adding
them to the decoded features of the same latent group before applying a 2D convolution.
We abbreviate that method with MaxAggAdd.

NLL in 10−2 BPD MSEmin in 10−2

0 1 2 3 avg 0 1 2 3 avg

MaxAggAdd 248.1 227.6 231.2 228.7 233.9 5.11 0.88 0.86 0.84 1.93

MeanAggAdd 270.9 223.3 216.4 214.4 231.3 5.41 1.00 0.79 0.70 1.98
BayAggAdd 970.7 294.0 291.4 291.5 462.6 6.03 5.17 5.10 5.12 5.36
MaxAggAll 249.6 236.0 223.9 212.7 230.6 6.15 2.82 1.84 1.30 3.03
MeanAggAll 252.7 235.2 222.2 213.5 230.9 6.19 2.39 1.52 1.13 2.81
BayAggAll 255.6 568.3 414.7 1376.9 653.3 5.10 4.24 1.96 1.39 3.18

Table 5.6: Ablation study for different aggregation methods within the FusionVAE
architecture, evaluated on the FusionCelebA dataset. The best results are printed in bold.

In addition to MaxAgg, we examined mean aggregation (MeanAgg) and Bayesian
aggregation (BayAgg) [Vol+20] for comparison. Please refer to section 2.4.2 for more
details about these aggregation methods.
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For each aggregation principle, we have tried two different versions:

1. Aggregation of the input image features f l x adding the corresponding information
from the decoder in a pixel-wise manner (denoted by suffix Add).

2. Directly aggregating all features, i.e. both input image features f l x and decoder
features (denoted by suffix All).

For creating the prior pi when using BayAgg, we moved the 2D convolutions before
the aggregation in order to create the parameter vectors µ and σ of a latent Gaussian
distribution. Unlike MaxAgg and MeanAgg, BayAgg directly outputs a new Gaussian
distribution that does not need to be processed any further by a convolution.

We can see that all variations of mean aggregation and max aggregation are significantly
better than Bayesian aggregation. Also, their training procedures are less often impaired
due to numeric instabilities. Interestingly, the NLL values of mean aggregation and max
aggregation are very similar independent of whether the aggregation is performed on all
features or not. However, the MSEmin is much better for the aggregation with addition.

Input Target MaxAggAdd MeanAggAdd MaxAggAll MeanAggAll

Figure 5.6: Prediction results of the different mean and max aggregation methods on the
FusionCelebA dataset for zero to three input images.

Since the expressiveness of the metrics is limited, we provide additional visualizations
of this ablation study for both aggregation methods with pixel-wise addition (ADD) and
when aggregating all features (ALL) in figure 5.6. Even though the NLL is very similar,
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the results of the aggregation of all features (MaxAggAll and MeanAggAll) are much more
blurry than the results of the aggregation with addition (MaxAggAdd and MeanAggAdd).
This is in conformity with the MSEmin results. It indicates that the NLL alone is not always
the best metric to assess the visual closeness to real faces. When carefully examining
the images of the addition aggregations, you could argue that the predictions with zero
input images look slightly more realistic for max aggregation while for three input images,
mean aggregation seems to be marginally better. This again confirms the validity of the
MSEmin results even though the NLL results are also in accordance with this comparison.

5.6 Conclusion

In this chapter, we have presented a novel deep hierarchical variational autoencoder
for generative image fusion, called FusionVAE. Our approach fuses multiple corrupted
input images together with prior knowledge obtained during training. We have created
three challenging image fusion benchmarks based on common computer vision datasets.
Moreover, we have implemented four standard methods that we have modified to support
our tasks. We show that our FusionVAE outperforms all other methods significantly while
having a similar number of trainable parameters. The predicted images of our approach
look very realistic and incorporate the given input information almost perfectly. During
ablation studies, we have revealed the benefits of our design choices regarding the applied
aggregation method and the used posterior distribution. In future work, our research could
be extended by enabling the fusion of different modalities e.g. by using multiple encoders.
Additionally, an explicit uncertainty estimation could be implemented that helps to weight
the impact of input information according to its uncertainty. Please refer to section 6.3 for
more conclusions and ideas for future work.
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Chapter 6

Conclusion and Future Work

Over the last couple of years, deep learning approaches have predominantly overtaken
traditional methods for environmental perception tasks of automated systems, including
robots and automated vehicles. For further improving perception algorithms, sensor data
fusion is an increasingly popular technique which has experienced significant advancements
recently. Another trend is multi-task learning which can exploit synergy effects between
multiple related tasks, reduce computational complexity, and increase inference speed.
However, combining these three trends into a deep data fusion approach for multi-task
learning is very challenging. Previous methods have severe limitations e.g. regarding their
accuracy in complex environments with many occlusions, regarding their generalization
on real-world data, or regarding their runtime. This opens up many promising research
directions which are targeted in this dissertation. The following three sections conclude
the main findings of this work and present promising avenues for further investigation.

6.1 Deep Temporal Point Cloud Fusion and Multi-task

Learning for Automated Driving Perception

Chapter 3 addresses the problems of temporal point cloud fusion and multi-task learning
using deep learning techniques for LiDAR point clouds in the automotive domain. As
LiDAR point clouds are very large while involving an increased sparsity of points with
increased distance, we have studied approaches compressing information from dense areas
while retaining information from sparse areas.

In this context, we have presented a novel end-to-end trainable network for simultaneous
LiDAR-based 3D object detection and scene flow estimation, called PillarFlowNet. We
have proposed to employ two pillar-based feature encoding networks based on PointNets
[Qi+17a] to efficiently learn compact feature representations of two consecutively acquired
point clouds, coping with the challenging properties of large and sparse LiDAR point clouds.
A subsequent fully 2D convolutional backbone network fuses the learned representations,
avoiding computationally expensive 3D convolutions.
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In comprehensive experiments on the KITTI Object Tracking dataset, extended for
scene flow estimation, we have demonstrated the superiority of PillarFlowNet compared
to previous work in terms of runtime and accuracy. Through the efficiency of the deployed
pillar-based feature encoder network and the 2D convolutional backbone networks, Pillar-
FlowNet is the first real-time capable method for simultaneous 3D object detection and
scene flow estimation.

As a potential direction for future work, it would be auspicious to integrate the recent
advancements in point cloud encoding, e.g. presented in PointTransformer [Zha+21c],
PointMLP [Ma+22], PointNeXt [Qia+22], or PointVector [Den+23]. All these methods
have led to significant improvements in diverse scene understanding tasks by introducing
self-attention layers, improved training strategies, enhanced local feature aggregation, or
effective model scaling strategies.

After completing the main research experiments on the KITTI Object Tracking dataset,
a few novel datasets for autonomous driving have become popular, such as nuScenes
[Cae+20], Argoverse [Cha+19], Argoverse 2 [Wil+21] and the Waymo Open Dataset
[Sun+20]. As all of them provide LiDAR point clouds annotated for 3D object detection
and ego-motion, they could be extended for scene flow estimation in the same way we
computed scene flow ground truth for the KITTI Object Tracking dataset. Each of these
datasets incorporates slightly different challenges in comparison to the KITTI dataset that
could be addressed in future research. For example, nuScenes contains data recorded not
only in clear weather scenarios with good illumination, but also at nighttime, and in rainy,
cloudy, and sunny scenarios [Cae+20]. In contrast, Argoverse provides LiDAR point
clouds with a range up to 200 m which is roughly twice as much as in KITTI or nuScenes,
enabling to address the limited accuracy of most methods for 3D object detection beyond
50 m [Cha+19]. Also the domain transfer between different LiDAR sensors could be
examined.

Our proposed approach relies on a large-scale annotated dataset with labeled scenes for
3D object detection and scene flow estimation. To reduce this dependability on expensive
data, future work could employ self-supervised pre-training. Related work has recently
shown the benefit of self-supervised pre-training for many applications including scene
flow estimation [MOH20; Li+22b] and 3D object detection [Lia+21; Erç+22]. A common
pre-training objective for point cloud sequences is a cycle consistency loss that given two
consecutive point clouds incorporates two scene flow estimation steps forward and reverse
in time to create a cycle ensuring the estimated scene flow is consistent in time. After
thoroughly pre-training the network, a much lower amount of annotated data is required
for fine-tuning the network. Furthermore, this can significantly improve the accuracy and
generalization ability.

Another direction for future work would be the extension of our method to additional
modalities, such as radar data or camera data. As each sensor modality has its individual
advantages as presented in section 2.1, a combination has the potential to further improve
the accuracy for 3D object detection and scene flow estimation. This becomes increasingly
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relevant for achieving robustness in scenarios with extreme lighting or adverse weather
conditions where a LiDAR sensor alone cannot provide sufficiently reliable information.

As scene flow estimation is a point-wise regression task, an extension of our method to
additional point-wise regression tasks might be beneficial in terms of synergy effects. For
instance, Baur et al. [Bau+21] recently showed that combining scene flow estimation with
motion segmentation, i.e. classifying all points in a scene into static and dynamic points,
can improve the scene flow accuracy. Another point-wise regression task interesting to
combine with scene flow estimation would be 3D semantic segmentation. Recently, Unal
et al. [UVD21] have demonstrated the benefits of 3D object detection for improving 3D
semantic segmentation. However, the performance of their 3D object detection deteriorates
slightly in this case, opening up the research question of how 3D object detection can
benefit from 3D semantic segmentation.

Furthermore, the combination of scene flow estimation with ego-motion prediction
could be examined in greater detail. As ego-motion corresponds to the inverse of the
static scene flow, there might be synergy effects when combining these two tasks in a
sophisticated way. Also, the time horizon could be increased from two LiDAR frames
to more in order to fully exploit the available information in previous frames. This has
great potential to improve the detection accuracy in difficult scenarios, for instance when
objects are highly occluded or when the sensor data is unreliable due to noise, adverse
weather, challenging lighting, or data point sparsity.

6.2 Multi-View RGB-D Fusion for 6D Pose Estimation

Chapter 4 investigates fusion strategies for combining RGB-D data from multiple perspec-
tives showcasing the same cluttered scene. Within the scope of this research, we have
devised two novel deep learning methods called MV6D and SyMFM6D for multi-view 6D
object pose estimation. Both methods combine the depth data from all given perspectives
into a single point cloud. We have developed and evaluated different feature extraction
and fusion methodologies for combining the RGB data and the point cloud data effectively.
Based on a compact feature representation of the scene, both methods employ an instance
semantic segmentation and a 3D keypoint detection before computing the 6D poses of
all objects in the scene with a least-squares fitting algorithm. Besides, we have explored
the challenges posed by object symmetries and introduced a symmetry-aware training
procedure based on a novel objective function to effectively tackle these challenges.

To comprehensively evaluate the capabilities and limitations of our methods, we have
leveraged challenging real-world data and generated four photorealistic datasets with
multi-view RGB-D data featuring complex scenes with large occlusions. Our experimental
results demonstrate that MV6D and SyMFM6D surpass the previous state-of-the-art in
multi-view 6D pose estimation by a substantial margin on these datasets. In addition,
we showcase how our symmetry-aware training procedure enhances the pose estimation
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accuracy for both symmetric and non-symmetric objects due to synergy effects. This leads
to an outperformance of the previous state-of-the-art in single-view 6D pose estimation
and further improves our multi-view pose estimation accuracy. Besides, our experiments
clearly indicate that our methods cope with variable camera positioning and imprecisely
measured camera poses.

Despite the success in the field of 6D pose estimation, several challenges remain,
including the requirement of large amounts of labeled data. To the best of our knowledge,
there is no large real-world dataset with RGB-D data and 6D pose estimation annotations
depicting strongly cluttered scenes from very distinct perspectives. One way to address this
shortcoming would be to record such a dataset. Using a camera mounted on a robot arm
allows the acquisition of RGB-D data depicting static scenes from arbitrary perspectives.
The camera poses would be easy to obtain due to the known robot arm movement. Each
scene needs to be annotated only once with 6D object pose ground truth independent of
the number of different views as the 6D poses in static scenes are identical for all camera
views if a fixed reference coordinate system is used.

While many different software tools have been proposed to facilitate the labeling process
[Xia+18; Kas+19; Jia+23], one alternative approach would be the creating of pre-defined
scenes where the object poses are determined in advance. In this case, a human could
place objects to pre-defined poses, which are, for example, displayed on augmented reality
glasses. Alternatively, a robot manipulator could construct scenes automatically according
to pre-defined scene construction plans.

Unfortunately, the creation of object scenes, the annotation, and the development of
advanced automated labeling tools involve large amounts of human effort, making the
generation of real-world data time-consuming and expensive. Thus, the usage of synthetic
data is a common approach to reduce the required amount of real-world data. As presented
in section 4.6.1, we have already exploited synthetic data in the field of multi-view
6D pose estimation. However, the domain gap between simulated and real-world data
hinders the seamless transfer of models trained on exclusively synthetic data to real-world
environments. Especially synthetic depth data differs significantly from data obtained by
a real depth camera even when generated by photorealistic rendering engines like Cycles
[SH14]. To address this issue, neural network models could be employed either to render
synthetic data more realistic or to improve real-world data so that it becomes more similar
to synthetic data. This could be achieved, for example, with GANs or diffusion models
[HJA20] which are trained on unlabeled data with the objective of eliminating differences
between real and synthetic data.

Another promising avenue for potential improvement is to reduce the dependency
on annotated data by exploiting unlabeled data. Similar to the automotive domain
thematized in section 6.1, self-supervised approaches could be integrated which improve
the generalization without expensively annotated datasets. Recent advancements in
self-supervised methodologies for 6D object pose estimation are often associated with
employing a render-and-compare framework where a synthetic image, rendered from an
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initial pose estimate, is compared with the original real image [YYY21; Wan+21c; Lab+22;
Hai+23]. For example, Hai et al. [Hai+23] start with pre-training their network with
supervised synthetic data before introducing a refinement strategy exploiting consistency
of pixel-level optical flow between multiple views of the same scene. Self-supervised
strategies like the previously mentioned ones could be employed in addition to other
strategies including photorealistic rendering, domain randomization, and architectural
improvements in order to further enhance accuracy, robustness, and generalization
capability in multi-view 6D pose estimation given a limited amount of annotated data.

Apart from improvements related to data, our work could be advanced by enhancing
the way of computing the 6D poses in the last stage of our approaches. So far, both
MV6D and SyMFM6D employ a least-squares fitting algorithm which computes the
rotation and the translation of an object given the 3D keypoint predictions. However,
the keypoint predictions can be erroneous, especially for fully occluded keypoints, and
least-squares fitting treats all keypoints equally. Thus, a computed 6D pose can be
significantly deteriorated by just a few inaccurately predicted keypoints. To address this
issue, a mechanism could be implemented which assigns weights to keypoints based on
their certainty in the detection process. This can be achieved, for instance, by utilizing a
neural network that predicts keypoints together with their associated uncertainties, which
are determined by the amount and quality of the input data relevant to each individual
keypoint.

Furthermore, concerning the feature extraction and fusion stage of SyMFM6D, there
is room for potential improvements. For example, the point cloud encoding could be
enhanced by considering the latest advancements in this field as discussed in section 6.1.
However, regardless of the selected approach for point cloud encoding, it is essential to
customize this approach to enable the multi-directional fusion of image features at multiple
intermediate stages. Furthermore, there are significant differences between LiDAR point
clouds employed in chapter 3 and point clouds generated from RGB-D cameras as in
chapter 4 that need to be considered. For example, LiDAR data is much more accurate
whereas the depth values of RGB-D cameras are very noisy, especially for far distance
measurements. Unlike RGB-D camera-based point clouds, LiDAR point clouds are more
sparse and they have a very low vertical resolution. Besides, LiDAR measurement points
contain reflectivity values whereas each point in a RGB-D point cloud has an RGB value
attached to it. Therefore, it is imperative to take into account these different properties of
point clouds when designing feature extraction and fusion methods.

Despite the evident speed advancement of SyMFM6D over its predecessor MV6D,
as indicated in section 4.9, opportunities for further optimization in terms of efficiency
remain. Currently, the memory requirements and the network forward time of SyMFM6D
exhibit an almost linear increase with the number of input views. While being acceptable
for a low number of views, this relation leads to a waste of resources for a high number of
views. In order to address this limitation, the feature extraction and fusion could become
more efficient by earlier aggregating and down-sampling the image and point cloud data.
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For optimal data compression, while preserving pertinent information, attention-based
modules could be employed which prioritize essential features and facilitate the discarding
of less relevant data.

6.3 Deep Hierarchical Variational Autoencoding for

RGB Image Fusion

Chapter 5 explores novel data fusion techniques which effectively merge multiple imperfect
visual data sources, taking into account uncertainties, and leveraging prior knowledge
pertaining to the data. This research has resulted in a novel deep hierarchical variational
autoencoder called FusionVAE that can serve as a fundamental framework for diverse
fusion tasks. FusionVAE is the first generative approach able to generate a wide range
of new high-quality image samples conditioned on an arbitrary number of input images,
effectively handling uncertainty due to large occlusions, noise, or partial visibility. Our
experiments on three challenging datasets specially developed for this purpose demonstrate
a significant outperformance of our approach compared to conventional fusion methods.
Moreover, we substantiate the benefits of the employed posterior distribution and present
the impact of commonly used data aggregation operations.

To further advance this research field, future work could target current drawbacks of
our FusionVAE network, such as the requirement for high computational resources which
limits the possible resolution of input and output images. So far, there is a trade-off
with unfavorable characteristics between computational efficiency and expressiveness
of our method: To further improve the quality of the generated images and to enable
higher resolutions, a significantly higher number of latent groups is required which
vastly increases the number of trainable parameters, the memory requirements, and the
computational complexity. Thus, future work has to conceive approaches achieving the
previously mentioned advantages without significantly increasing the network size. In this
context, Child et al. [Chi21] have recently achieved greater performance of hierarchical
VAEs by increasing the depth of their architecture while keeping the number of trainable
parameters comparably small. Besides, they introduced gradient skipping and nearest-
neighbor upsampling to better exploit convolutional layers while mitigating the problem
of posterior collapse. Luhman et al. [LL22; LL23] have further improved hierarchical
VAEs with a KL-reweighting strategy, a Gaussian output layer, a classifier-free guidance
strategy, and a two-stage setup based on a hierarchical VAE trained on the latent space of a
deterministic autoencoder. However, further investigation is required to determine which
of the recently proposed strategies are suitable for our hierarchical image fusion approach.

Another promising research direction would be the deeper exploration of mechanisms
explicitly considering uncertainty in the input data. So far, we have implemented Bayesian
aggregation [Vol+20] as one very general mechanism to incorporate a latent uncertainty
estimation process. However, a majority of our experiments have indicated conventional
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aggregation methods without uncertainty estimation, such as maximum aggregation, to
be superior for our addressed applications. For this reason, future work could focus on
incorporating explicit uncertainty estimation procedures which are better customized to
our application. In this context, we could consider the various factors contributing to
uncertainty in sensor data, including challenging lighting conditions, reflections, fog, dirt
on the lens, and noise. One approach to further advance might be the introduction of a
detection mechanism particularly designed to identify these types of interferences, for
instance, by utilizing neural network modules which are pre-trained in a self-supervised
manner for this auxiliary task. Based on such a framework, a weighting of input data
according to their uncertainty could be established. Thus, input data components with
low uncertainty could obtain a higher impact on the final outcome in comparison to
components with high uncertainty.

Moreover, the concept of generative fusion incorporating prior knowledge could be
extended to other generative models apart from VAEs. For example, GANs [Goo+14]
could be utilized, which have experienced remarkable advancements over the last few
years, enabling the generation of high-resolution images with astonishingly authentic and
realistic appearance [Gui+23]. Very recently, also diffusion models [Soh+15] achieved
this ability and even outperformed GANs in selected tasks [DN21]. However, there are
even more types of generative model technologies that might be worth to consider, such as
normalizing flows [RM15b], autoregressive models [BDV00], and energy-based models
[LeC+06].

In chapter 5, we have focused on visual input data from RGB cameras only. However,
it would be interesting to extend this research field to enable the fusion of multiple data
modalities, for example, RGB data, depth data, LiDAR data, and radar data. This could
be achieved by leveraging individual feature encoding networks, specifically adapted
to each data modality. Furthermore, uncertainty estimation modules for each modality
could be added along with a selection of other previously mentioned strategies for
improving the performance of our method. All in all, enabling the fusion of multiple data
modalities would extend the range of possible applications significantly, for example to
depth estimation with perturbated input data, or to multi-modal object detection in very
challenging scenarios.
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A.1 Analysis of the KITTI Object Tracking Dataset

We have examined the KITTI Object Tracking dataset [GLU12] in terms of various key
indicators in order to find an appropriate split between training and test data. Figure A.1
shows the number of LiDAR points for each of the 21 sequences of the KITTI Object
Tracking dataset including the number of dynamic points, which are defined as points
within ground truth bounding boxes. It becomes evident that only a very small fraction of
the total number of LiDAR points belongs to dynamic objects and there is a significant
variance in the quantity of total and dynamic points across sequences. For example,
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Figure A.1: Number of LiDAR points per sequence of the KITTI Object Tracking dataset.
Please note the logarithmic scale required to depict static and dynamic points in the same
diagram as on average only 1.9 % of the points are dynamic.
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sequence number 19 is the largest sequence with around 127M points in total including
around 132k dynamic points. It is characterized by the ego vehicle driving slowly through
a commercial street with many pedestrians, cycles, and parking vehicles. In contrast,
sequence number 12 is the shortest sequence with around 5M points including around 4k
dynamic points. Here, the ego vehicle stands at a red traffic light on an urban road for the
entire sequence with just two road users passing by.

As mentioned in section 3.5.1, we have selected the sequences for training and testing
in a way to ensure a similar ratio of dynamic points and objects within each set. For the
finally chosen split, presented in table 3.1, we provide relevant properties in table A.1.

Training data Test data

Total number of sequences 16 5
Total number of frame pairs 5,633 2,349
Average number of points 115,620 ± 6,516 115,848 ± 7,199

Average number of dynamic points 2,226 ± 3, 135 2,147 ± 2,381

Average number of objects per frame 8.2 ± 4.5 8.1 ± 4.8

Average number of cars and vans per frame 4.4 ± 3.5 2.4 ± 3.1

Table A.1: Key numbers for the training and test split of the KITTI Object Tracking
dataset. We provide the average numbers µ together with their standard deviation σ with
the notation µ ± σ.
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B.1 Network Parameters of MV6D

The network architecture of our MV6D method presented in figure 4.2 consists of
39.2 million trainable parameters. The resulting features of the PSPNets and the
PointNet++ have 128 channels each. The DenseFusion module in figure 4.3 concatenates
the image features with the point features resulting in a 256-channel feature vector. The
shared MLP with average pooling creates a global feature vector with 1024 channels. The
image and point features are also processed by shared MLPs which create 256 channel
vectors each. For creating the final point-wise features, all vectors are concatenated
resulting in 1792 channels (2 · 128 + 2 · 256 + 1024) as in PVN3D [He+20].

Table B.1 shows the channel sizes of the MLPs responsible for predicting keypoint
offsets, center point offsets, and semantic labels in the second stage of our network
architecture in figure 4.4.

MLP Channel Sizes

Keypoint Detection 1792, 1024, 512, 128, ncls

Center Point Detection 1792, 1024, 512, 128, 3nkps

Semantic Segmentation 1792, 1024, 512, 128, 3

Table B.1: MLP channel sizes for the output heads of MV6D. ncls is the number of classes
in the used dataset, i.e. ncls = 22 for YCB-Video and SymMovCam and ncls = 12 for
FixCam, WiggleCam, and MovingCam. nkps is the number of keypoints per object, which
we set to eight as in PVN3D [He+20].

B.2 Network Parameters of SyMFM6D

The network architecture of our SyMFM6D method presented in figure 4.4 consists of
33.9 million trainable parameters. Table B.2 provides an overview of the tensor shapes in
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this network architecture. Table B.3 shows the channel sizes of the MLPs responsible for
predicting keypoint offsets, center point offsets, and semantic labels in the second stage of
our network architecture in figure 4.4. Table B.4 shows the channel sizes of the MLPs
employed in our multi-directional fusion modules presented in figure 4.5.

Layer CNN Tensor Shape PCN Tensor Shape

1 H/4, W /4, 64 Np, 8
2 H/4, W /4, 64 Np/4, 64
3 H/8, W /8, 128 Np/16, 128
4 H/8, W /8, 512 Np/64, 256
5 H/8, W /8, 1024 Np/256, 512
6 H/4, W /4, 256 Np/64, 256
7 H/2, W /2, 64 Np/16, 128
8 H/2, W /2, 64 Np/4, 64

Table B.2: Parameters of the network architecture of SyMFM6D. H and W are height and
width of the input images, i.e. H = 480 and W = 640 for all pose estimation datasets we
use. Np is the number of points in the point cloud, i.e. Np = 12,800.

MLP Channel Sizes

Keypoint Detection ci + cp, 128, 128, 128, ncls

Center Point Detection ci + cp, 128, 128, 128, 3nkps

Semantic Segmentation ci + cp, 128, 128, 128, 3

Table B.3: MLP channel sizes for the output heads of SyMFM6D. ci and cp denote the
channel sizes of the image and point features of the feature encoding network output.
We set ci = cp = 64. ncls is the number of classes in the used dataset, i.e. ncls = 22 for
YCB-Video and SymMovCam and ncls = 12 for FixCam, WiggleCam, and MovingCam.
nkps is the number of keypoints per object, which we set to eight as in FFB6D [He+21].

MLP Channel Sizes

MLPi ci, cp

MLPfi 2cp, cp

MLPp cp, ci

MLPfp 2ci, ci

Table B.4: MLP channel sizes for the multi-directional fusion modules of SyMFM6D. ci

and cp denote the channel sizes of the image and point features of the respective layer.
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B.3 Qualitative Results on the FixCam and WiggleCam

Datasets

Figure B.1 and figure B.2 visualize some 6D pose predictions of FFB6D [He+21], our
MV6D method, and our SyMFM6D method in comparison with the ground truth poses on
the MV-YCB FixCam dataset and the MV-YCB WiggleCam dataset respectively. While
FFB6D uses only the first depicted view, MV6D and SyMFM6D use all three views.
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Example Scene 1 Example Scene 2 Example Scene 3 Example Scene 4

View 1

View 2

View 3

Ground Truth

FFB6D
(single-view)

MV6D
(3 views)

SyMFM6D
(3 views)

Figure B.1: Visual comparison of predicted poses on different scenes of the MV-YCB
FixCam dataset. The seven rows show the first three views which are used for the
multi-view methods and four different pose visualizations using the first view as reference.
Due to the strong occlusions, only the poses of the five most challenging objects are
depicted: banana (yellow), gelatin box (blue), tuna fish can (orange), tomato soup can
(green), and pudding box (red).
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Example Scene 1 Example Scene 2 Example Scene 3 Example Scene 4

View 1

View 2

View 3

Ground Truth

FFB6D
(single-view)

MV6D
(3 views)

SyMFM6D
(3 views)

Figure B.2: Visual comparison of predicted poses on different scenes of the MV-YCB
WiggleCam dataset. See caption of figure B.1 for details.
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B.4 Quantitative Results on the MV-YCB MovingCam

Dataset

Tables B.5 and B.6 show the ADD-S and ADD(-S) AUC results of PVN3D [He+20] and
our MV6D network on the MV-YCB MovingCam dataset for each object class individually.
In this scenario, we trained MV6D with a varying number of views and evaluated the
same model on one to four views.

The high accuracy of MV6D indicates that our architecture copes very well with the
dynamic camera setup. MV6D outperforms PVN3D vastly even when using just two
views and the accuracy further increases with an increasing number of input images.
Furthermore, MV6D almost matches PVN3D when inputting just a single view which is
naturally not the designated use case of our method.

Object classes
PVN3D MV6D (variable number of views)
1 view 1 view 2 views 3 views 4 views

Banana 80.9 80.5 94.3 96.7 97.5

Cracker box 97.2 96.9 97.9 98.2 98.2

Gelatin box 78.1 76.3 93.4 96.5 97.7

Master chef can 94.5 94.6 98.1 98.2 98.2

Mustard bottle 91.2 90.2 97.2 97.7 97.9

Potted meat can 88.0 86.9 97.2 98.3 98.4

Power drill 94.4 93.6 97.1 97.2 97.8

Pudding box 86.4 85.4 95.8 97.7 98.3

Sugar box 93.1 91.9 97.5 98.0 98.1

Tomato soup can 87.7 87.3 97.3 98.2 98.4

Tuna fish can 78.6 77.3 93.1 97.5 97.6

ALL 88.2 87.4 96.3 97.7 98.0

Table B.5: ADD-S AUC results on the MV-YCB MovingCam dataset. MV6D is evaluated
for one to four input views on each object class individually. The last row provides the
AUC results averaged over all object classes. The best results are printed in bold.
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Object classes
PVN3D MV6D (variable number of views)
1 view 1 view 2 views 3 views 4 views

Banana 73.0 73.0 90.1 94.2 95.9

Cracker box 96.8 96.3 97.7 98.0 98.1

Gelatin box 73.4 72.2 90.4 94.6 96.4

Master chef can 91.5 91.4 97.1 97.7 97.7

Mustard bottle 87.2 86.8 95.5 96.9 97.2

Potted meat can 84.9 83.7 96.1 97.6 97.9

Power drill 92.6 91.5 96.3 96.8 97.4

Pudding box 82.6 82.0 94.3 96.8 97.6

Sugar box 90.5 89.5 96.7 97.6 97.8

Tomato soup can 83.6 83.3 95.4 97.2 97.7

Tuna fish can 71.6 70.8 88.5 94.5 95.3

ALL 84.4 83.7 94.4 96.5 97.2

Table B.6: ADD(-S) AUC results on the MV-YCB MovingCam dataset. See caption of
table B.5 for details.

B.5 Qualitative Results on the MV-YCB MovingCam

Dataset

Figure B.3 shows a visualization of predicted 6D poses from PVN3D [He+20] and our
MV6D network in comparison to the ground truth on the MV-YCB MovingCam dataset.
Figures B.3a to B.3d depict the four possible input views of two example scenes of the
dataset. Figure B.3e visualizes the ground truth poses of the five most challenging objects.
Figures B.3f and B.3g show the prediction results of PVN3D and MV6D using just the
first input view. Figures B.3h to B.3j illustrate the pose predictions using two to four input
views. It becomes evident, that the single-view accuracy of MV6D and PVN3D is almost
identical. With an increasing number of input images, the accuracy of MV6D increases
gradually.
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(a) View 1 (b) View 2

(c) View 3 (d) View 4

(e) Ground truth (f) PVN3D (single-view)

(g) MV6D (single-view) (h) MV6D (2 views)

(i) MV6D (3 views) (j) MV6D (4 views)

Figure B.3: Qualitative results of PVN3D and our MV6D method in comparison to the
ground truth on the MV-YCB MovingCam dataset. The first two rows depict four input
views of two scenes. The single-view method PVN3D is evaluated on the first view, while
MV6D is evaluated on one to four views.
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C.1 Statistic Significance of the Results

All experiments in chapter 5 and this supplementary are carefully designed and optimized
so that the training procedures are stable and lead to reproducible results. However, the
data processing pipelines introduce randomness which lead to non-deterministic training
outcomes due to multi-GPU training. Therefore, we have run every experiment three
times and reported the results of the best training in section 5.5. In tables C.1 to C.6 we
provide the means and variances of the three training runs.

0 1 2 3 avg

CVAE 17.67 ± 0.10 15.11 ± 0.07 14.19 ± 0.08 13.71 ± 0.07 15.27 ± 0.02

CVAE+S 18.45 ± 0.02 14.64 ± 0.06 13.22 ± 0.03 12.32 ± 0.02 14.81 ± 0.03

FusionVAE 15.91 ± 0.03 14.13 ± 0.07 13.64 ± 0.09 13.41 ± 0.10 14.34 ± 0.07

Table C.1: Mean and standard deviation of the FusionMNIST NLL results in 10
−2 BPD.

The best results are printed in bold.

0 1 2 3 avg

FCN 10.84 ± 0.37 5.96 ± 0.11 6.02 ± 0.18 6.13 ± 0.25 7.38 ± 0.11

FCN+S 6.21 ± 0.65 3.79 ± 0.04 2.64 ± 0.07 1.88 ± 0.08 3.73 ± 0.22

CVAE 3.87 ± 0.03 1.76 ± 0.03 1.09 ± 0.03 0.83 ± 0.02 1.97 ± 0.03

CVAE+S 3.53 ± 0.06 1.77 ± 0.01 1.23 ± 0.04 1.02 ± 0.04 1.96 ± 0.01

FusionVAE 3.14 ± 0.01 1.04 ± 0.06 0.77 ± 0.04 0.67 ± 0.03 1.47 ± 0.03

Table C.2: Mean and standard deviation of the FusionMNIST MSEmin results in 10
−2.

The best results are printed in bold.
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0 1 2 3 avg

CVAE 456.9 ± 9.42 289.1 ± 6.53 278.9 ± 4.51 270.3 ± 3.66 324.0 ± 5.17

CVAE+S 487.4 ± 27.45 355.4 ± 60.39 280.7 ± 35.12 230.9 ± 22.59 338.8 ± 22.99

FusionVAE 251.0 ± 2.06 222.3 ± 3.71 226.8 ± 3.16 224.0 ± 3.36 231.0 ± 2.05

Table C.3: Mean and standard deviation of the FusionCelebA NLL results in 10
−2 BPD.

The best results are printed in bold.

0 1 2 3 avg

FCN 13.07 ± 0.87 20.00 ± 3.77 17.87 ± 3.42 15.56 ± 3.08 16.62 ± 2.48

FCN+S 11.94 ± 0.52 18.58 ± 7.02 14.90 ± 6.59 11.19 ± 5.39 14.15 ± 4.65

CVAE 8.70 ± 0.42 6.25 ± 2.16 4.33 ± 1.77 3.02 ± 1.37 5.58 ± 1.21

CVAE+S 9.87 ± 1.10 9.60 ± 3.34 7.30 ± 3.07 5.57 ± 2.64 8.09 ± 2.19

FusionVAE 5.82 ± 0.52 1.10 ± 0.16 0.93 ± 0.06 0.84 ± 0.03 2.18 ± 0.17

Table C.4: Mean and standard deviation of the FusionCelebA MSEmin results in 10
−2.

The best results are printed in bold.

0 1 2 3 avg

CVAE 25.27 ± 0.04 24.00 ± 0.25 22.98 ± 0.24 23.34 ± 0.19 23.90 ± 0.17

CVAE+S 26.12 ± 0.23 25.29 ± 0.27 24.27 ± 0.25 24.15 ± 0.20 24.97 ± 0.16

FusionVAE 24.32 ± 0.10 23.09 ± 0.02 22.25 ± 0.02 22.90 ± 0.02 23.15 ± 0.04

Table C.5: Mean and standard deviation of the FusionT-LESS NLL results in 10
−2 BPD.

The best results are printed in bold.

0 1 2 3 avg

FCN 5.88 ± 0.04 3.32 ± 0.10 2.50 ± 0.09 1.96 ± 0.10 3.43 ± 0.06

FCN+S 8.83 ± 1.05 1.95 ± 0.14 1.28 ± 0.15 0.86 ± 0.14 3.26 ± 0.37

CVAE 5.49 ± 0.11 1.73 ± 0.22 0.95 ± 0.18 0.44 ± 0.07 2.18 ± 0.13

CVAE+S 4.87 ± 0.06 2.98 ± 0.29 2.06 ± 0.19 1.27 ± 0.09 2.81 ± 0.12

FusionVAE 4.15 ± 0.03 0.62 ± 0.03 0.33 ± 0.03 0.20 ± 0.02 1.34 ± 0.02

Table C.6: Mean and standard deviation of the FusionT-LESS MSEmin results in 10
−2.

The best results are printed in bold.
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C.2 Image Reconstruction Capability

Figures C.1 to C.3 visualize the reconstruction outputs for all our datasets and architectures.
For these results, the target image is always given as input. The first three rows of each
figure show the reconstruction, when additionally three noisy or partly occluded input
images are fed into the network.

The images show that our FusionVAE reconstructs the target images almost perfectly
for all three datasets. On FusionMNIST, only the FCN does not manage to reconstruct
the target images but shows blurry versions of them. We also see the same behavior for
FusionCelebA and FusionT-LESS which underlines the importance of skip connections
for this type of network. On FusionCelebA, we see that CVAE+S suffers from numeric
instabilities causing colorful artifacts in some images. Omitting the skip connections
here avoids that issue. On FusionT-LESS, all baseline methods create more or less blurry
versions of the target image when just the target image is given. When inputting the
occluded images in addition to the target image, the reconstruction is much better which
shows that these networks have over-fitted to the task of removing occluded objects so that
they cannot deal well with non-occluded images. In contrast, FusionVAE has the ability
to reconstruct non-occluded input images very well.

Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure C.1: Reconstruction results of the different architectures on the FusionMNIST
dataset. The first three rows show experimental results when inputting the target image
together with the three depicted input images. In last three rows, only the corresponding
target image is given as input.
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Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure C.2: Reconstruction results on the FusionCelebA dataset.

Input Target FusionVAE CVAE+S CVAE FCN+S FCN

Figure C.3: Reconstruction results on the FusionT-LESS dataset.
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Abbreviations

ACD Average Cosine Distance

AEE Average End-point Error

ALR Chair for Autonomous Learning Robots

AP Average Precision

AUC Area Under the Curve

BCAI Bosch Center for Artificial Intelligence

BPD Bits Per Dimension

CNN Convolutional Neural Network

CPU Central Processing Unit

CVAE Conditional Variational Auto-Encoder

DGM Deep Generative Model

DDPM Denoising Diffusion Probabilistic Model

ELBO Evidence Lower Bound

FCN Fully Convolutional Network

FPS Farthest Point Sampling

GAN Generative Adversarial Network

GPT Generative Pre-trained Transformer

GPU Graphics Processing Unit

HOG Histogram of Oriented Gradients

HSV Hue Saturation Value (color space)

KIT Karlsruhe Institute of Technology

KL Kullback-Leibler divergence

LBP Local Binary Patterns

LiDAR Light Detection And Ranging

MLP Multi-Layer Perceptron

MSE Mean Squared Error

NLL Negative Log-Likelihood

PCN Point Cloud Network

PnP Perspective-n-Point (algorithm)
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ReLU Rectified Linear Unit

ResNet Residual Network

RGB Red Green Blue (i.e. color image)

RGB-D Red Green Blue Depth (i.e. combined color and depth image)

RNN Recurrent Neural Network

SIFT Scale-Invariant Feature Transform

SL Structured Light

ToF Time of Flight

VAE Variational Auto-Encoder

YCB Yale-CMU-Berkeley (dataset)
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