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Abstract
Humans live within a 3D scene and constantly interact with it to perform tasks. We ob-
serve that the world constrains human movements and vice versa. We argue that the 3D
scene is vital for understanding, reconstructing, and synthesizing human motion. We
present several approaches which take the scene into consideration in reconstructing
and synthesizing Human-Scene Interaction (HSI).

State-of-the-art pose estimation methods ignore the 3D scene and hence reconstruct
poses that are inconsistent with the scene. We address this by proposing a pose estima-
tion method that takes the 3D scene explicitly into account. We call our method PROX
for Proximal Relationships with Object eXclusion. We constrain the body reconstruc-
tion by two physical scene constraints: penetration constraint, and contact constraint.
We demonstrate the power of our method on a new dataset composed of 12 different 3D
scenes and RGB-D sequences of 20 subjects moving in and interacting with the scenes.
By running our method on the new dataset sequences; we provide pseudo ground-truth
reconstruction of 3D humans interacting with 3D scenes.

We leverage the PROX data and build a method to automatically place 3D scans
of people with clothing in scenes. The core novelty of our method is encoding the
proximal relationships between the human and the scene in a novel HSI model, called
POSA for Pose with prOximitieS and contActs. Our model is body-centric, which en-
ables it to generalize to new scenes. POSA augments each vertex of the SMPL-X body
model with (a) the contact probability with the scene surface and (b) the corresponding
semantic scene label.

POSA is limited to static HSI, however. We propose a real-time method for synthe-
sizing dynamic HSI, which we call SAMP for Scene-Aware Motion Prediction. SAMP
enables virtual humans to navigate cluttered indoor scenes and naturally interact with
objects. At the core of SAMP is a stochastic variational model which captures the di-
versity of HSI. Unlike previous deterministic methods, this allows SAMP to synthesize
different high-quality motion styles of the same action. In addition, SAMP captures the
different body positions and orientations in which an action could be performed on the
object surface (e.g., different positions and sitting orientations on the sofa). SAMP
incorporates an explicit Path Planning Module which allows collision-free navigation
in cluttered environments.

Data-driven kinematic models, like SAMP, can produce high-quality motion when
applied in environments similar to those shown in the dataset. However, when ap-
plied to new scenarios, kinematic models can struggle to generate realistic behaviors
that respect scene constraints. In contrast, we present InterPhys which uses adversarial
imitation learning and reinforcement learning to train physically-simulated characters
that perform scene interaction tasks in a physical and life-like manner. These scene
interactions are learned using an adversarial discriminator that evaluates the realism of
a motion within the context of a scene. The key novelty involves conditioning both
the discriminator and the policy networks on scene context. An efficient randomiza-
tion approach of the training objects, their placements, and sizes enables our method to
generalize beyond the objects and scenarios shown in the training dataset, producing
natural character-scene interactions despite wide variation in object shape and place-
ment.
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Zusammenfassung
Menschen leben in einer 3D-Szene und interagieren ständig mit ihr, um Aufgaben
auszuführen. Wir beobachten, dass das Umfeld menschliche Bewegungen einschränkt
und umgekehrt. Daher argumentieren wir, dass die 3D-Szene für das Verständnis, die
Rekonstruktion und die Synthese menschlicher Bewegungen von entscheidender Be-
deutung ist. Wir stellen mehrere Ansätze vor, welche die Szene bei der Rekonstruktion
und Synthese von Mensch-Szene-Interaktion (HSI) berücksichtigen.

Moderne Verfahren zur Posenschätzung ignorieren die 3D-Szene und rekonstru-
ieren deswegen Posen, welche nicht zur Szene passen. Wir adressieren diesen Nachteil,
indem wir ein Verfahren zur Posenschätzung vorschlagen, das die 3D-Szene explizit
berücksichtigt. Wir nennen unsere Methode PROX für “Proximal Relationships with
Object Exclusion”. Wir schränken die Körperrekonstruktion durch zwei physikalische
Szenenbeschränkungen ein, einerseits Penetrationsbeschränkung und als auch Kon-
taktbeschränkung. Wir veranschaulichen die Leistungsfähigkeit unserer Methode an
einem neuen Datensatz, der aus 12 verschiedenen 3D-Szenen und RGB-D-Sequenzen
von 20 Personen besteht, welche sich in die Szenen bewegen und mit ihnen inter-
agieren. Durch Anwendung unserer Methode auf den neuen Datensatzsequenzen, bi-
eten wir eine kuenstliche Rekonstruktion von 3D-Menschen, die mit 3D-Szenen inter-
agieren, als Referenz.

Wir nutzen die PROX-Daten um eine Methode zu entwickeln, welche automatisch
3D-Scans von bekleideten Personen in Szenen zu platzieren. Die Neuheit unserer
Methode ist die Kodierung des proximalen Zusammenhangs zwischen Mensch und
Szene in einem neuen HSI-Modell names POSA, kurz fuer “Pose with prOximitieS
and contActs”. Unser Modell ist koerperzentriert, wodurch es auch auf neuen Szenen
verallgemeinert. POSA erweitert jeden Punkt in dem SMPL-X Koerpermodell um (a)
die Kontaktwahrscheinlichkeit mit der Szenenoberflaeche und (b) das entsprechende
semantische Szenenlabel.

POSA ist jedoch auf statische HSI limitiert. Wir schlagen eine Echtzeitmethod zur
Synthese dynamischer HSI vor, welche wir SAMP, kurz fuer “Scene-Aware Motion
Prediction”, nennen. SAMP ermoeglicht es virtuellen Menschen auch in ueberlade-
nen Innenszenen zu navigieren und auch auf natuerliche Art und Weise mit Objek-
ten zu interagieren. Im Wesentlichen ist SAMP ein stochastisches Variationsmodell,
welches die Vielfalt von HSI erfasst. Anders als fruehere deterministische Methoden,
kann SAMP dadurch verschiedene Bewegungsspiele derselben Aktion synthetisieren.
Darueber hinaus erfasst SAMP verschiedene Koerperpositionen und -orientierungen, in
denen eine Aktion auf einer Objektoberflaeche ausgefueht werden koennte, e.g., ver-
schiedene Sitzpositionen/-orientierungen auf einem Sofa. Zusammengefasst beinhaltet
SAMP ein explizites Pfadplanungsmodul, das kolisionsfreie Navigation in ueberlade-
nen Umgebungen ermoeglicht.

Daten-getriebene kinematische Modelle, wie SAMP, koennen (realistische Be-
wegungen/ Bewegungen von hoher Qualitaet) generieren, wenn sie fuer Umge-
bungen verwendet werden, welche aehnlich zu Samples aus dem Datenset sind.
Werden solche Modelle jedoch auf neuen, ungesehenen Szenarien angewendet,
koennen sie Schwierigkeiten haben realistische Bewegungen zu generieren, welche
Szenenbeschraenkungen respektieren. Im Gegensatz dazu stellen wir InterPhys vor,
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das auf Adversarial Imitation Learning und Reinforcement Learning basiert, um
physikalisch simulierte Charaktere zu trainieren, welche HSI Aufgaben auf lebensechte
Weise ausfueheren. Diese Szeneinteraktionen werden mittels einem Adversarial Dis-
criminator gelernt, welcher die realitaetsnaehe einer Bewegung innerhalb einer Szene
evaluiert. Die wichtigste Neuerung besteht in der Konditionierung des Discriminators
und der Policy-Netzwerken auf die entsprechend Szene. Zusaetzlich ermoeglicht eine
effiziente Randomisierung der Trainings-Beispiele, in Bezug auf deren Position und
Groesse, unsere Methode auch auf Objekte und Szenen ueber den Datensatz hinaus
zu generalisieren. Dadurch erzeugt unsere Methode natuerliche Charakteren-Szenen-
Interaktionen trotz grosser Variationen in Form und Position von Objekten.
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Chapter 1

Introduction

For computers to help us, humans, and take an active role in our lives, they need to un-
derstand us and understand our movement. Thus, decades of computer vision research
has been devoted to analyzing and reconstructing human motion from visual input.
The research has been motivated by the wide range of applications in medicine, surveil-
lance, autonomous systems, human-computer interaction (HCI), and other fields. Com-
puter graphics studies the inverse problem. It is concerned with synthesizing digital
visual content. Again, creating realistic-looking digital humans that move and act as
humans do has always been at the heart of computer graphics

Lately, we have seen remarkable progress in capturing human motion from im-
ages. We can now segment a human from the background [79, 209], detect the
2D [24, 88, 160] or 3D [131, 151, 154] pose, and can even reconstruct the full 3D
human body surface with its facial expressions and finger articulation from a single
RGB image [35, 48, 94]. Likewise, reconstructing 3D scenes from images is becom-
ing more and more tractable. Full 3D scenes can be recovered from a sequence of
images [29, 40]. 3D objects and their semantics can be reconstructed from a single
RGB image [68, 128, 134, 143, 206]. However, each problem is studied separately;
reconstructing 3D humans and the surrounding 3D scene are rarely studied together as
we present in this thesis. Similarly, the computer graphics community has built tools to
create, manipulate, and animate realistic-looking human avatars and 3D scenes. How-
ever, limited research has been devoted to creating avatars that can interact with their
surrounding scene. This thesis aims to bridge this gap.

Reconstructing humans from images has a broad range of applications [135]. Hu-
man Pose Estimation (HPE) is essential for all autonomous agents that are meant to
interact with humans. Self-driving cars, delivery robots, and warehouse robots all need
HPE to be of assistance to humans and to make sure they are not imposing risks to their
lives [32, 62]. At the minimum, these agents need to know if a human is standing in
front of them so as not to collide with him or her. HPE will be a key to how we inter-
act with computers. This is most evident in games, where a player controls the game
with his or her movements. Moreover, HPE is becoming widely used in controlling
different appliances and even cars [18]. In healthcare, HPE is growing increasingly
popular as it provides a cheap and easy-to-use mechanism to study and assess human

14



movement [189]. For example, it is used by healthcare workers to assess the motor
skills of patients and to monitor athletes’ performances.

Human body models are extensively used to reason about human pose and shape.
They provide a prior distribution over the human body configuration, shape, and move-
ments. Early research in HPE represents the human pose as a set of unconnected joints
or a skeleton. Although these representations are still commonly used in 2D and 3D
HPE, they are very limited and fail to represent the human shape, expression, or tex-
ture. Another way to approximate the human body is to use a set of geometric primi-
tives [42, 95]. Although these models carry more information than joints and skeleton,
they remain crude approximations of the human body. In contrast, volumetric models
approximate the human volume with a higher level of detail including facial expres-
sions, finger articulation, and soft tissue deformation. Lately, we have seen several
attempts toward creating volumetric models that represent the human body with cloth-
ing. Representing human hair remains a challenge. In this thesis, we make use of the
SMPL-X model [153], which models the human body, hands, and face.

In 2D HPE, the pose is commonly represented as a set of keypoints representing the
major joints in the human body. Pre-deep learning, different hand-crafted image fea-
tures have been used to detect these keypoints. After the emergence of deep learning,
researchers started tackling the problem with deep learning machinery. The problem
has been formulated as a regression problem with neural networks (NN) regressing the
2D joints positions from images [195]. Neural networks have proven to be very effec-
tive for this problem, the performance of 2D HPE methods is now close to 100% in
public benchmarks. 2D HPE research is not limited to estimating a single person but
has expanded to cover estimating poses of multiple people [88, 160] and people under
occlusion.

Unlike 2D HPE, 3D HPE is still a challenging problem with active research. Infer-
ring 3D information from 2D input is inherently ambiguous and ill-posed. This is due
to the depth ambiguity, lack of ground-truth training data, and the fact that multiple
3D poses can be projected to the same 2D pose. While ground-truth 2D poses can be
annotated on images, this is not the case for the 3D poses. This is normally tackled
in the literature by using additional data like multi-view images, IMUs, or markers.
Inspired by success in 2D HPE, deep learning has become the de facto technique for
3D HPE. Recent methods go beyond reconstructing the major joints of the human body
to reconstruct the full 3D surface of the body, hands, and face from a single RGB im-
age [153]. The 3D surface is critical for modeling Human-Scene Interaction (HSI). It
is through this surface we interact with the 3D scene. Therefore, when tackling the
problem of reconstructing HSI in this thesis, we are concerned with reconstructing the
full 3D surface of the body.

This thesis studies human motion and the interaction between humans and the sur-
rounding from a computer vision perspective as well as a computer graphics perspec-
tive. Humans do not live in a vacuum; they live in, and constantly interact with, their
surrounding 3D scenes. In our thesis, we argue that human motion should be studied
in its context, the 3D scene. When human motion is being reconstructed, we should
consider the surrounding scene as it provides vital information that facilitates and en-
hances reconstruction. The same argument goes for synthesis, our motion can only
make sense within a 3D scene. Even a simple walking motion is only possible when
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Figure 1.1: Thesis overview. See text for more detials.

a supporting plane exists. The thesis presents four connected works that build on each
other to tackle the problem of reconstructing and synthesizing the interaction between
a human and the surrounding 3D scene. An overview of the four works covered in this
thesis is shown in Fig. 1.1.

In our first work, PROX [73], we show that current 3D human pose estimation
methods produce results that are not consistent with the 3D scene. That is because
they perform 3D human pose estimation without explicitly considering the scene. The
key contribution of PROX is to exploit static 3D scene structure to better estimate
human pose from monocular images. The method enforces Proximal Relationships
with Object eXclusion and is called PROX. To test this, we collect a new dataset
composed of 12 different 3D scenes and RGB sequences of 20 subjects moving in
and interacting with the scenes. We represent human pose using the 3D human body
model SMPL-X [153] and extend SMPLify-X [153] to estimate body pose using scene
constraints. We make use of the 3D scene information by formulating two main
constraints. The inter-penetration constraint penalizes intersection between the body
model and the surrounding 3D scene. The contact constraint encourages specific parts
of the body to be in contact with scene surfaces if they are close enough in distance
and orientation. For quantitative evaluation, we capture a separate dataset with 180
RGB frames in which the ground-truth body pose is estimated using a motion cap-
ture system. We show quantitatively that introducing scene constraints significantly
reduces 3D joint error and vertex error. Our code and data are available for research at
https://prox.is.tue.mpg.de.

PROX provides data of 3D humans interacting with 3D scenes. We leverage this
data to learn a method for synthesizing HSI. POSA, which stands for Pose with prOx-
imitieS and contActs, is a novel Human-Scene Interaction (HSI) model that encodes
proximal relationships. The goal of POSA [75] is to learn how humans interact with
scenes and leverage this to enable virtual characters to do the same. The representation
of interaction is body-centric, which POSA to generalize to new scenes. Specifically,
POSA augments the SMPL-X parametric human body model such that, for every mesh
vertex, it encodes (a) the contact probability with the scene surface and (b) the cor-
responding semantic scene label. We learn POSA with a VAE conditioned on the
SMPL-X vertices, and train on the PROX dataset, which contains SMPL-X meshes of
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people interacting with 3D scenes.We demonstrate the value of POSA with two ap-
plications. First, we automatically place 3D scans of people in scenes. To do so, we
use a SMPL-X model fit to the scan as a proxy and then find its most likely place-
ment in 3D. POSA provides an effective representation to search for affordances in
the scene that match the likely contact relationships for that pose. We perform a per-
ceptual study that shows significant improvement over the state of the art on this task.
Second, we show that POSA’s learned representation of body-scene interaction sup-
ports monocular human pose estimation that is consistent with the 3D scene, improv-
ing on the state of the art. Our model and code are available for research purposes at
https://posa.is.tue.mpg.de.

POSA is a step towards synthesizing realistic HSI. However, it is limited to syn-
thesizing static HSI. In SAMP [74], for Scene-Aware Motion Prediction, we learn to
synthesize dynamic HSI from human demonstration. Our goal is to enable virtual hu-
mans to navigate within cluttered indoor scenes and naturally interact with them. Such
embodied behavior has applications in virtual reality, computer games, and robotics,
while synthesized behavior can be used as training data. The problem is challenging
because real human motion is diverse and adapts to the scene. For example, a person
can sit or lie on a sofa in many places and with varying styles. We must model this
diversity to synthesize virtual humans that realistically perform human-scene interac-
tions. We present a novel data-driven, stochastic motion synthesis method that models
different styles of performing a given action with a target object. SAMP generalizes
to target objects of various geometries while enabling the character to navigate in clut-
tered scenes. To train SAMP, we collected MoCap data covering various sitting, lying
down, walking, and running styles. We demonstrate SAMP on complex indoor scenes
and achieve performance superior to existing solutions. Code and data are available for
research at https://samp.is.tue.mpg.de.

SAMP is a supervised learning method that learns from human demonstration only.
As a result, it struggles to generate realistic motion in scenarios that differ significantly
from the training data. In addition, the training frames must be manually labeled with
action labels. In contrast, the last work of this thesis, InterPhys, uses adversarial imi-
tation learning and reinforcement learning to train physically-simulated characters that
perform scene interaction tasks in a natural and life-like manner. InterPhys is able
to learn natural scene interaction behaviors from large unstructured motion datasets,
without manual annotation of the motion data. These scene interactions are learned
using an adversarial discriminator that evaluates the realism of a motion within the
context of a scene. The key novelty involves conditioning both the discriminator and
the policy networks on scene context. We demonstrate the effectiveness of our ap-
proach through three challenging scene interaction tasks: carrying, sitting, and lying
down, which require coordination of a character’s movements in relation to objects in
the environment. Our policies learn to seamlessly transition between different behav-
iors like idling, walking, and sitting. Using an efficient approach to randomize the
training objects and their placements during training enables our method to generalize
beyond the objects and scenarios in the training dataset, producing natural character-
scene interactions despite wide variation in object shape and placement. The approach
takes physics-based character motion generation a step closer to broad applicability.

In summary, this thesis presents four connected pieces that try to address the
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problem of reconstructing and synthesizing HSI. Our first work, PROX, introduces
a method that uses scene constraints to improve HSI reconstruction. POSA makes use
of the PROX data and learns a model to synthesize static HSI. SAMP takes HSI synthe-
sis a step further and introduces a model for synthesizing diverse dynamic HSI. Lastly,
InterPhys synthesizes physical dynamic HSI and enables generalization to new unseen
scenarios. This thesis contributes a key step toward reconstructing and synthesizing the
interaction between humans and their surrounding environments, and we hope it will
inspire more future work in this domain.
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Chapter 2

Related Work

This chapter starts by providing an overview of previous attempts in using scene con-
straints to improve human pose estimation. It then transitions to reviewing previous
HSI synthesis work. We provide an overview of previous work that synthesizes static
as well as dynamic HSI.

2.1 Reconstructing Human-Scene Interaction
The problems of reconstructing 3D humans and 3D scenes have been studied for years,
albeit mostly dis-jointly. Typically, pose estimation methods [135, 136] try to recover
the articulated human pose from visual inputs while ignoring the scene. Similarly,
3D scene reconstruction methods [6, 52] ignore the human while reconstructing the
scene. The community has made significant progress on estimating human body pose
and shape from images [20, 53, 89, 96, 124, 131, 136, 147, 152, 161, 175, 183, 231].
Recent methods, based on deep learning, extend 3D human pose estimation to complex
scenarios [35, 48, 96, 131, 147, 152].

Most work represents 3D humans as skeletons [89, 183]. However, the 3D body
surface is important for physical interactions. This is addressed by learned parametric
3D body models [12, 94, 123, 148, 153, 216]. In PROX [73] and POSA [75] we employ
SMPL-X [153], which models the body with full face and finger articulation.

Several works focus on improving 2D object detection, 2D pose, and action recog-
nition by observing RGB imagery of people interacting with objects [8, 64, 106, 159,
220]. Similar observations are used to reason about 3D scenes [41, 50, 65], i.e. rough
3D reconstruction and affordances [56], however scene cues are not used as feedback
to improve human pose as we do in PROX [73].

Yamamoto and Yagishita [219] were the first to use scene constraints in 3D human
tracking. They observed that the scene can constrain the position, velocity, and accel-
eration of an articulated 3D body model. Later work adds object contact constraints to
the body to effectively reduce the degrees of freedom of the body and make pose esti-
mation easier [103, 170]. Brubaker et al. [23] focus on walking and perform 3D person
tracking by using a kinematic model of the torso and the lower body as a prior over hu-

19



man motion and conditioning its dynamics on the 2D Anthropomorphic Walker [107].
Hasler et al. [71] reconstruct a rough 3D scene from multiple unsynchronized mov-
ing cameras and employ scene constraints for pose estimation. The above methods all
had the right idea but required significant manual intervention or were applied in very
restricted scenarios.

Most prior methods that have used world constraints focus on interaction with a
ground plane [202] or simply constrain the body to move along the ground plane [230].
Most interesting among these is the work of Vondrak et al. [202] where they exploit a
game physics engine to infer human pose using gravity, motor forces, and interactions
with the ground. This is a very complicated optimization, and it has not been extended
beyond ground contact.

Gupta et al. [63] exploit contextual scene information in human pose estimation us-
ing a GPLVM learning framework. For an action like sitting, they take motion capture
data of people sitting on objects of different heights. Then, conditioned on the object
height, they estimate the pose in the image, exploiting the learned pose model.

Zanfir et al. [224] establish contact constraints between the feet and an estimated
ground plane. For this, they first estimate human poses in multi-person RGB videos
independently and fit a ground plane around the ankle joint positions. They then refine
poses in a global optimization scheme over all frames incorporating contact and tem-
poral constraints, as well as collision constraints, using a collision model comprised of
shape primitives similar to [19, 146]. Li et al. [117] introduce a method to estimate con-
tact positions, forces, and torques actuated by the human limbs during human-object
interaction.

The 3D hand-object community has also explored similar physical constraints, such
as [108, 146, 158, 166, 197, 198] to name a few. Most of these methods employ a col-
lision model to avoid hand-object inter-penetrations with varying degrees of accuracy;
using underlying shape primitives [109, 146] or decomposition in convex parts of more
complicated objects [109], or using the original mesh to detect colliding triangles along
with 3D distance fields [198]. Triangle intersection tests have also been used to esti-
mate contact points and forces [166]. Most other work uses simple proximity checks
[187, 197, 198] and employs an attraction term at contact points. ObMan [78] pro-
poses an end-to-end model that exploits a contact loss and inter-penetration penalty to
reconstruct hands manipulating objects in RGB images.

In summary, past work focuses either on specific body parts (hands or feet) or
interaction with a limited set of objects (ground or hand-held objects). In PROX [73],
for the first time, we address the full articulated body interacting with diverse, complex
and full 3D scenes. Moreover, we show how using the 3D scene improves monocular
3D body pose estimation.

2.2 Synthesizing Static Human-Scene Interaction
We here review work that aims at modeling HSI and using these models to synthe-
size static HSI. Lin et al. [118] generate 3D skeletons sitting on 3D chairs, by man-
ually drawing 2D skeletons and fitting 3D skeletons that satisfy collision and balance
constraints. Kim et al. [100] automate this, by detecting sparse contacts on a 3D ob-
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ject mesh and fitting a 3D skeleton to contacts while avoiding penetrations. Kang
et al. [97] reason about the physical comfort and environmental support of a 3D hu-
manoid, through force equilibrium. Leimer et al. [113] reason about pressure, fric-
tional forces and body torques, to generate a 3D object mesh that comfortably supports
a given posed 3D body. Zheng et al. [232] map high-level ergonomic rules to low-level
contact constraints and deform an object to fit a 3D human skeleton for force equi-
librium. Bar-Aviv et al. [14] and Liu et al. [122] use an interacting agent to describe
object shapes through detected contacts [14], or relative distance and orientation met-
rics [122]. Gupta et al. [65] estimate human poses “afforded” in a depicted room, by
predicting a 3D scene occupancy grid, and computing support and penetration of a 3D
skeleton in it. Grabner et al. [60] detect the places on a 3D scene mesh where a 3D
human mesh can sit, modeling interaction likelihood with GMMs and proximity and
intersection metrics. Zhu et al. [236] use FEM simulations for a 3D humanoid, to learn
to estimate forces, and reason about sitting comfort.

Recent work takes a data-driven approach. Jiang et al. [92] learn to estimate human
poses and object affordances from an RGB-D scene, for 3D scene label estimation.
SceneGrok [176] learns action-specific classifiers to detect the likely scene places that
“afford” a given action. Fisher et al. [49] use SceneGrok and interaction annotations on
CAD objects, to embed 3D room scans to CAD mesh configurations. PiGraphs [177]
maps pairs of {verb-object} labels to “interaction snapshots”, i.e. 3D interaction lay-
outs of objects and a human skeleton. Chen et al. [33] map RGB images to interaction
snapshots, using Markov Chain Monte Carlo with simulated annealing to optimize their
layout. iMapper [137] maps RGB videos to dynamic interaction snapshots, by learning
“scenelets” on PiGraphs data and fitting them to videos. PHOSA [226] infers spatial
arrangements of humans and objects from a single image. Cao et al. [26] map an RGB
scene and 2D pose history to 3D skeletal motion, by training on video-game data. Li
et al. [116] follow [208] to collect 3D human skeletons consistent with 2D/3D scenes
of [186, 208], and learn to predict them from a color and/or depth image. Corona et
al. [37] use a graph attention model to predict motion for objects and a human skeleton,
and their evolving spatial relationships.

Another HSI variant is Hand-Object Interaction. We discuss only recent work [22,
38, 191, 203]. Brahmbhatt et al. [22] capture fixed 3D hand-object grasps, and learn to
predict contact; features based on object-to-hand mesh distances outperform skeleton-
based variants. For grasp generation, 2-stage networks are popular [140]. Taheri et
al. [191] capture moving SMPL-X [153] humans grasping objects, and predict MANO
[167] hand grasps for object meshes, whose 3D shape is encoded with BPS [162].
Corona et al. [38] generate MANO grasping given an object-only RGB image; they
first predict the object shape and rough hand pose (grasp type), and then they refine the
latter with contact constraints [78] and an adversarial prior.

Closer to our work, POSA [75], PSI [228] and PLACE [227] populate 3D scenes
with SMPL-X [153] humans. PSI [228] trains a cVAE to estimate humans from a
depth image and scene semantics. The model provides an implicit encoding of HSI.
PLACE [227], on the other hand, explicitly encodes the scene shape and human-scene
proximal relations with BPS [162], but does not use semantics. Unlike PSI and PLACE,
POSA is a human-centric model; inherently this is more portable to new scenes. More-
over, instead of the sparse BPS distances in PLACE [227], POSA uses dense body-to-
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scene contact, and also exploits scene semantics similar to PSI [228].

2.3 Synthesizing Dynamic Human-Scene Interaction
Previous methods for synthesizing dynamic human-scene interaction fall under one
of two categories: kinematic-based methods or physics-based methods. Kinematic-
based methods synthesize motion with no regards to physics-laws. On the other hand,
physics-based methods synthesize physical motion using physics simulators. This sec-
tion provides an overview of both categories. In addition, we provide a brief overview
of previous research in human motion synthesis in general.

2.3.1 Kinematic-Based Methods
Traditional animation methods [11, 57, 110, 199] generally edit, retarget, or replay
motion clips from a database in order to synthesize motions for a given task. Mo-
tion retargetting allows retargetting of existing motions to new characters [4, 58] or
new environments [101, 112]. Seminal work of Gleicher [57] proposes a technique
to adapt a reference motion to a new character with the same structure but different
bone lengths. The motion of the new character is recomputed such that it satisfies a
set of space and time constraints, while remaining as close as possible to the origi-
nal motion. The method is used to adapt character-scene-interaction motions like box
carrying and climbing a ladder. While this method allows motions to be adapted to
new characters, Lee and Shin [110] introduce an interactive motion editing technique
that allows motions to be adapted to new characters and new environments. Lee et al.
[111] arrange a large repertoire of motions in a graph. Once built, a virtual character
is animated by searching the graph for the next suitable motion clip at each time step.
They show that this technique can enable virtual characters to traverse a playground-
like environment. Lee et al. [112] focus on traversing an environment made of a set
of building blocks. Each building block is annotated with associated motion data from
MoCap. The annotated building blocks are called motion patches. Rearranging these
motion patches allows the generation of new interactions. Such editing and retargetting
methods are limited to new scenarios that are similar to the ground-truth. Graph-based
methods require a complicated procedure to build and search the graph. In addition,
they are memory intensive, since a large dataset typically needs to be stored and ac-
cessed at run-time. More details about pre-deep learning real-time animation methods
are in the survey by Van Welbergen et al. [200]. Lately, Holden et al. [86] propose a
learned version of the motion matching algorithm by breaking it down to its basic steps
and providing learning-based alternatives for each one. The resulting method does not
require the storage of animation data.

Recently, deep-learning-based solutions have been proposed to the classical task
of motion in-betweening [70, 99, 235] where a user provides a set of key frames and a
neural network generates the in-between motion. Interpolation-based techniques create
new motion by blending existing motion segments [149, 169].

Several optimization-based techniques have been proposed to compute motion
from a sparse user input like motion trajectories or a set of keyframes. However,
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human motion is complex and high dimensional making such optimization hard and
often intractable. Safonova et al. [174] address this by transforming the problem to a
low-dimensional space using Principal Component Analysis (PCA) [93].

Neural networks (feed-forward networks, LSTMs, or RNNs) have been extensively
applied to the motion synthesis problem [5, 51, 67, 84, 130, 192, 201]. A typical
approach predicts the future motion of a character based on previous frame(s). While
showing impressive results when generating short sequences, many of these methods
either converge to the mean pose or diverge when tested on long sequences. A common
solution is to employ scheduled sampling [15] to ensure stable predictions at test time
to generate long locomotion and dancing sequences [119, 234]. We also use a similar
strategy in SAMP [74] when training MotionNet, but focus on synthesizing human-
scene interaction.

Only a few previous works have explored synthesizing dynamic human-scene in-
teraction. Earlier work [111] focuses on synthesizing motions of a character in the
same environment in which the motion was captured, follow-up work [7, 98, 112, 180]
assembles motion sequences from a large database to synthesize interactions with new
environments or characters. In a similar fashion, Agrawal et al. [7] use motion tem-
plates based on task-specific footstep plans in a given database for synthesizing new
character-scene interactions. Precision [98] analyzes a given environment and a mo-
tion database to identify the different ways the environment can support the character
to move. Such data-driven methods often require large databases to achieve the expres-
siveness of the synthesized motions at the cost of expensive nearest neighbor matching.
Hence, they do not scale well with the size and complexity of the training data.

An important sub-category of human-scene interaction involves locomotion, where
the character must respond to changes in terrain with appropriate foot placement.
Phase-functioned neural networks [85] have shown impressive results by using a guid-
ing signal representing the state of the motion cycle (i.e., phase). Introducing the
phase increased the expressiveness of the model and led to the generation of high-
quality motion in real-time. Zhang et al. [225] extend this idea to use a mixture of
experts [46, 90, 223] as the motion prediction network. An additional gating network
is used to predict the experts’ blending weights at run time.

More closely related to our work is the Neural State Machine (NSM) [188], which
extends the ideas of phase labels and expert networks to model HSI such as sit, carry,
and open. While NSM is a powerful method, it does not generate variations in such
interactions, which is one of the contributions of our work SAMP [74]. Our exper-
iments also demonstrate that NSM often fails to avoid intersections between the 3D
character and objects in cluttered scenes. Furthermore, training NSM requires time-
consuming manual, and often ambiguous, labeling of the phase. We find that using
scheduled sampling [15] provides an alternative to generate smooth transitions without
phase labels.

More recently, Wang et al. [205] introduce a hierarchical framework for synthe-
sizing HSI. They generate sub-goal positions in the scene, predict the pose at each of
these sub-goals, and synthesize the motion between such poses. This method requires a
post-optimization framework to ensure smoothness and robust foot contact and to dis-
courage penetration with the scene. Corona et al. [36] use a semantic graph to model
human-object relationships, followed by an RNN to predict human and object move-
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ments.
Several works have focused on modeling the stochastic nature of human motion,

with a specific emphasis on trajectory prediction. Both in terms of multi-modal trajec-
tory modeling as well as pose diversity. Given the past trajectory of a character, they
model multiple plausible future trajectories [10, 25, 28, 66, 126, 173, 181]. See [171]
for a survey. Other work models the social aspect of human behaviors by predicting
socially plausible trajectories [10, 66]. Only a few works takes into consideration the
scene context to predict physically and socially plausible trajectories [173]. Recently,
Cao et al. [25] sample multiple future goals and then use them to generate different
future skeletal motions. This is similar in spirit to our use of GoalNet in SAMP. The
difference is that our goal is to predict various trajectories that always lead to the same
target object (instead of predicting any plausible future trajectory). In addition, we
use the predicted trajectory to guide the process of generating full human body motion
while these works predict the trajectory only.

Modeling the stochasticity of the full human motion is a less explored area
[210, 221, 222]. DLow [221] improves diversity of the predicted skeletal motion by
an explicit diversity-promoting prior. Yuan and Kitani propose a diversity sampling
function [222]. Wang et al. [210] model the distribution of the character’s next state
given its past state and the hidden variables of an RNN. Similarly, Motion VAE [119]
predicts a distribution of the next poses instead of one pose using the latent space of
a conditional variational auto-encoder. A separate RL policy is trained to control the
latent space, hence controlling the character motion to achieve certain tasks. Instead
of using a separate RL policy to control the character, MoGlow is a controllable prob-
abilistic generative model based on normalizing flows [81]. Generating diverse dance
motions from music has also been recently explored [114, 115]. Xu et al. [217] gen-
erate diverse motions by blending short sequences from a database. All the previous
work focus on generating diverse locomotion, dancing, or gymnastics. To the best of
our knowledge, no previous work has tackled the problem of generating diverse HSI as
we do in SAMP [74].

2.3.2 Physics-Based Methods
Early physics-based methods generate motions by numerically integrating equations
of motion derived from the physical models of the character [163]. The physical plau-
sibility of the generated motion is guaranteed, but the resulting behaviors may not be
particularly life-like. Heuristics, such as symmetry, stability, and power minimization
[163, 204] can be incorporated into controllers to improve the realism of simulated
motions.

Imitation learning is another popular approach to improve the realism of physically
simulated characters. In this approach, a character learns to perform various behaviors
by imitating reference motion data. Motion tracking is one of the most commonly used
techniques for motion imitation and is effective at reproducing a large array of chal-
lenging skills [16, 34, 207, 212]. At its core; motion tracking uses a tracking objective
that encourages the simulated character to follow a particular reference motion clip
[155]. However, it can be difficult to apply tracking-based methods to solve tasks that
require composition of diverse behaviors, since the tracking-objective is typically only
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applied with respect to one reference motion at a time.
Inspired by Generative Adversarial Imitation Learning (GAIL) [83], Peng et al.

[157] train a motion discriminator on large unstructured datasets and use it as a general
motion prior for training a control policy. This technique allows characters to imitate
and compose behaviors from large motion datasets, without requiring any annotation
of the motion clips, such as skill or phase labels. A similar GAN-like approach was
concurrently introduced by Xu and Karamouzas [218]. In InterPhys [77], we leverage
an adversarial imitation learning approach similar to Peng et al. [157], but go beyond
prior work to develop control policies for character-scene interaction tasks. For more
details on physics-based and kinematic-based animation methods, see the survey by
Mourot et al. [139].

Very little work has tackled the problem of synthesizing physical character-scene
interactions. Early work simplifies the object manipulation problem by explicitly at-
taching an object to the hands of the character [39, 138, 156], thereby removing the
need for the character to grasp and manipulate an object’s movements via contact. Liu
and Hodgins [120] use a framework based on trajectory optimization to learn basket-
ball dribbling. They decouple the controller into an arm controller and a locomotion
controller. Chao et al. [31] propose a hierarchical controller to synthesize sitting mo-
tions. This is accomplished by dividing the sitting task into sub-tasks and training
separate controllers to imitate relevant reference motion clips for each sub-task. The
sub-tasks are walk, turn right, turn lift, and sit. A meta controller is then trained to se-
lect which sub-task to execute at each time step. They report a success rate of ∼ 17%.
Similar hierarchical approaches are used to train characters to play a simplified version
of football [87, 121], and to simulate fencing and boxing [213]. Merel et al. [132] train
a collection of policies, each of which imitates a motion clip depicting a box-carrying
or ball-catching task. The different controllers are then distilled into a single latent vari-
able model that can then be used to construct a hierarchical controller for performing
more general instances of the tasks. Concurrently, Eom et al. [47] propose a model pre-
dictive controller to solve a similar task. In contrast to the prior work, InterPhys [77]
is not hierarchical, generalizes to more objects and scenes, can be trained on large
datasets without manual labels, and is easily applicable to multiple tasks.
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Chapter 3

Resolving 3D Human Pose
Ambiguities with 3D Scene
Constraints

Humans move through, and interact with, the 3D world. The world limits this move-
ment and provides opportunities (affordances) [55]. In fact, it is through contact be-
tween our feet and the environment that we are able to move at all. Whether simply
standing, sitting, lying down, walking, or manipulating objects, our posture, move-
ment, and behavior is affected by the world around us. Despite this, most work on 3D
human pose estimation from images ignores the world and our interactions with it.

Here we formulate human pose estimation differently, making the 3D world a first
class player in the solution. Specifically, we estimate 3D human pose from a single
RGB image conditioned on the 3D scene. We show that the world provides constraints
that make the 3D pose estimation problem easier and the results more accurate.

We follow two key principles to estimate 3D pose in the context of a 3D scene.
First, from intuitive physics, two objects in 3D space cannot inter-penetrate and share
the same space. Thus, we penalize poses in which the body inter-penetrates scene
objects. We formulate this “exclusion principle” as a differentiable loss function that
we incorporate into the SMPLify-X pose estimation method [153].

Second, physical interaction requires contact in 3D space to apply forces. To ex-
ploit this, we use the simple heuristic that certain areas of the body surface are the most
likely to contact the scene, and that, when such body surfaces are close to scene sur-
faces, and have the same orientation, they are likely to be in contact. Although these
ideas have been explored to some extent by the 3D hand-object estimation commu-
nity [109, 146, 158, 166, 197, 198] they have received less attention in work on 3D
body pose. We formulate a term that implements this contact heuristic and find that it
improves pose estimation.

Our method extends SMPLify-X [153], which fits a 3D body model “top down”
to “bottom up” features (e.g. 2D joint detections). We choose this optimization-based
framework over a direct regression method (deep neural network) because it is more
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Figure 3.1: Standard 3D body estimation methods predict bodies that may be inconsis-
tent with the 3D scene, even though the results may look reasonable from the camera
viewpoint. To address this, we exploit the 3D scene structure and introduce scene con-
straints for contact and inter-penetration. From left to right: (1) RGB image (top) and
3D scene reconstruction (bottom), (2) overlay of estimated bodies on the original RGB
image without (yellow) and with (gray) scene constraints, 3D rendering of both the
body and the scene from (3) the camera view, (4) a top view and (5) a side view.

straightforward to incorporate our physically-motivated constraints. The method en-
forces Proximal Relationships with Object eXclusion and is called PROX. Figure 3.1
shows a representative example where the human body pose is estimated with and with-
out our scene constraints. From the viewpoint of the camera, both solutions look good
and match the 2D image but, when placed in a scan of the 3D scene, the results without
scene constraints can be grossly inaccurate. Adding our constraints to the optimization
reduces inter-penetration and encourages appropriate contact.

One may ask why such constraints are not typically used? One key reason is that
to estimate and reason about contact and inter-penetration, one needs both a model of
the 3D scene and a realistic model of the human body. The former is easy to obtain
today with many scanning technologies but, if the body model is not accurate, it does
not make sense to reason about contact and inter-penetration. Consequently, we use
the SMPL-X body model [153], which is realistic enough to serve as a “proxy” for the
real human in the 3D scene. In particular, the feet, hands, and body of the model have
realistic shape and degrees of freedom.

Here, we assume that a rough 3D model of the scene is available. It is fair to
ask whether it is realistic to perform monocular human pose estimation but assume
a 3D scene? We argue that it is for two key reasons. First, scanning a scene today
is quite easy with commodity sensors. If the scene is static, then it can be scanned
once, enabling accurate body pose estimation from a single RGB camera; this may
be useful for surveillance, industrial, or special-effects applications. Second, methods
to estimate 3D scene structure from a single image are advancing rapidly. There are
now good methods to infer 3D depth maps from a single image [45], as well as methods
that do more semantic analysis and estimate 3D CAD models of the objects in the scene
[142]. Our work is complementary to this direction, and we believe that monocular 3D
scene estimation and monocular 3D human pose estimation should happen together.
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The work here provides a clear example of why this is valuable.
To evaluate PROX, we use three datasets: two qualitative datasets and a quanti-

tative dataset. The qualitative datasets contain: 3D scene scans, monocular RGB-D
videos and pseudo ground-truth human bodies. The pseudo ground-truth is extracted
from RGB-D by extending SMPLify-X to use both RGB and depth data to fit SMPL-X.

In order to get true ground-truth for the quantitative dataset, we set up a living room
in a marker-based motion capture environment, scan the scene, and collect RGB-D
images in addition to the MoCap data. We fit the SMPL-X model to the MoCap marker
data using MoSh++ [124] and this provides ground-truth 3D body shape and pose. This
allows us to quantitatively evaluate our method.

Our datasets and code are available for research at https://prox.is.tue.
mpg.de.

3.1 Method

3.1.1 3D Scene Representation
To study how people interact with a scene, we first need to acquire knowledge about
it, i.e. to perform scene reconstruction. Since physical interaction takes place through
surfaces, we chose to represent the scene as a 3D meshMs = (Vs, Fs), with |Vs| = Ns
vertices Vs ∈ R(Ns×3) and triangular faces Fs. We assume a static 3D scene and recon-
struct Ms with a standard commercial solution; the Structure Sensor [145] camera and
the Skanect [3] software. We chose the scene frame to represent the world coordinate
frame; both the camera and the human model are expressed w.r.t. this coordinate frame
as explained in Sections 3.1.2 and 3.1.3, respectively.

3.1.2 Camera Representation
We use a Kinect-One camera [1] to acquire RGB and depth images of a person moving
and interacting with the scene. We use a publicly available tool [2] to estimate the
intrinsic camera parameters Kc and to capture synchronized RGB-D images. For each
time frame t, we capture a 512× 424 depth image Zt and 1920× 1080 RGB image It

at 30 FPS. We then transform the RGB-D data into point cloud P t.
To perform human MoCap w.r.t. to the scene, we first need to register the RGB-D

camera to the 3D scene. We assume a static camera and estimate the extrinsic camera
parameters, i.e. the camera-to-world rigid transformation Tc = (Rc, tc), where Rc ∈
SO(3) is a rotation matrix and tc ∈ R3 is a translation vector. For each sequence, a
human annotator annotates 3 correspondences between the 3D scene Ms and the point
cloud P t to get an initial estimate of Tc, which is then refined using ICP [17, 233]. The
camera extrinsic parameters (Rc, tc) are fixed during each recording (Section 3.1.4),

The human body b is estimated in the camera frame and needs to be registered to
the scene by applying Tc to it too. For simplicity of notation, we use the same symbols
for the camera c and body b after transformation to the world coordinate frame.
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3.1.3 Human Body Model
We represent the human body using SMPL-X [153]. SMPL-X is a generative model
that captures how the human body shape varies across a human population, learned
from a corpus of registered 3D body, face and hand scans of people of different sizes,
genders and nationalities in various poses. It goes beyond similar models [12, 72, 123,
168] by holistically modeling the body with facial expressions and finger articulation,
which is important for interactions.

SMPL-X is a differentiable functionMb(β, θ, ψ, γ) parameterized by shape β, pose
θ, facial expressions ψ and translation γ. Its output is a 3D mesh Mb = (Vb, Fb) for
the human body, with Nb = 10475 vertices Vb ∈ R(Nb×3) and triangular faces Fb. The
shape parameters β ∈ R10 are coefficients in a low-dimensional shape space learned
from approximately 4000 registered CAESAR [165] scans. The pose of the body is
defined by linear blend skinning with an underlying rigged skeleton, whose 3D joints
J(β) are regressed from the mesh vertices. The skeleton has 55 joints in total; 22 for
the main body (including a global pelvis joint), 3 for the neck and the two eyes, and 15
joints per hand for finger articulation. The pose parameters θ = (θb, θf , θh) are com-
prised of θb ∈ R66 and θf ∈ R9 parameters in axis-angle representation for the main
body and face joints respectively, with 3 degrees of freedom (DOF) per joint, as well
as θh ∈ R12 pose parameters in a lower-dimensional pose space for finger articulation
of both hands, captured by approximately 1500 registered hand scans [168]. The pose
parameters θ and translation vector γ ∈ R3 define a function that transforms the joints
a long the kinematic tree Rθγ . Following the notation of [19] we denote posed joints
with Rθγ(J(β)i) for each joint i.

3.1.4 Human MoCap from Monocular Images
To fit SMPL-X to a single RGB image, we employ SMPLify-X [153] and extend it
to include human-world interaction constraints to encourage contact and discourage
inter-penetrations. We name our method PROX for Proximal Relationships with Object
eXclusion. In addition, we extend SMPLify-X to SMPLify-D, which uses both RGB
and an additional depth input for more accurate registration of human poses to the 3D
scene. We also extend PROX to use RGB-D input instead of RGB only; we call this
configuration PROX-D.

Inspired by [153], we formulate fitting SMPL-X to monocular images as an opti-
mization problem, where we seek to minimize the objective function

E(β, θ, ψ, γ,Ms) =EJ + λDED + λθbEθb + λθfEθf+

λθhEθh + λαEα + λβEβ + λEEE+

λPEP + λCEC (3.1)

where θb, θf and θh are the pose vectors for the body, face (neck, jaw) and the two
hands respectively, θ = {θb, θf , θh} is the full set of optimizable pose parameters,
γ denotes the body translation, β the body shape and ψ the facial expressions, as de-
scribed in Section 3.1.3. EJ(β, θ, γ,K, Jest) andED(β, θ, γ,K,Z) are data terms that
are described below; EJ is the RGB data term used in all configurations, while ED is
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the optional depth data term which is used whenever depth data is available. The terms
Eθh(θh), Eθf (θf ), EE(E) and Eβ(β) are L2 priors for the hand pose, facial pose, fa-
cial expressions and body shape, penalizing deviation from the neutral state. Following
[19, 153] the term Eα(θb) =

∑
i∈(elbows,knees) exp(θi) is a prior penalizing extreme

bending only for elbows and knees, while Eθb(θb) is a VAE-based body pose prior
called VPoser introduced in [153]. The term EC(β, θ, γ,Ms) encourages contact be-
tween the body and the scene as described in Section 3.1.5. The term EP(θ, β,Ms) is
a penetration penalty modified from [153] to reason about both self-penetrations and
human-scene inter-penetrations, as described in Section 3.1.6. The terms EJ , Eθb ,
Eθh , Eα, Eβ and weights λi are as described in [153]. The weights λi denote steering
weights for each term. They were set empirically in an annealing scheme similar to
[153].

For the RGB data term EJ we use a re-projection loss to minimize the weighted
robust distance between 2D joints Jest(I) estimated from the RGB image I and the 2D
projection of the corresponding posed 3D joints Rθγ(J(β)i) of SMPL-X, as defined
for each joint i in Section 3.1.3. Following the notation of [19, 153], the data term is

EJ(β, θ, γ,K, Jest) =∑
joint i

κiωiρJ(ΠK(Rθγ(J(β)i)− Jest,i) (3.2)

where ΠK denotes the 3D to 2D projection with intrinsic camera parameters K. For
the 2D detections we rely on OpenPose [24, 184, 211], which provides body, face and
hands keypoints jointly for each person in an image. To account for noise in the de-
tections, the contribution of each joint in the data term is weighted by the detection
confidence score ωi, while κi are per-joint weights for annealed optimization, as de-
scribed in [153]. Furthermore, ρJ denotes a robust Geman-McClure error function [54]
for down-weighting noisy detections.

The depth data term ED minimizes the discrepancy between the visible body
vertices V v

b ⊂ Vb and a segmented point cloud P t that belongs only to the body and
not the static scene. For this, we use the body segmentation mask from the Kinect-One
SDK. Then, ED is defined as

ED(β, θ, γ,K,Z) =
∑
p∈P t

ρD(min
v∈V v

b

‖v − p‖) (3.3)

where ρD denotes a robust Geman-McClure error function [54] for down weighting
vertices V v

b that are far from P t.

3.1.5 Contact Term
Using the RGB term EJ without reasoning about human-world interaction might re-
sult in physically implausible poses, as shown in Figure 3.1; However, when humans
interact with the scene they come in contact with it, e.g. feet contact the floor while
standing or walking. We therefore introduce the term EC to encourage contact and
proximity between body parts and the scene around contact areas.
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Figure 3.2: Annotated vertices that come frequently in contact with the world, high-
lighted with blue color.

To that end, we annotate a set of candidate contact vertices VC ⊂ Vb across the
whole body that come frequently in contact with the world, focusing on the actions of
walking, sitting and touching with hands. We annotate 1121 vertices across the whole
body, as shown in Figure 3.2. We define the contact vertices as: 725 vertices for the
hands, 62 vertices for the thighs, 113 for the gluteus, 222 for the back, and 194 for the
feet. EC is defined as:

EC(β, θ, γ,Ms) =
∑
vC∈VC

ρC( min
vs∈Vs

‖vC − vs‖) (3.4)

where ρC denotes a robust Geman-McClure error function [54] for down-weighting
vertices in VC that are far from the nearest vertices in Vs of the 3D scene Ms.

3.1.6 Penetration Term
Intuitive physics suggests that two objects can not share the same 3D space. However,
human pose estimation methods might result in self-penetrations or bodies penetrating
surrounding 3D objects, as shown in Figure 3.1. We therefore introduce a penetration
term that combines EPself and EPinter that are defined below:

EP(θ, β, γ,Ms) =

EPself (θ, β) + EPinter (θ, β, γ,Ms) (3.5)

For self-penetrations we follow the approach of [13, 153, 198], that follows local rea-
soning. We first detect a list of colliding body triangles Pself using Bounding Volume
Hierarchies (BVH) [194] and compute local conic 3D distance fields Ψ. Penetrations
are then penalized according to the depth in Ψ. For the exact definition of Ψ and
EPself (θ, β) we refer the reader to [13, 198].
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For body-scene inter-penetrations local reasoning at colliding triangles is not
enough, as the body might be initialized deep inside 3D objects or even outside the
3D scene. To resolve this, we penalize all penetrating vertices using the signed dis-
tance field (SDF) of the scene Ms. The distance field is represented with a uniform
voxel grid with size 256× 256× 256, that spans a padded bounding box of the scene.
Each voxel cell ci stores the distance from its center pi ∈ R3 to the nearest surface
point psi ∈ R3 of Ms with normal nsi ∈ R3, while the sign is defined according to the
relative orientation of the vector pi − psi w.r.t. nsi as

sign (ci) = sign ((pi − psi ) · nsi ) ; (3.6)

a positive sign means that the body vertex is outside the nearest scene object, while a
negative sign means that it is inside the nearest scene object and denotes penetration.
In practice, during optimization, we can find how each body vertex Vbi is positioned
relative to the scene by reading the signed distance di ∈ R of the voxel it falls into.
Since the limited grid resolution influences discretization of the 3D distance field, we
perform trilinear interpolation using the neighboring voxels similar to [91]. Then we
resolve body-scene inter-penetration by minimizing the loss term

EPinter =
∑
di<0

‖dinsi‖2. (3.7)

3.1.7 Optimization
We optimize Equation 3.1 similar to [153]. More specifically, we implement our model
in PyTorch and use the Limited-memory BFGS optimizer (L-BFGS) [144] with strong
Wolfe line search.

3.2 Datasets

3.2.1 Qualitative Datasets
The qualitative datasets, PiGraphs and PROX, contain: 3D scene scans and monocular
videos of people interacting with the 3D scenes. They do not include ground-truth
bodies; thus we cannot evaluate our method quantitatively on these datasets.

PiGraphs dataset

This dataset was released as part of the work of Sava et al. [177]. The dataset has
several 3D scene scans and RGB-D videos. It suffers from multiple limitations; the
color and depth frames are neither synchronized nor spatially calibrated, making it
hard to use both RGB and depth. The human poses are rather noisy and are not well
registered into the 3D scenes, which are inaccurately reconstructed. The dataset has a
low frame rate of 5 fps, it is limited to only 5 subjects and does not have ground-truth
human motion.
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Figure 3.3: Reconstructed 3D scans of the 12 indoor scenes of our PROX dataset, as
well as an additional scene from our quantitative dataset, shown at the bottom right
corner.

PROX dataset

We collected this dataset to overcome the limitations of the PiGraphs dataset. We
employ the commercial Structure Sensor [145] RGB-D camera and the accompany-
ing 3D reconstruction solution Skanect [3] and reconstruct 12 indoor scenes, shown
in Figure 3.3. The scenes can be grouped to: 3 bedrooms, 5 living rooms, 2 sitting
booths and 2 offices. We then employ a Kinect-One [1] RGB-D camera to capture 20
subjects (4 females and 16 males) interacting with these scenes. Subjects gave writ-
ten informed consent to make their data available for research purposes. The dataset
provides 100K synchronized and spatially calibrated RGB-D frames at 30 fps. Figure
3.4 shows example RGB frames from our dataset. We leverage the RGB-D videos to
get pseudo ground-truth of 3D humans interacting with their surrounding environment.
More specifically, we fit SMPL-X meshes to the RGB-D videos while considering the
scene constraints as shown in Equation 3.1.

3.2.2 Quantitative Dataset
Neither our PROX dataset nor PiGraphs [177] have ground-truth for quantitative eval-
uation. To account for this, we captured a separate quantitative dataset with 180 static
RGB-D frames in sync with a 54 camera Vicon system. We placed markers on the
body and the fingers. We placed everyday furniture and objects inside the Vicon area
to mimic a living room, and performed 3D reconstruction of the scene, shown in the
bottom right corner of Figure 3.3 with the Structure Sensor [145] and Skanect [3] sim-
ilar to above. We then use MoSh++ [124] which is a method that converts MoCap data
into realistic 3D human meshes represented by a rigged body model. Example RGB
frames are shown in Figure 3.5 (left), while our mesh pseudo ground-truth is shown
with aqua blue color. Our datasets are available for research purposes.
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Figure 3.4: Example RGB frames of our PROX dataset showing people moving in
natural indoor scenes and interacting with them. We reconstruct in total 12 scenes and
capture 20 subjects. Figure 3.3 shows the 3D reconstructions of our indoor scenes.

3.3 Experiments

3.3.1 Quantitative Evaluation
To evaluate the performance of our method, as well as to evaluate the importance of
different terms in Equation 3.1, we perform quantitative evaluation in Table 3.1. As
performance metrics, we report the mean per-joint error without and with Procrustes
alignment noted as “PJE” and “p.PJE” respectively, as well as the mean vertex-to-
vertex error noted similarly as “V2V” and “p.V2V”. Each row in the table shows a
setup that includes different terms as indicated by the check-boxes. Table 3.1 includes
two sub-tables for different datasets. Table 1 (a): We employ our new quantitative
dataset with mesh pseudo ground-truth based on Vicon and MoSh++ [124], as de-
scribed in Section 3.2. The first row with only EJ is an RGB-only baseline similar to
SMPLify-X [153], that we adapt to our needs by using a fixed camera and estimating
body translation γ, and gives the biggest “PJE” and “V2V” error. In the second row
we add only the contact term EC , while in the third row we add only the penetration
term EP . In both cases, the error drops a bit, however the drop is significantly big-
ger for the fourth row that includes both EC and EP ; this corresponds to PROX and
achieves 167.08 mm “PJE” and 166.51 mm “V2V” error. This suggests that both EC
and EP contribute to accuracy and are complementary. To inform the upper bound
of performance, in the fifth row we employ an RGB-D baseline with EJ and ED,
which corresponds to SMPLify-D as described in Section 3.1.4. All terms of Equa-
tion 3.1 are employed in the last row; we call this configuration PROX-D. We observe
that using scene constraints boosts the performance even when the depth is available.
This gives the best overall performance, but PROX (fourth row) achieves reasonably
good performance with less input data, i.e. using RGB only. Table 1 (b): We chose 4
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Eq. 3.1 terms Erorr
EJ EC EP ED PJE V2V PJE V2V

(a)

RGB 3 7 7 7 220.27 218.06 73.24 60.80

mm

RGB + Contact 3 3 7 7 208.03 208.57 72.76 60.95
RGB + Penetration 3 7 3 7 190.07 190.38 73.73 62.38

PROX 3 3 3 7 167.08 166.51 71.97 61.14
SMPLify-D 3 7 7 3 72.91 69.89 55.53 48.86

PROX-D 3 3 3 3 68.48 60.83 52.78 47.11

(b) RGB 3 7 7 7 232.29 227.49 66.02 53.15 mmPROX 3 3 3 7 144.60 156.90 65.04 52.60

Table 3.1: Ablation study for Equation 3.1; each row contains the terms indicated by
the check-boxes. Units in mm. Table (a): Evaluation on our quantitative dataset
using mesh pseudo ground-truth based on Vicon and MoSh++ [124]. Table (b): Eval-
uation on chosen sequences of our qualitative dataset using pseudo ground-truth based
on SMPLify-D. Tables (a, b): We report the mean per-joint error without/with pro-
crustes alignment noted as “PJE” / “p.PJE”, and the mean vertex-to-vertex error noted
as “V2V” / “p.V2V”.

random sequences of our new PROX dataset. We generate pseudo ground-truth with
PROX-D, which uses both RGB and depth. We show a comparison between the RGB-
only baseline (first row) and PROX (second row) compared to the pseudo ground-truth
of PROX-D. The results support the above finding that the scene constraints in PROX
contribute significantly to accuracy.

3.3.2 Qualitative Evaluation
In Figure 3.5 we show qualitative results for our quantitative dataset. Furthermore, we
show representative qualitative results on our qualitative dataset in Figure 3.6. Qual-
itative results on PiGraphs dataset are shown in Figure 3.7. In both figures, the lack
of scene constraints (yellow) results in severe penetrations in the scene. Our method,
PROX, includes scene constraints (light gray) and estimates bodies that are signifi-
cantly more consistent with the 3D scene, i.e. with realistic contact and without pene-
trations.

Figures 3.8-3.10 show additional qualitative results for our method (light gray) on
our PROX dataset and compare it to the RGB-only baseline (yellow). For each exam-
ple, we show from left to right: (1) RGB image, (2) renderings from different view-
points.

Figure 3.11 shows additional qualitative results for our method (light gray) on the
PiGraphs dataset [177] and compares it to the RGB-only baseline (yellow). Please
note that PiGraphs [177] estimates just a 3D skeleton of only the major body joints. In
contrast, we estimate a full 3D mesh, and include facial expressions and finger artic-
ulation. The mesh representation of our realistic human model helps to better reason
about proximity to the world, contact and penetrations. For each example, we show
from left to right: (1) RGB image (2) renderings from different viewpoints.
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Figure 3.5: Examples from our quantitative dataset, described in Section 3.3. From
left to right: (1) RGB images, (2) rendering of the fitted model and the 3D scene from
the camera viewpoint; aqua blue for the mesh pseudo ground-truth, light gray for the
results of our method PROX, yellow for results without scene constraints, green for
SMPLify-D, (3) top view and (4) side view.
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Figure 3.6: Qualitative results of our method on our qualitative dataset. From left to
right: (1) RGB images, (2) rendering from the camera viewpoint; light gray for the
results of our method PROX, yellow for results without scene constraints, and green
for SMPLify-D, (3) rendering from a different view, that shows that the camera view
is deceiving.
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Figure 3.7: Qualitative results of our method on the PiGraphs dataset [177]. From left
to right: (1) RGB images, (2) rendering from the camera viewpoint; light gray for the
results of our method PROX, yellow for results without scene constraints, (3) rendering
from a different view, that shows that the camera view is deceiving.

EJ EC EP ED Run time

3 7 7 7 33.75
se

c
3 3 7 7 46.91
3 7 3 7 42.68
3 3 3 7 47.64
3 7 7 3 54.28
3 3 3 3 73.08

Table 3.2: Runtime for all configurations of our approach.

3.3.3 Computational Complexity
Table 3.2 reports the average runtime for all our configurations for 10 randomly sam-
pled frames. Compared to using RGB alone; PROX improved “V2V” by 24% with a
runtime increase of 41%.

3.3.4 Choice of Contact Vertices
We choose the body vertices that often come in contact with the 3D world. This choice
is not exclusive. Table 3.3 evaluates different sets of candidate contact vertices, namely
our annotations and all vertices. Mean errors without Procrustes alignment, “PJE” and
“V2V”, increase when all the vertices are used. In addition, runtime increases by ∼ 7
seconds. This suggests the importance of affordances and semantics; future work can
learn the likely contact vertices for different object classes in a data-driven fashion. To
this end, the community first needs training data similar to the data generated by our
work.
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Figure 3.8: Qualitative results on our PROX dataset. The human body pose is estimated
with (light gray) and without (yellow) our scene constraints. We show from left to right:
(1) RGB images, (2) renderings from different viewpoints.
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Figure 3.9: Qualitative results on our PROX dataset. The human body pose is estimated
with (light gray) and without (yellow) our scene constraints. We show from left to right:
(1) RGB images, (2) renderings from different viewpoints.
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Figure 3.10: Qualitative results on our PROX dataset. The human body pose is esti-
mated with (light gray) and without (yellow) our scene constraints. We show from left
to right: (1) RGB images, (2) renderings from different viewpoints.
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Figure 3.11: Qualitative results on the PiGraphs [177] dataset. The human body pose is
estimated with (gray color) and without (yellow color) our environmental terms. Please
note that [177] estimate just a 3D skeleton of only the major body joints. We show from
left to right: (1) RGB images, (2) renderings from different viewpoints.

Contact vertices PJE V2V p.PJE p.V2V

Selected of Fig. 3.2 208.03 208.57 72.76 60.95

m
m

All selected 217.82 216.62 72.35 60.16

Table 3.3: Different sets of candidate contact vertices.
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Figure 3.12: Representative failure cases on our PROX dataset. We show from left to
right: (1) RGB image, (2) OpenPose result overlayed on the RGB image, (3) result of
our method.

3.3.5 Failure Cases
Figures 3.12-3.13 show failure cases of our method (light gray) on our PROX dataset.
For each example, we show from left to right: (1) RGB image, (2) OpenPose result
overlayed on the RGB image, (3) result of our method. Figure 3.12-top shows that our
method still results in some penetration. Our assumption of a static scene is not always
true; in this case the bed is deformable and its shape changes during interaction. Future
work should explore modeling deformations of the human body and the world. Figure
3.12-bottom shows a failure of our inter-penetration term. In cases where initializa-
tion of body translation is not accurate enough, the optimizer might end up in a local
minimum that is not always in agreement with the real pose in 3D space. Figure 3.13
shows typical failure cases of OpenPose. In Figure 3.13-top, the left leg is not detected
correctly, while in Figure 3.13-middle and Figure 3.13-bottom several body joints are
flipped by OpenPose.

3.4 Discussion
Why such constraints are not typically used? One key reason is that to estimate and
reason about contact and inter-penetration, one needs both a model of the 3D scene
and a realistic model of the human body. The former is easy to obtain today with many
scanning technologies but, if the body model is not accurate, it does not make sense to
reason about contact and inter-penetration. Consequently, we use the SMPL-X body
model [153], which is realistic enough to serve as a “proxy” for the real human in the
3D scene. In particular, the feet, hands, and body of the model have realistic shape and
degrees of freedom.

Is it realistic to assume a 3D scene for refining pose? Here we assume that a
rough 3D model of the scene is available; one could argue that this is a hard assump-
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Figure 3.13: Representative failure cases on our PROX dataset. We show from left to
right: (1) RGB image, (2) OpenPose result overlayed on the RGB image, (3) result of
our method.
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tion. Reconstructing a 3D scene from a single RGB image is a hot research topic, but
the problem is ill-posed and currently unsolved. Here we want to show, in the first
place, that knowledge about the scene helps pose estimation. Our results support this
hypothesis, and scanning a scene today is quite easy. Future work can relax this as-
sumption, and move to the more difficult problem of exploiting recent deep networks
to estimate the scene directly from monocular RGB images. There are now good meth-
ods to infer depth maps from a single image [45] as well as methods that do more
semantic analysis and estimate 3D CAD models of the objects in the scene [142]. Our
work is complementary to this direction, and we believe that monocular 3D scene es-
timation and monocular 3D human pose estimation should happen together. The work
here provides a clear example of why this is valuable.

3.5 Conclusion
In PROX we focus on human-world interactions and capture the motion of humans in-
teracting with a real static 3D scene in RGB images. We use a holistic model, SMPL-X
[153], that jointly models the body with face and fingers, which are important for in-
teractions. We show that incorporating interaction-based human-world constraints in
an optimization framework (PROX) results in significantly more realistic and accurate
MoCap. We also collect a new dataset of 3D scenes with RGB-D sequences involving
human interactions and occlusions. We perform extensive quantitative and qualitative
evaluations that clearly show the benefits of incorporating scene constraints into 3D hu-
man pose estimation. Our code, data and MoCap are available for research purposes.

3.6 Limitations and Future work
A limitation of the current formulation is that we do not model scene occlusion. Current
2D part detectors do not indicate when joints are occluded and may provide inaccurate
results. By knowing the scene structure, we could reason about what is visible and what
is not. Another interesting direction would be the unification of the self-penetration
and the body-scene inter-penetration by employing the implicit formulation of [193]
for the whole body. Future work can exploit recent deep networks to estimate the
scene directly from monocular RGB images. More interesting directions would be to
extend our method to dynamic scenes [172], human-human interaction and to account
for scene and body deformation.
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Chapter 4

Populating 3D Scenes by
Learning Human-Scene
Interaction

Humans constantly interact with the world around them. We move by walking on the
ground; we sleep lying on a bed; we rest sitting on a chair; we work using touchscreens
and keyboards. Our bodies have evolved to exploit the affordances of the natural envi-
ronment, and we design objects to better “afford” our bodies. While obvious, it is worth
stating that these physical interactions involve contact. Despite the importance of such
interactions, existing representations of the human body do not explicitly represent,
support, or capture them.

In computer vision, human pose is typically estimated in isolation from the 3D
scene, while in computer graphics 3D scenes are often scanned and reconstructed with-
out people. Both the recovery of humans in scenes and the automated synthesis of
realistic people in scenes remain challenging problems. Automation of this latter case
would reduce animation costs and open up new applications in augmented reality. Here
we take a step towards automating the realistic placement of 3D people in 3D scenes
with realistic contact and semantic interactions (Fig. 4.1). We develop a novel body-
centric approach that relates 3D body shape and pose to possible world interactions.
Learned parametric 3D human models [12, 94, 123, 153] represent the shape and pose
of people accurately. We employ the SMPL-X [153] model, which includes the hands
and face, as it supports reasoning about contact between the body and the world.

While such body models are powerful, we make three key observations. First,
human models like SMPL-X [153] do not explicitly model contact. Second, not all
parts of the body surface are equally likely to be in contact with the scene. Third,
the poses of our body and scene semantics are highly intertwined. Imagine a person
sitting on a chair; body contact likely includes the buttocks, probably also the back,
and maybe the arms. Think of someone opening a door; their feet are likely in contact
with the floor, and their hand is in contact with the doorknob.

Based on these observations, we formulate a novel model, that makes human-scene
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Figure 4.1: POSA automatically places 3D people in 3D scenes such that the interac-
tions between the people and the scene are both geometrically and semantically correct.
POSA exploits a new learned representation of human bodies that explicitly models
how bodies interact with scenes.

interaction (HSI) an explicit and integral part of the body model. The key idea is to en-
code HSI in an egocentric representation built in SMPL-X. This effectively extends the
SMPL-X model to capture contact and the semantics of HSI in a body-centric represen-
tation. We call this POSA for “Pose with prOximitieS and contActs”. Specifically, for
every vertex on the body and every pose, POSA defines a probabilistic feature map that
encodes the probability that the vertex is in contact with the world and the distribution
of semantic labels associated with that contact.

POSA is a conditional Variational Auto-Encoder (cVAE), conditioned on SMPL-X
vertex positions. We train on the PROX dataset [73], which contains 20 subjects, fit
with SMPL-X meshes, interacting with 12 real 3D scenes. Please see Section. 3.2.1
for more details on the PROX dataset. We also train POSA using the scene semantic
annotations provided by the PROX-E dataset [228]. Once trained, given a posed body,
we can sample likely contacts and semantic labels for all vertices. We show the value
of this representation with two challenging applications.

First, we focus on automatic scene population as illustrated in Fig. 4.1. That is,
given a 3D scene and a body in a particular pose, where in the scene is this pose most
likely? As demonstrated in Fig. 4.1 we use SMPL-X bodies fit to commercial 3D
scans of people [150], and then, conditioned on the body, our cVAE generates a target
POSA feature map. We then search over possible human placements while minimiz-
ing the discrepancy between the observed and target feature maps. We quantitatively
compare our approach to PLACE [227], which is SOTA on a similar task, and find that
POSA has higher perceptual realism.

Second, we use POSA for monocular 3D human pose estimation in a 3D scene. We
build on the PROX method (Section. 3.1.4) that hand-codes contact points, and replace
these with our learned feature map, which functions as an HSI prior. This automates a
heuristic process, while producing lower pose estimation errors than the original PROX
method.

To summarize, POSA is a novel model that intertwines SMPL-X pose and scene
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semantics with contact. To the best of our knowledge, this is the first learned human
body model that incorporates HSI in the model. We think this is important because
such a model can be used in all the same ways that models like SMPL-X are used but
now with the addition of body-scene interaction. The key novelty is posing HSI as
part of the body representation itself. Like the original learned body models, POSA
provides a platform that people can build on. To facilitate this, our model and code are
available for research purposes at https://posa.is.tue.mpg.de.

4.1 Method

4.1.1 Human Pose and Scene Representation
Our training data corpus is a set of n pairs of 3D meshes

M = {{Mb,1,Ms,1}, {Mb,2,Ms,2}, . . . , {Mb,n,Ms,n}}

comprising body meshes Mb,i and scene meshes Ms,i. We drop the index, i, for sim-
plicity when we discuss meshes in general. These meshes approximate human body
surfaces Sb and scene surfaces Ss. Scene meshes Ms = (Vs, Fs, Ls) have a vary-
ing number of vertices Ns = |Vs| and triangle connectivity Fs to model arbitrary
scenes. They also have per-vertex semantic labels Ls. Human meshes are represented
by SMPL-X [153]. Interested readers are referred to Section. 3.1.3 for more details
about SMPL-X.

4.1.2 POSA Representation for HSI
We encode the relationship between the human mesh Mb = (Vb, Fb) and the scene
mesh Ms = (Vs, Fs, Ls) in an egocentric feature map f that encodes per-vertex fea-
tures on the SMPL-X mesh Mb. We define f as:

f : (Vb,Ms)→ [fc, fs] , (4.1)

where fc is the contact label and fs is the semantic label of the contact point. Nf is the
feature dimension.

For each vertex i on the body, V ib , we find its closest scene point Ps =
argminPs∈Ss ‖Ps − V

i
b ‖. Then we compute the distance fd:

fd = ‖Ps − V ib ‖ ∈ R. (4.2)

Given fd, we can compute whether a V ib is in contact with the scene or not, with fc:

fc =

{
1 fd ≤ Contact Threshold,
0 fd > Contact Threshold.

(4.3)

The contact threshold is chosen empirically to be 5 cm. The semantic label of the
contacted surface fs is a one-hot encoding of the object class:

fs = {0, 1}No , (4.4)
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Figure 4.2: Illustration of our proposed representation. From left to right: An example
of a SMPL-X mesh Mb in a scene Ms, with contact fc, and scene semantics fs on it.
For fc, blue means the body vertex is likely in contact. For fs, the colors correspond
to the scene semantic label.

where No is the number of object classes. The sizes of fc, fs, and f are 1, 40 and 41
respectively. All the features are computed once offline before training. A visualization
of the proposed representation is in Fig. 4.2.

4.1.3 Learning
Our goal is to learn a probabilistic function from body pose and shape to the feature
space of contact and semantics. That is, given a body, we want to sample labeling of
the vertices corresponding to likely scene contacts and their corresponding semantic
label. Note that this function, once learned, only takes the body as input and not a
scene – it is a body-centric representation.

To train this, we use the PROX [73] dataset, which contains bodies in 3D scenes.
We also use the scene semantic annotations from the PROX-E dataset [228]. For each
body mesh Mb, we factor out the global translation and rotation Ry and Rz around
the y and z axes. The rotation Rx around the x axis is essential for the model to
differentiate between, e.g., standing up and lying down.

Given pose and shape parameters in a given training frame, we compute a Mb =
M(θ, β, ψ). This gives vertices Vb from which we compute the feature map that en-
codes whether each V ib is in contact with the scene or not, and the semantic label of the
scene contact point Ps.

We train a conditional Variational Autoencoder (cVAE), where we condition the
feature map on the vertex positions, Vb, which are a function of the body pose and
shape parameters. Training optimizes the encoder and decoder parameters to minimize
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Ltotal using gradient descent:

Ltotal = α ∗ LKL + Lrec, (4.5)
LKL = KL(Q(z|f, Vb)||p(z)), (4.6)

Lrec
(
f, f̂
)

= λc ∗
∑
i

BCE
(
fc
i, f̂c

i
)

+ λs ∗
∑
i

CCE
(
f is, f̂s

i
)
, (4.7)

where f̂c and f̂s are the reconstructed contact and semantic labels, KL denotes the
Kullback Leibler divergence, and Lrec denotes the reconstruction loss. BCE and CCE
are the binary and categorical cross entropies respectively. The α is a hyperparameter
inspired by Gaussian β-VAEs [82], which regularizes the solution; here α = 0.05. Lrec
encourages the reconstructed samples to resemble the input, while LKL encourages
Q(z|f, Vb) to match a prior distribution over z, which is Gaussian in our case. We set
the values of λc and λs to 1.

Since f is defined on the vertices of the body mesh Mb, this enables us to use
graph convolution as our building block for our VAE. Specifically, we use the Spiral
Convolution formulation introduced in [21, 59]. The spiral convolution operator for a
node i in the body mesh is defined as:

f ik = γk

(
‖j∈S(i,l)f jk−1

)
, (4.8)

where γk denotes layer k in a multi-layer perceptron (MLP) network, and ‖ is a con-
catenation operation of the features of neighboring nodes, S(i, l). The spiral sequence
S(i, l) is an ordered set of l vertices around the central vertex i. Our architecture is
shown in Fig. 4.3. For details on selecting and ordering vertices, please see [59].

4.1.4 Training Details
The global orientation of the body is typically irrelevant in our body-centric repre-
sentation, so we rotate the training bodies around the y and z axes to put them in a
canonical orientation. The rotation around the x axis, however, is essential to enable
the model to differentiate between standing up and lying down. The semantic labels
for the PROX scenes are taken from Zhang et al. [228], where scenes were manually
labeled following the object categorization of Matterport3D [29], which incorporates
40 object categories.

Our encoder-decoder architecture is similar to the one introduced in Gong et
al. [59]. The encoder consists of 3 spiral convolution layers interleaved with pool-
ing layers 3× {Conv (64)→ Pool (4)} → FC (512). Pool stands for a downsampling
operation as in COMA [164], which is based on contracting vertices. FC is a fully
connected layer, and the number in the bracket next to it denotes the number of units in
that layer. We add 2 additional fully connected layers to predict the parameters of the
latent code, with fully connected layers of 256 units each. The input to the encoder is
a body mesh Mb where, for each vertex i, we concatenate V ib vertex positions, and f
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Figure 4.3: cVAE architecture. For each vertex on the body mesh, we concatenate the
vertex positions xi, yi, zi, the contact label fc, and the corresponding semantic scene
label fs. The latent vector z is concatenated to the vertex positions, and the result
passes to the decoder which reconstructs the input features f̂c, f̂s.

vertex features. For computational efficiency, we first downsample the input mesh by
a factor of 4. So instead of working on the full mesh resolution of 10475 vertices, our
input mesh has a resolution of 655 vertices. The decoder architecture consists of spiral
convolution layers only 4× {Conv (64)} → Conv (Nf ). We attach the latent vector z
to the 3D coordinates of each vertex similar to Kolotouros et al. [105].

We build our model using the PyTorch framework. We use the Adam optimizer
[102], with a batch size of 64, and learning rate of 1e−3 without learning rate decay.

For computational efficiency, we employ a precomputed 3D signed distance field
(SDF) for the static scene Ss, as explained in Section 3.1.6. The SDF has a resolution
of 512× 512× 512. Each voxel cj stores the distance dj ∈ R of its centroid Pj ∈ R3

to the nearest surface point Ps ∈ Ss. The distance dj has a positive sign if Pj lies in
the free space outside physical scene objects, while it has a negative sign if it is inside
a scene object.

4.2 Experiments
We perform several experiments to investigate the effectiveness and usefulness of our
proposed representation and model under different use cases, namely generating HSI
features, automatically placing 3D people in scenes, and improving monocular 3D
human pose estimation.

4.2.1 Random Sampling
We evaluate the generative power of our model by sampling different feature maps con-
ditioned on novel poses using our trained decoder P (fGen|z, Vb), where z ∼ N (0, I)
and fGen is the randomly generated feature map. This is equivalent to answering the
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question: “In this given pose, which vertices on the body are likely to be in contact
with the scene, and what object would they contact?” Randomly generated samples are
shown in Fig. 4.4.

We observe that our model generalizes well to various poses. For example, notice
that when a person is standing with one hand pointing forward, our model predicts
the feet and the hand to be in contact with the scene. It also predicts the feet are in
contact with the floor and hand is in contact with the wall. However, this changes for
the examples when a person is in a lying pose. In this case, most of the vertices from
the back of the body are predicted to be in contact (blue color) with a bed (light purple)
or a sofa (dark green). These features are predicted from the body alone; there is no
notion of “action” here. Pose alone is a powerful predictor of interaction.

Since the model is probabilistic, we can sample many possible feature maps for a
given pose. We show multiple randomly sampled feature maps for the same pose in
Fig. 4.5. Note how POSA generates a variety of valid feature maps for the same pose.
Notice for example that the feet are always correctly predicted to be in contact with the
floor. Sometimes our model predicts the person is sitting on a chair (far left) or on a
sofa (far right).

The predicted semantic map fs is not always accurate as shown in the far right of
Fig. 4.5. The model predicts the person to be sitting on a sofa but at the same time
predicts the lower parts of the leg to be in contact with a bed which is unlikely.

From a dataset of 20 subjects only, our models learns to predict plausible feature
maps for a wide range of human body shapes, as shown in Fig. 4.6.

4.2.2 Affordances: Putting People in Scenes
Given a posed 3D body and a 3D scene, can we place the body in the scene so that
the pose makes sense in the context of the scene? That is, does the pose match the
affordances of the scene [60, 100, 104]? Specifically, given a scene, Ms, semantic
labels of objects present, and a body mesh, Mb, our method finds where in Ms this
given pose is likely to happen. We solve this problem in two steps.

First, given the posed body, we use the decoder of our cVAE to generate a feature
map by sampling P (fGen|z, Vb) as in Sec. 4.2.1. Second, we optimize the objective
function:

E(γ, θ0, θ) = Lafford + Lpen + Lreg , (4.9)

where γ is the body translation, θ0 is the global body orientation and θ is the body pose.
The afforance loss Lafford =

λ1 ∗ ||fGenc · fd||22 + λ2 ∗
∑
i

CCE
(
fGen

i
s, f

i
s

)
, (4.10)

fd and fs are the observed distance and semantic labels, which are computed using
Eq. 4.2 and Eq. 4.4 respectively. fGenc and fGens are the generated contact and semantic
labels, and · denotes dot product. λ1 and λ2 are 1 and 0.01 respectively. Lpen is a
penetration penalty to discourage the body from penetrating the scene:

Lpen = λpen ∗
∑
fid<0

(
f id
)2
. (4.11)
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Figure 4.4: Random samples from our trained cVAE. For each example (image pair) we
show from left to right: fc and fs. The color code is at the bottom. For fc, blue means
contact, while pink means no contact. For fs, each scene category has a different color.
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Figure 4.5: Random samples from our trained cVAE for the same pose. For each
example, we show from left to right: fc and fs. The color code is at the bottom. For
fc, blue means contact, while pink means no contact. For fs, each scene category has
a different color.

Figure 4.6: Generated feature maps for various body shapes.
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Figure 4.7: Main steps of our method for scene population. (1) Grid with all candidate
positions. (2) The 10 best positions. (3) Final result.

λpen = 10. Lreg is a regularizer that encourages the estimated pose to remain close to
the initial pose θinit of Mb:

Lreg = λreg ∗ ||θ − θinit||22. (4.12)

Although the body pose is given, we optimize over it, allowing the θ parameters to
change slightly since the given pose θinit might not be well-supported by the scene.
This allows for small pose adjustment that might be necessary to better fit the body
into the scene. λreg = 100.

The input posed mesh, Mb, can come from any source. For example, we can gen-
erate random SMPL-X meshes using VPoser [153] which is a VAE trained on a large
dataset of human poses. More interestingly, we use SMPL-X meshes fit to realistic
Renderpeople scans [150] (see Fig. 4.1).

In Fig. 4.7 we show the three main steps to populate a scene: (1) Given a scene, we
create a regular grid of candidate positions (Fig. 4.7 (1)). We place the body, in a given
pose, at each candidate position and evaluate Eq. 4.9 once. (2) We then keep the 10 best
candidates with the lowest energy (Fig. 4.7 (2)), and (3) iteratively optimize Eq. 4.9 for
these; Fig. 4.7 (3) shows results at three positions, with the best one highlighted in
green.

We tested our method with both real (scanned) and synthetic (artist generated)
scenes. Example bodies optimized to fit in a real scene from the PROX [73] test set
are shown in Fig. 4.8 (top); this scene was not used during training. Note that people
appear to be interacting naturally with the scene; that is, their pose matches the scene
context. Figure 4.8 (bottom) shows bodies automatically placed in an artist-designed
scene (Archviz Interior Rendering Sample, Epic Games)1. POSA goes beyond previ-
ous work [60, 100, 228] to produce realistic human-scene interactions for a wide range
of poses like lying down and reaching out.

We show additional qualitative examples of SMPL-X meshes automatically placed
in real and synthetic scenes in Fig. 4.9.

While the poses look natural in the above results, the SMPL-X bodies look out
of place in realistic scenes. Consequently, we would like to render realistic people
instead, but models like SMPL-X do not support realistic clothing and textures. In
contrast, scans from companies like Renderpeople (Renderpeople GmbH, Köln) are
realistic, but have a different mesh topology for every scan. The consistent topology of
a mesh like SMPL-X is critical to learn the feature model.

1https://docs.unrealengine.com/en-US/Resources/Showcases/
ArchVisInterior/index.html
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Figure 4.8: (Top): SMPL-X meshes automatically placed in a real scene from the
PROX test set. The body shapes and poses here are drawn from the PROX test set
and were not used in training. (Bottom): SMPL-X meshes automatically placed in a
synthetic scene.
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Figure 4.9: Qualitative examples of SMPL-X meshes automatically placed in real and
synthetic scenes. The body shapes and poses were not used in training.

Clothed Humans: We address this issue by using SMPL-X fits to clothed meshes
from the AGORA dataset [150]. We then take the SMPL-X fits and minimize an energy
function similar to Eq. 4.9 with one important change. We keep the pose, θ, fixed:

E(γ, θ0) = Lafford + Lpen . (4.13)

Since the pose does not change, we just replace the SMPL-X mesh with the original
clothed mesh after the optimization converges.

The complete pipeline of the affordance detection task is shown in Fig. 4.10. Given
a clothed 3D mesh that we want to put in a scene, we first need a SMPL-X fit to the
mesh; here we take this from the AGORA dataset [150]. Then we generate a feature
map using the decoder of our cVAE by sampling P (fGen|z, Vb). Next we minimize the
energy function in Eq. 4.13. Finally, we replace the SMPL-X mesh with the original
clothed mesh.

Qualitative results for real scenes (Replica dataset [190]) are shown in Fig. 4.11,
and for a synthetic scene in Fig. 4.1. Additional examples are shown in Fig. 4.12.

We show qualitative comparison between our results and PLACE [227] in Fig. 4.13.
Note how our method generates more realistic and natural HSI.

Evaluation

We quantiatively evaluate POSA with two perceptual studies. In both, subjects are
shown a pair of two rendered scenes, and must choose the one that best answers the
question “Which one of the two examples has more realistic (i.e. natural and physi-
cally plausible) human-scene interaction?” We also evaluate physical plausibility and
diversity.
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Figure 4.10: Putting realistic people in scenes. Pipeline of affordance detection using
meshes with clothing. SMPL-X acts as a proxy for the clothed scan. POSA is used
to sample features for this pose. These features are then used with the scene mesh to
optimize the placement of the body. After convergence, we simply replace SMPL-X
with the clothed scan.
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Figure 4.11: Unmodified clothed bodies (from Renderpeople) automatically placed in
real scenes from the Replica dataset.

Comparison to PROX ground truth: We follow the protocol of Zhang et al. [227]
and compare our results to randomly selected examples from PROX ground truth.
We take 4 real scenes from the PROX [73] test set, namely MPH16, MPH1Library,
N0SittingBooth and N3OpenArea. We take 100 SMPL-X bodies from the AGORA
[150] dataset, corresponding to 100 different 3D scans from Renderpeople. We take
each of these bodies and sample one feature map for each, using our cVAE. We then
automatically optimize the placement of each sample in all the scenes, one body per
scene. For unclothed bodies (Tab. 4.1, rows 1-3), this optimization changes the pose
slightly to fit the scene (Eq. 4.9). For clothed bodies (Tab. 4.1, rows 4-5), the pose is
kept fixed (Eq. 4.13). For each variant, this optimization results in 400 unique body-
scene pairs. We render each 3D human-scene interaction from 2 views so that subjects
are able to get a good sense of the 3D relationships from the images. Using Amazon
Mechanical Turk (AMT), we show these results to 3 different subjects. This results
in 1200 unique ratings. The results are shown in Tab. 4.1. The proposed POSA (con-
tact + semantics) (row 3) outperforms both POSA (contact only) (row 2) and PLACE
[227] (row 1), thus modeling scene semantics increases realism. Lastly, the render-
ing of high quality clothed meshes (bottom two rows) influences the perceived realism
significantly.

Comparison between POSA and PLACE: We follow the same protocol as above,
but this time we directly compare POSA and PLACE. The results are shown in Tab. 4.2.
Again, we find that adding semantics improves realism. There are likely several reasons
that POSA is judged more realistic than PLACE. First, POSA employs denser contact
information across the whole SMPL-X body surface, compared to PLACE’s sparse dis-
tance information through its basis point sets representation [162]. Second, POSA uses
a human-centric formulation, as opposed to PLACE’s scene-centric one, and this can
induce better generalization across scenes. Third, POSA uses semantic features that
help bodies do the right thing in the scene, while PLACE does not. When human gen-
eration is imperfect, inappropriate semantics may make the result seem worse. Fourth,

59



Figure 4.12: Clothed bodies (from Renderpeople) automatically placed in real and
synthetic scenes.
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Figure 4.13: Qualitative examples from POSA (pink) and PLACE [227] (silver).

Generation ↑ PROX GT ↓
PLACE [227] 48.5% 51.5%
POSA (contact only) 46.9% 53.1%
POSA (contact + semantics) 49.1% 50.1%
POSA-clothing (contact) 55.0% 45.0%
POSA-clothing (semantics) 60.6% 39.4%

Table 4.1: Comparison to PROX [73] ground truth. Subjects are shown pairs of a
generated 3D human-scene interaction and PROX ground truth (GT), and must chose
the most realistic one. A higher percentage means that subjects deemed this method
more realistic.

POSA-variant ↑ PLACE ↓
POSA (contact only) 60.7% 39.3%
POSA (contact + semantics) 61.0% 39.0%

Table 4.2: POSA compared to PLACE for 3D human-scene interaction generation. See
Tab. 4.1 caption.
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Non-Collision ↑ Contact ↑
PSI [228] 0.94 0.99
PLACE [227] 0.98 0.99
POSA (contact only) 0.97 1.0
POSA (contact + semantics) 0.97 0.99

Table 4.3: Evaluation of the physical plausibility metric. Arrows indicate that higher
scores are better.

Entropy ↑ Cluster Size ↑
PSI [228] 2.97 2.53
PLACE [227] 2.91 2.72
POSA (contact only) 2.94 2.28
POSA (contact + semantics) 2.92 2.27

Table 4.4: Evaluation of the diversity metric. Arrows indicate that higher scores are
better.

the two methods are solving slightly different tasks. PLACE generates a posed body
mesh for a given scene, while our method samples one from the AGORA dataset and
places it in the scene using a generated POSA feature map. While this gives PLACE
an advantage, because it can generate an appropriate pose for the scene, it also means
that it could generate an unnatural pose, hurting realism. In our case, the poses are
always “valid” by construction, but may not be appropriate for the scene. Note that,
while more realistic than prior work, the results are not always fully natural; sometimes
people sit in strange places or lie where they usually would not.

Physical Plausibility: We take 1200 bodies from the AGORA [150] dataset and
place all of them in each of the 4 test scenes of PROX, leading to a total of 4800
samples, following [227, 228]. Given a generated body mesh, Mb, a scene mesh, Ms,
and a scene signed distance field (SDF) that stores distances dj for each voxel j, we
compute the following scores, defined by Zhang et al. [228]: (1) the non-collision score
for each Mb, which is the ratio of body mesh vertices with positive SDF values divided
by the total number of SMPL-X vertices, and (2) the contact score for each Mb, which
is 1 if at least one vertex of Mb has a non-positive value. We report the mean non-
collision score and mean contact score over all 4800 samples in Tab. 4.3; higher values
are better for both metrics. POSA and PLACE are comparable under these metrics.

Diversity Metric: Using the same 4800 samples, we compute the diversity metric
from [228]. We perform K-means (k = 20) clustering of the SMPL-X parameters of
all sampled poses, and report: (1) the entropy of the cluster sizes, and (2) the cluster
size, i.e. the average distance between the cluster center and the samples belonging to
it. See Tab. 4.4; higher values are better. While PLACE generates poses and POSA
samples them from a database, there is little difference in diversity.
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Figure 4.14: Failure cases.

Failure Cases

We show representative failure cases in Fig. 4.14. A common failure mode is residual
penetrations; even with the penetration penalty, the body can still penetrate the scene.
This can happen due to thin surfaces that are not captured by our SDF and/or because
the optimization becomes stuck in a local minimum. In other cases, the feature map
might not be right. This can happen when the model does not generalize well to test
poses due to the limited training data.

4.2.3 Monocular Pose Estimation with HSI
Traditionally, monocular pose estimation methods focus only on the body and ignore
the scene. Hence, they tend to generate bodies that are inconsistent with the scene.
Here, we compare directly with PROX [73], which adds contact and penetration con-
straints to the pose estimation formulation. The contact constraint snaps a fixed set of
contact points on the body surface to the scene, if they are “close enough”. In PROX,
however, these contact points are manually selected and are independent of pose.

We replace the hand-crafted contact points of PROX with our learned feature map.
We fit SMPL-X to RGB image features such that the contacts are consistent with the
3D scene and its semantics. Similar to PROX, we build on SMPLify-X [153]. Specifi-
cally, SMPLify-X optimizes SMPL-X parameters to minimize an objective function of
multiple terms: the re-projection error of 2D joints, priors and physical constraints on
the body; ESMPLify-X(β, θ, ψ, γ) =

EJ + λθEθ + λαEα + λβEβ + λPEP (4.14)

where θ represents the pose parameters of the body, face (neck, jaw) and the two hands,
θ = {θb, θf , θh}, γ denotes the body translation, and β the body shape. EJ is a re-
projection loss that minimizes the difference between 2D joints estimated from the
RGB image I and the 2D projection of the corresponding posed 3D joints of SMPL-X.
Eα(θb) =

∑
i∈(elbows,knees) exp(θi) is a prior penalizing extreme bending only for

elbows and knees. The term EP penalizes self-penetrations. For more details please
see [153] and Section. 3.1.4.

We turn off the PROX contact term and optimize Eq. 4.14 to get a pose matching the
image observations and roughly obeying scene constraints. Given this rough body pose,
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(mm) PJE ↓ V2V ↓ p.PJE ↓ p.V2V ↓
RGB 220.27 218.06 73.24 60.80
PROX 167.08 166.51 71.97 61.14
POSA 154.33 154.84 73.17 63.23

Table 4.5: Pose estimation results for PROX and POSA. PJE is the mean per-joint
error and V2V is the mean vertex-to-vertex Euclidean distance between meshes (after
only pelvis joint alignment). The prefix “p” means that the error is computed after
Procrustes alignment to the ground truth; this hides many errors, making the methods
comparable.

which is not expected to change significantly, we sample features from P (fGen|z, Vb)
and keep these fixed. Finally, we refine by minimizing E(β, θ, ψ, γ,Ms) =

ESMPLify-X + ||fGenc · fd||+ Lpen (4.15)

where ESMPLify-X represents the SMPLify-X energy term as defined in Eq. 4.14, fGenc
are the generated contact labels, fd is the observed distance, and Lpen represents the
body-scene penetration loss as in Eq. 4.11. We compare our results to standard PROX
in Tab. 4.5. We also show the results of RGB-only baseline introduced in PROX for
reference. Using our learned feature map improves accuracy over the PROX’s heuris-
tically determined contact constraints.

4.3 Conclusions
Traditional 3D body models, like SMPL-X, model the a priori probability of possible
body shapes and poses. We argue that human poses in isolation from the scene, make
little sense. We introduce POSA, which effectively upgrades a 3D human body model
to explicitly represent possible human-scene interactions. Our novel, body-centric,
representation encodes the contact and semantic relationships between the body and the
scene. We show that this is useful and supports new tasks. For example, we consider
placing a 3D human into a 3D scene. Given a scan of a person with a known pose,
POSA allows us to search the scene for locations where the pose is likely. This enables
us to populate empty 3D scenes with higher realism than the state of the art. We also
show that POSA can be used for estimating human pose from an RGB image, and
that the body-centered HSI representation improves accuracy. In summary, POSA is a
good step towards a richer model of human bodies that goes beyond pose to support
the modeling of HSI.
Limitations: POSA requires an accurate scene SDF; a noisy scene mesh can lead to
penetration between the body and scene. POSA focuses on a single body mesh only.
Penetration between clothing and the scene is not handled and multiple bodies are not
considered. Optimizing the placement of people in scenes is sensitive to initialization
and is prone to local minima. A simple user interface would address this, letting naive
users roughly place bodies, and then POSA would automatically refine the placement.
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Chapter 5

Stochastic Scene-Aware Motion
Prediction

The computer vision community has made substantial progress on 3D scene under-
standing and on capturing 3D human motion, but less work has focused on synthe-
sizing 3D people in 3D scenes. The advances in these two sub-fields, however, have
provided tools for, and have created interest in, embodied agents for virtual worlds
(e.g. [129, 179, 214, 215]) and in placing humans into scenes (e.g. [25, 76]). Cre-
ating virtual humans that move and act like real people, however, is challenging and
requires tackling many smaller but difficult problems such as perception of unseen
environments, plausible human motion modeling, and embodied interaction with com-
plex scenes. While advances have been made in human locomotion modeling [85, 119]
thanks to the availability of large scale datasets [27, 125, 141, 182, 196], realistically
synthesizing virtual humans moving and interacting with 3D scenes, remains largely
unsolved.

Imagine instructing a virtual human to “sit on a couch” in a cluttered scene, as
illustrated in Fig. 5.1. To achieve this goal, the character needs to perform a series of
complex actions. First, it should navigate through the scene to reach the target object
while avoiding collisions with other objects in the scene. Next, the character needs
to choose a contact point on the couch that will result in a plausible sitting action
facing the right direction. Finally, if the character performs this action multiple times,
there should be natural variations in the motion, mimicking real-world human-scene
interactions; e.g., sitting on different parts of the couch with different styles such as
with crossed legs, arms in different poses, etc. Achieving these goals requires a system
to jointly reason about the scene geometry, smoothly transition between cyclic (e.g.,
walking) and acyclic (e.g., sitting) motions, and to model the diversity of human-scene
interactions.

To this end, we propose SAMP for Scene-Aware Motion Prediction. SAMP is a
stochastic model that takes a 3D scene as input, samples valid interaction goals, and
generates goal-conditioned and scene-aware motion sequences of a character depict-
ing realistic dynamic character-scene interactions. At the core of SAMP is a novel
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Figure 5.1: SAMP synthesizes virtual humans navigating complex scenes with realistic
and diverse human-scene interactions.

autoregressive conditional variational autoencoder (cVAE) called MotionNet. Given a
target object and an action, MotionNet samples a random latent vector at each frame to
condition the next pose both on the previous pose of the character as well as the ran-
dom vector. This enables MotionNet to model a wide range of styles while performing
the target action. Given the geometry of the target object, SAMP further uses another
novel neural network called GoalNet to generate multiple plausible contact points and
orientations on the target object (e.g., different positions and sitting orientations on
the cushions of a sofa). This component enables SAMP to generalize across objects
with diverse geometry. Finally, to ensure the character avoids obstacles while reaching
the goal in a cluttered scene, we use an explicit path planning algorithm (A* search) to
pre-compute an obstacle-free path between the starting location of the character and the
goal. This piecewise linear path consists of multiple way-points, which SAMP treats
as intermediate goals to drive the character around the scene. SAMP runs in real-time
at 30 fps. To the best of our knowledge, these individual components make SAMP
the first system that addresses the problem of generating diverse dynamic motion se-
quences that depict realistic human-scene interactions in cluttered environments.

Training SAMP requires a dataset of rich and diverse character scene interactions.
Existing large-scale MoCap datasets are largely dominated by locomotion and the few
interaction examples lack diversity. Additionally, traditional MoCap focuses on the
body and rarely captures the scene. Hence, we capture a new dataset covering various
human-scene interactions with multiple objects. In each motion sequence, we track
both the body motion and the object using a high resolution optical marker MoCap
system. The dataset is available for research purposes.

Our contributions are: (1) A novel stochastic model for synthesizing varied goal-
driven character-scene interactions in real-time. (2) A new method for modeling plausi-
ble action-dependent goal locations and orientations of the body given the target object
geometry. (3) Incorporating explicit path planning into a variational motion synthesis
network enabling navigation in cluttered scenes. (4) A new MoCap dataset with diverse
human-scene interactions.

5.1 Method
Generating dynamic human scene interactions in cluttered environments requires so-
lutions to several sub-problems. First and foremost, the synthesized motion of the
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Figure 5.2: Our system consists of three main components. GoalNet predicts oriented
goal locations (green sphere and blue arrow on the chair) given an interaction object.
The Path Planning Module predicts an obstacle-free path from the starting position
to the goal. MotionNet sequentially predicts the next character state until the desired
action is executed.

Figure 5.3: MotionNet consists of an encoder and a decoder. The encoder consists of
two sub-encoders: State Encoder and Interaction Encoder. The decoder consists of a
Prediction Network to predict the next character state and a gating network that predicts
the blending weights of the Prediction Network. See Sec. 5.1.1.

character should be realistic and capture natural variations. Given a target object, it is
important to sample plausible contact points and orientations for performing a specific
action (e.g., where to sit on a chair and which direction to face). Finally, the motion
needs to be synthesized such that the character navigates to the goal location while
avoiding penetrating objects in the scene. Our system consists of three main com-
ponents that address each of these sub-problems: a MotionNet, GoalNet, and a Path
Planning Module. At the core of our method is the MotionNet which predicts the pose
of the character based on the previous pose as well as other factors such as the inter-
action object geometry and the target goal position and orientation. GoalNet predicts
the goal position and orientation for the interaction on the desired object. The Path
Planning Module computes an obstacle-free path between the starting location of the
character and the goal location. The full pipeline is illustrated in Fig. 5.2.

5.1.1 MotionNet
MotionNet is an autoregressive conditional variational autoencoder (cVAE) [43, 185]
that generates the pose of the character conditioned on its previous state (e.g., pose,
trajectory, goal) as well as the geometry of the interaction object. MotionNet has two
components: an encoder and a decoder. The encoder encodes the previous and current
states of the character and the interaction object to a latent vectorZ. The decoder takes
this latent vector, the character’s previous state, and the interaction object to predict the
character’s next state. The pipeline is shown in Fig. 5.3. Note that, at test time, we only
utilize the decoder of MotionNet and sample Z from a standard normal distribution.
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Encoder: The encoder consists of two sub-encoders: State Encoder and Interac-
tion Encoder. The State Encoder encodes the previous and current state of the character
into a low-dimensional vector. Similarly, the Interaction Encoder encodes the object
geometry into a different low-dimensional vector. Next, the two vectors are concate-
nated and passed through two identical fully connected layers to predict the mean µ
and standard deviation σ of a Gaussian distribution representing a latent embedding
space. We then sample a random latent codeZ, which is provided to the decoder when
predicting the next state of the character.

State Representation: We use a representation similar to Starke et al. [188] to en-
code the state of the character. Specifically, the state at frame i is defined as Xi ={
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, (5.1)

where jpi ∈ R3j , jri ∈ R6j , jvi ∈ R3j are the position, rotation, and velocity of each
joint relative to the root. j is the number of joints in the skeleton which is 22 in our
data. j̃pi ∈ R3j are the joint positions relative to future root 1 second ahead. tpi ∈ R2t

and tdi ∈ R2t are the root positions and forward directions relative to the root of frame
i − 1. t̃pi ∈ R2t and t̃di ∈ R2t are the root positions and forward directions relative to
the goal of frame i− 1. We define these inputs for t time steps sampled uniformly in a
2 second window between [−1, 1] seconds. tai ∈ Rnat is a vector of continuous action
labels on each of the t samples. In our experiments, na is 5, which is the total number
of actions we model (i.e., idle, walk, run, sit, lie down). gpi ∈ R3t, gdi ∈ R3t are the
goal positions and directions, and gai ∈ Rnat is a one-hot action label describing the
action to be performed at each of the t samples. ci ∈ R5 are contact labels for pelvis,
feet, and hands.

State Encoder: The State Encoder takes the current Xi and previous state Xi−1
and encodes them into a low-dimensional vector using three fully connected layers.

Interaction Encoder: The Interaction Encoder takes a voxel representation of the
interaction object I and encodes it into a low-dimensional vector. We use a voxel
grid of size 8 × 8 × 8. Each voxel stores a 4−dimensional vector. The first three
components refer to the position of the voxel center relative to the root of the character.
The fourth element stores the real-valued occupancy (between 0 and 1) of the voxel.
The architecture consists of three fully connected layers.

Decoder: The decoder takes the random latent code Z, the interaction object rep-
resentation I , and the previous state Xi−1, and predicts the next state X̂i. Similar to
recent work [119, 188], our decoder is built as a mixture-of-experts with two compo-
nents: the Prediction Network and Gating Network.

The Prediction Network is responsible for predicting the next state X̂i. The weights
of the Prediction Network α are computed by blending K expert weights:

α =

K∑
i=1

ωiαi, (5.2)

where the blending weights ωi are predicted by the Gating Network. Each expert is
a three-layer fully connected network. The Gating Network is also a three-layer fully
connected network, which takes as input Z andXi−1.
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Figure 5.4: GoalNet generates multiple valid goal positions ĝp and directions ĝd given
an object representation I . FC(N) denotes a fully connected layer of size N.

MotionNet is trained end-to-end to minimize the loss Lmotion =

||X̂i −Xi||22 + β1KL(Q(Z|Xi,Xi−1, I)||p(Z)), (5.3)

where the first term minimizes the difference between the ground truth and predicted
states of the character and KL denotes the Kullback-Leibler divergence.

5.1.2 GoalNet
Given a target interaction object (which can be interactively defined by a user at test
time or randomly sampled among the objects in the scene), the character is driven by
the goal position gp ∈ R3 and direction gd ∈ R3 sampled on the object’s surface.
In order to perform realistic interactions; the character requires the ability to predict
these goal positions and directions from the object geometry. For example, while a
regular chair allows variation in terms of sitting direction, the direction of sitting on
an armchair is restricted (see Fig. 5.11). We use GoalNet to model object-specific goal
positions and directions. GoalNet is a conditional variational autoencoder (cVAE) that
predicts plausible goal positions and directions given the voxel representation of the
target interaction object I as shown in Fig. 5.4. The encoder encodes the interaction
object I , goal position gp, and direction gd, into a latent code Zgoal. The decoder
reconstructs the goal position ĝp, and direction ĝd from Zgoal and I . We represent the
object using a voxel representation similar to the one used in MotionNet (Sec. 5.1.1).
The only difference is that we compute the voxel position relative to the object center
instead of the character root. In the encoder, we use an Interaction Encoder similar to
the one used in MotionNet (see Sec. 5.1.1) to encode the object representation I to a
low dimension vector. This vector is then concatenated with gp and gd and encoded
further to the latent vectorZgoal. The decoder has the same architecture as the encoder
as shown in Fig. 5.4. The network is trained to minimize the loss:

Lgoal =||ĝp − gp||22 + ||ĝd − gd||22
+ β2KL(Q(Zgoal|gp, gd, I)||p(Zgoal)). (5.4)

At test time, given a target object I , we randomly sampleZgoal ∼ N (0, I) and use the
decoder to generate various goal positions gp and directions gd.
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5.1.3 Path Planning
To ensure the character can navigate inside cluttered environments while avoiding
obstacles, we employ an explicit A* path planning algorithm [69]. Given the de-
sired goal location, we use A* to compute an obstacle-free path from the starting
position of the character to the goal. The path is defined as a series of waypoints
wi = {w0, w1, w2, ...} that define the locations where the path changes direction. We
break the task of performing the final desired action into sub-tasks in which each sub-
task requires the character to walk to the next waypoint. The final sub-task requires the
character to perform the desired action at the final waypoint.

5.1.4 Training Strategy
Training MotionNet using standard supervised training produces poor quality predic-
tions at run time. This is due to the accumulation of error at run time when the output
of the network is fed back as input in the next step. To account for this, we train the
network using scheduled sampling [15], which has been shown to result in long stable
motion predictions [119]. During training, the current network prediction is used as
input in the next training step with a probability 1− P . P is:

P =


1 epoch ≤ C1,

1− epoch−C1

C2−C1
C1 < epoch ≤ C2,

0 epoch > C2.

(5.5)

5.2 Data Preparation

5.2.1 Motion Data
To model variations in human-scene interactions, we capture a new dataset using an
optical MoCap system with 54 Vicon cameras. We place seven different objects in the
center of the MoCap area, namely two sofas, an armchair, a chair, a high bar chair,
a low chair and a table. We record multiple clips of each interaction with different
styles. In each sequence, the subject starts from an A-Pose in a random location in the
MoCap space, walks towards the object, and performs the action for 20− 40 seconds.
Finally, the subject gets up from the object and walks away. Our goal is to capture
various styles of performing the same action, thus we ask the subject to change the
style in each sequence. In addition to the subject, we also capture the object pose using
attached markers. We also have the CAD model for each object. Finally, we capture
running, walking, and idle sequences where the subject walks and runs in different
directions with different speeds and stands in an idle state. Our dataset consists of
∼100 minutes of motion data recorded at 30 fps from a single subject, resulting in
∼185K frames. We use MoSh++ [125] to fit the SMPL-X [153] body model to the
optical markers.

Fig. 5.5 shows examples of different sitting and lying down styles from our dataset.
A breakdown of the dataset in terms of different actions is shown in Table 5.1. The
objects used during the MoCap are shown in Fig. 5.6.
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Figure 5.5: Examples of different styles in our motion capture data.

Figure 5.6: Objects used during motion capture.

Labels Minutes Percentage %
Idle 18.3 17.7

Walk 42.3 41.0
Run 5.1 4.9
Sit 27.3 26.4

Lie down 10.1 9.7
Total 103.3

Table 5.1: Motion capture data breakdown with respect to actions.
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Figure 5.7: Goal Labelling.

5.2.2 Motion Data Augmentation
With only seven captured objects, MotionNet will fail to adapt to new unseen objects.
Capturing MoCap with a wide range of objects requires a significant amount of effort
and time. We address this issue by augmenting our data using an efficient augmentation
pipeline similar to [9, 188]. Since we capture both the body motion as well as the
object pose, we compute the contact between the body and the object. We detect the
contacts of five key joints of the character skeleton. Namely, pelvis, hands, and feet.
We then augment our data by randomly switching or scaling the object at each frame.
When switching, we replace the original object with a random object of a similar size
selected from ShapeNet [30]. For each new object (scaled or switched), we project the
contacts detected from the ground truth data to the new object. Finally, we use an IK
solver to recompute the full pose such that the contacts are maintained.

When the object is transformed, the contacts follow the same transformation. When
the object is replaced by a new one, we project the original contact by finding the
closest points on the surface of the new object. The new motion curve is computed by
interpolation and the whole full body pose is computed using a CCD IK solver. This
does not guarantee smoothness, but we found it to be stable in practice. More details
are in [188].

5.2.3 Goal Data
To train GoalNet, we label various goal positions gp and directions gd for different
objects from ShapeNet [30]. These goals represent the position on the object surface
where a character could sit and the forward direction of the character when sitting. We
select 5 categories from ShapeNet namely, sofas, L-shaped sofas, chairs, armchairs,
and tables. From each category, we select 15−20 instances and we manually label 1−5
goals for each instance. Table 5.2 shows the number of instances for each category. The
number of goals labeled per instance depends on how many different goals an object
can afford. For example, an L-shaped sofa offers more places to sit than a chair as
shown in Fig. 5.7. In total, we use 80 objects as our training data. We augment our data
by randomly scaling the objects across the xyz axes leading to∼13K training samples.
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Category Number of Objects
Armchairs 15

Chairs 16
Sofa 20

L-Sofa 18
Tables 18
Total 87

Table 5.2: GoalNet data breakdown with respect to object categories.

Network Architecture
State Encoder {512, 256, 256}

Interaction Encoder {256, 256, 256}
Gating Network {512, 256, 12}

Prediction Network {512, 512, 647}

Table 5.3: Architecture details. All networks are all three-layer fully connected net-
works with ELU.

5.3 Training Details

5.3.1 MotionNet
The character state X is of size 647. The State Encoder, Interaction Encoder, Gating
Network, and Prediction Network are all three-layer fully connected networks with ex-
ponential linear units (ELU). The dimensions of each network are in Table 5.3. The
encoder latent code Z is of size 64 and we set the number of experts K to 12. We use
a learning rate of 5e− 5 and train our network for 100 epochs. We use the Adam opti-
mizer [102] with linear weight decay. The weight of the Kullback-Leibler divergence
β1 is 0.1.

5.3.2 GoalNet
The Interaction Encoder of GoalNet is a three-layer fully connected network of shape
{512, 512, 64}. The latent vectorZgoal is of size 3. The weight of the Kullback-Leibler
divergence β2 is 0.5. We use the Adam optimizer with a learning rate of 1e − 3 and
train GoalNet for 100 epochs.

5.3.3 Schedule Sampling
For the schedule sampling training strategy, we set C1 = 30 and C2 = 60. We define
a roll-out window of size L where we set L = 60 in our experiments. For each roll-
out, we feed the ground truth first frame as input to the network and then sequentially
predict the subsequent frames while using the scheduled sampling strategy. We divide
our training data to equal-length clips of size L.
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Figure 5.8: SAMP with Schedule Sampling (Top) and without (bottom). The black
line shows the root projection on the xz plane. The blue and green circles denote the
root at the first and last frame respectively. The red circle denotes the goal position.
For both plots; the starting and goal positions are the same. Note how SAMP fails to
reach the goal without the use of Schedule Sampling.

5.4 Experiments & Evaluation

5.4.1 Qualitative Evaluation
In this section, we provide qualitative results and discuss the main points.

Schedule Sampling: We found that using Schedule Sampling is essential to enable
the character to successfully reach the goal and execute the action. Without it, we found
the model often diverges, gets stuck, or takes a very long time to reach the goal, as we
show in Fig. 5.8.

Generating Diverse Motion: In contrast to previous deterministic methods [188],
SAMP generates a wide range of diverse styles of an action while ensuring real-
ism. Several different sitting and lying down styles generated by SAMP are shown
in Fig. 5.9. The use of the Interaction Encoder 5.1.1 and the data augmentation
(Sec. 5.2.2) further ensures SAMP can adapt to different objects with varying geome-
try. Notice how the character naturally leans its head back on the sofa. The style of the
action is also conditioned on the interacting object. The character lifts its legs when
sitting on a high chair/table but extends its legs when sitting on a very low table. We
observe that lying down is a harder task, and several of baseline methods fail to execute
this task (see Sec. 5.4.2). While SAMP synthesizes reasonable sequences, our results
are not always perfect. The generated motion might involve some penetration with the
object.

Goal Generation: When presented with a new object, the character needs to pre-
dict where and in which direction the action should be executed. In NSM [188], the
goal is computed as the object center. However, this heuristic fails for objects with
complex geometries. In Fig. 5.10 we show that using the object center results in in-
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Figure 5.9: SAMP generates plausible and diverse action styles and adapts to different
object geometries.

Figure 5.10: Without GoalNet (left), SAMP fails to sit on a valid place. SAMP with
GoalNet is shown on the right.

valid actions, whereas GoalNet allows our method to reason about where the action
should be executed. As shown in Fig. 5.11, by sampling different latent codes Zgoal,
GoalNet generates multiple goal positions and directions for various objects. Notice
how GoalNet captures that, while a person can sit sideways on a regular chair, this is
not valid for an armchair.

Figure 5.12 shows how the different goals generated by GoalNet guide the motion
of the character. Starting from the same position, direction, and initial pose, the virtual
human follows two different paths to reach different goal positions when performing
the “sit on the couch” action. The final pose of the character is also different in the two
cases due to the stochastic nature of MotionNet.

Path Planning: When navigating to a particular goal location in a cluttered scene,
it is critical to avoid obstacles. Our Path Planning Module achieves this goal by pre-
dicting the shortest obstacle-free path between the starting character position and the
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Figure 5.11: GoalNet generates diverse valid goals on different objects. Spheres indi-
cate goal positions, and blue arrows indicate goal directions.

Figure 5.12: Goals generated by GoalNet (mesh spheres) are used by MotionNet to
guide the motion of virtual characters.

goal. In order to use the Path Planning Module, we first compute the surface area where
the character could stand or move. We call this the navigation mesh. This is computed
from the character cylinder collider1 and the scene geometry. The navigation mesh2 is
stored as convex polygons. To find a path between given start and end points, we first
map these points to the closest polygons and then use A* to find the shortest path be-
tween the polygons as shown in Fig. 5.13. The navigation mesh defines the walk-able
areas in the scene and is computed once offline.

In Fig. 5.14, we show an example path computed by the Path Planning Module.
Without this module, the character often walks through objects in the scene. We ob-
serve a similar behavior in the previous work of NSM [188], even though NSM uses a

Figure 5.13: A* is used to compute an obstacle free path between the character starting
position and the goal. The walk-able areas are shown in blue.

1https://docs.unity3d.com/Manual/class-CapsuleCollider.html
2https://docs.unity3d.com/Manual/nav-InnerWorkings.html
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Figure 5.14: Our Path Planning Module helps SAMP to successfully navigate cluttered
scenes (left). NSM [188] fails in such scenes (right).

Figure 5.15: Generated running and walking motion. The user controls the motion by
providing start/stop signal and the motion direction using the keyboard.

volumetric representation of the environment to help the character navigate.
Generating Controllable Motion In Fig. 5.15, we show different locomotion

examples generated by SAMP given a user-specified motion direction. Notice how
SAMP generates realistic head and hand motion, e.g., the character is looking in the
direction of running/walking. Note that SAMP does not require phase labels [85, 188]
nor a separate RL controller [119].

5.4.2 Quantitative Evaluation
Deterministic vs. Stochastic: To quantify the diversity of the generated motion, we
put the character in a fixed starting position and direction and we run our method ten
times with the same goal. For example, we instruct the character to sit/lie down on the
same object multiple times starting from the same initial state/position/direction. For
walking and running, we instruct the character to run in each of the four directions for
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Walk Run Sit Liedown
Ground-truth 5.95 7.74 5.18 7.52

SAMP 5.63 5.75 5.05 6.69

Table 5.4: Diversity metric. Higher values indicate more diversity.

15 seconds. We record the character motion for each run and then compute the Average
Pairwise Distance (APD) [221, 229] as shown in Table 5.4. The APD is defined as:

APD =
1

N(N − 1)

N∑
i=0

N∑
j=0
j 6=i

||X ′i −X ′j ||22. (5.6)

whereX ′i represents the character’s local pose features at frame i. X ′i = {jpi , jri , jvi }.
N is the total number of frames for all sequences. For comparison, we also report the
APD for the ground-truth (GT) data in Table 5.4.

GoalNet: Given 150 unseen goals sampled on test objects, we measure the average
position and orientation reconstruction error of GoalNet to be 6.04 cm and 2.29 deg
(we note that the objects have real-life measurements). To measure the diversity of
the generated goals, we compute the Average Pairwise Distance (APD) among the
generated goal positions gp and directions gd:

APD-Pos =
1

LN(N − 1)

L∑
k=0

N∑
i=0

N∑
j=0
j 6=i

|gpi − g
p
j | (5.7)

APD-Rot =
1

LN(N − 1)

L∑
k=0

N∑
i=0

N∑
j=0
j 6=i

arccos(gdi .g
d
j ). (5.8)

L = 150 is the number of objects and N = 10 is the number of goals generated for
each object. We find APD-Pos and APD-Rot for our generated goals to be 16.42 cm
and 41.27 deg compared to 16.18 cm and 90.23 deg for the ground-truth (GT) data.

Path Planning Module: To quantitatively evaluate the effectiveness of our Path
Planning Module, we test our method in a cluttered scene. We put the character in a
random initial position and orientation and select a random goal. We repeat this 10
times. We find the percentage of frames where a penetration happens is 3.8%, 11.2%,
and 8.11% for SAMP with Path Planning Module, without Path Planning Module, and
NSM [188], respectively. While NSM uses a volumetric sensor to detect collisions
with the environment, it is not as effective as explicit path planning.

Interaction Encoder Ablation: To quantify the importance of the Interaction En-
coder, we train SAMP without the Interaction Encoder. We find that the precision of
reaching the goal deteriorates to 14.82 cm and 3.65 deg compared to 6.09 cm and 3.55
deg when the Interaction Encoder is used.

Comparison to Previous Models: We compare our model to baselines by mea-
suring three metrics: average execution time, average precision, and Frèchet distance
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Figure 5.16: MLP Architecture.

Figure 5.17: MoE Architecture.

(FD) [44] between the distribution of the generated motion and ground-truth. Execu-
tion time is the time required to transition to the target action label from an idle state.
Precision is the positional (PE) and rotational (RE) error at the goal. We measure FD
on a subset of the state features which we call X̃:

X̃ =
{
jp, jr, jv, t̃p, t̃d

}
. (5.9)

As our baselines, we choose a feed-forward network (MLP) as the motion prediction
network, Mixture of Experts (MoE) [225], and NSM [188]. The architecture of the
MLP is shown in Fig. 5.16. We use the same Interaction Encoder used for our Motion-
Net followed by four fully connected layers of size 512. The architecture of the MoE is
shown in Fig. 5.17. The Interaction Encoder, Gating Network, and Prediction Network
are all the same as the one used in MotionNet.

SAMP vs. MLP vs. MoE: We re-trained the MLP and MoE using the same training
strategy and data we used for SAMP. Both MLP and MoE take a longer time to execute
the task and often fail to execute the “lie down” action (denoted∞) as evidenced by the
execution time in Table 5.5 and precision in Table 5.6. These architectures sometimes
generate implausible poses, which is reflected by the lower FD in Table 5.7

79



Sit Liedown
MLP 13.06 ∞
MoE 12.99 ∞

SAMP 12.53 17.06
Ground-truth 11.70 15.49

Table 5.5: Average execution Time in seconds. ∞ means the method failed to reach
the goal within 3 minutes.

Method Sit Liedown
PE(cm) RE(deg) PE(cm) RE(deg)

MLP 9.27 3.99 ∞ ∞
MoE 7.99 5.73 ∞ ∞

SAMP 6.09 3.55 5.76 6.45

Table 5.6: Average precision in terms of positional and rotational errors (PE and RE).
∞ means the method failed to reach the goal within 3 minutes.

Idle Walk Run Sit Liedown
MLP 102.85 121.18 150.56 105.87 36.85
MoE 102.91 114.17 151.14 105.10 35.79

SAMP 102.72 111.09 141.11 104.68 17.30

Table 5.7: Frèchet distance.
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Metric
Sit Carry

SAMP NSM SAMP NSM
Precision PE (cm) ↓ 15.97 16.95 4.58 4.72

Precision RE (deg) ↓ 5.38 2.32 1.78 1.65

Execution Time (sec) ↓ 12.93 10.26 13.29 12.82

FD ↓ 6.20 4.21 10.17 7.31

Diversity ↑ 0.44 0.0 0.26 0.0

Penetration (%) ↓ 3.8 8.11 3.62 8.45

Table 5.8: SAMP vs. NSM.

SAMP vs. NSM: For NSM, we used the publicly available pre-trained model since
retraining NSM on our data is infeasible due to the missing phase labels. We trained
SAMP on the same data on which NSM was trained. In Table 5.8 we observe that
our model is on par with NSM in terms of achieving goals without the need for phase
labels, which are cumbersome and often ambiguous to annotate. In addition, our main
focus is to model diverse motions via a stochastic model while NSM is deterministic.
Our Path Planning Module module helps SAMP to safely navigate complex scenes
where NSM fails as shown by the penetration amounts.

For all evaluations, all test objects are randomly selected from ShapeNet and none
is part of our training set.

Comparison to Cao et al.: While relevant, the formulation of Cao [25] et al. is
significantly different from our method, making a direct comparison difficult. Given
a target interaction object and action (e.g. “sit on the couch”), SAMP samples a goal
location and orientation on the object, computes an obstacle-free path towards the ob-
ject, and synthesizes diverse motion sequences that are of arbitrary length until the
goal is executed. We assume that the character starts the action from an idle position
without any knowledge of the past. In contrast, Cao et al. sample a goal location in
the image space given a one-second-long history of motion. Based on this trajectory, a
deterministic motion sequence of fixed length (two-seconds) is synthesized. The action
executed in this trajectory is not controllable.

5.5 Limitations and Future Work
We observe that sometimes slight penetrations between the character and the inter-
acting object can occur. A potential solution is to incorporate a post-processing step
to optimize the pose of the character to avoid such intersections. SAMP might not
adapt well to objects with significantly different geometry than those seen in training
as shown in Fig. 5.18. In order to generalize SAMP to interacting objects that have
significantly different geometry than those seen in training, future work should explore
methods to encode local object geometries.
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Figure 5.18: SAMP with significantly different geometry.
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5.6 Conclusion
Here we have described SAMP, which makes several important steps toward creating
lifelike avatars that move and act like real people in previously unseen and complex
environments. Critically, we introduce three elements that must be part of a solution.
First, characters must be able to navigate the world and avoid obstacles. For this, we
use an existing path planning method. Second, characters can interact with objects in
different ways. To address this, we train GoalNet to take an object and stochastically
produce an interaction location and direction. Third, the character should produce mo-
tions achieving the goal that vary naturally. To that end, we train a novel MotionNet
that incrementally generates body poses based on the past motion and the goal. We
train SAMP using a novel dataset of motion capture data involving human-object in-
teraction.
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Chapter 6

Synthesizing Physical
Character-Scene Interactions

Existing techniques for synthesizing character-scene interactions tend to be limited in
terms of motion quality, generalization, or scalability. Traditional motion blending and
editing techniques [57, 110] require significant manual effort to adapt existing mo-
tion clips to a new scene. Data-driven kinematic models, e.g. SAMP (Chapter 5), can
produce high-quality motion when applied in environments similar to those shown in
the dataset. However, when applied to new scenarios, kinematic models can struggle
to generate realistic behaviors that respect scene constraints. Furthermore, kinematic
methods [74, 85, 188, 225] are also prone to producing motion artifacts, such as float-
ing, sliding, or penetrating other objects in the scene. Physics-based methods are able
to better synthesize plausible motions in new scenarios by leveraging a physics simula-
tion of a character’s movements and interactions within a scene. Reinforcement learn-
ing (RL) has become one of the most commonly used paradigms for developing control
policies for physically simulated characters. However, it can be notoriously difficult to
design RL objectives that lead to high-quality and natural motions [80]. Motion track-
ing [155] can improve motion quality by training control policies to imitate reference
motion data. However, it can be difficult to apply tracking-based methods to complex
scene-interaction tasks, where a character may need to compose and transition between
a diverse set of skills in order to effectively interact with its surroundings.

Recently, Adversarial Motion Priors (AMP) [157] have been proposed as means
of imitating behaviors from large unstructured motion datasets, without requiring any
annotation of the motion data or an explicit motion planner. This method leverages an
adversarial discriminator to differentiate between motions in the dataset and motions
generated by the policy. The policy is trained to satisfy a task reward while also try-
ing to fool the discriminator by producing motions that resemble those shown in the
dataset. Crucially, the policy need not explicitly track any particular motion clip, but is
instead trained to produce motions that are within the distribution of the dataset. This
allows the policy to deviate, interpolate, and transition between different behaviors as
needed to adapt to new scenarios. This versatility is crucial for character-scene interac-
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Figure 6.1: InterPhys enables physically simulated characters to perform scene inter-
action tasks in a natural and life-like manner. We demonstrate the effectiveness of our
approach through three challenging scene interaction tasks: carrying, sitting, and lying
down, which require coordination of a character’s movements in relation to objects in
the environment.

tion, which requires fine-grain adjustments to a character’s behaviors in order to adapt
different object configurations within a scene.

In this work, we present a framework for training physically simulated charac-
ters to perform scene interaction tasks. Our method builds on AMP and extends it to
character-scene interaction tasks. Unlike the AMP discriminator, which only considers
the character’s motion, our discriminator jointly examines the character and the object
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in the scene. This allows our discriminator to evaluate the realism of the character’s
movements within the context of a scene (e.g., a sitting motion is realistic only when
a chair is present). In addition, given a small dataset of human-scene interactions, our
policy discovers how to adapt these behaviors to new scenes. For example, from about
five minutes of motion capture data of a human carrying a single box, we are able to
train a policy to carry hundreds of boxes with different sizes and weights. Similarly,
from a few demonstrations of lying down on a single sofa, our policy discovers how
to lie down on several different sofas and beds. We achieve this by populating our
simulated environments with a wide range of object instances and randomizing their
configuration and physical properties. By interacting with these rich simulated envi-
ronments, our policies learn how to realistically interact with a wide range of object
instances and environment configurations. We demonstrate the effectiveness of our
method with three challenging scene-interaction tasks: sit, lie down, and carry. Ex-
amples of the three tasks are shown in Fig. 6.1. As we show in our experiments, our
policies are able to effectively perform all of these tasks and achieve superior perfor-
mance compared to prior state-of-the-art kinematic-based and physics-based methods.

6.1 Method
To train policies that enable avatars to interact with objects in a natural and life-like
manner, we build on the Adversarial Motion Priors (AMP) framework [157]. Our ap-
proach consists of two components: a policy and a discriminator as shown in Fig. 6.2.
The discriminator’s role is to differentiate between the behaviors produced by the sim-
ulated character and the behaviors depicted in a motion dataset. The role of the policy
π is to control the movements of the character in order to maximize the expected accu-
mulative reward J(π). The agent’s reward rt at each time step t is specified according
to:

rt = wGrG(st,at,gt) + wSrS(st, st+1). (6.1)

The task reward rG encourages the character to satisfy high-level objectives, such
as sitting on a chair or moving a box to the desired location. The style reward rS

encourages the character to imitate behaviors from a motion dataset as it performs the
desired task. st ∈ S is the state at time t. at ∈ A are the actions sampled from the
policy π at time step t. gt ∈ G denotes the task-specific goal features at time t. wG

and wS are empirical weights.
The policy is trained to maximize the expected discount return J(π),

J(π) = Ep(τ |π)

[
T−1∑
t=0

γtrt

]
, (6.2)

where p(τ |π) denotes the likelihood of a trajectory τ under the policy π. T is time
horizon, and γ ∈ [0, 1] is a discount factor.

The discriminator measures the similarity between the motions produced by the
physically simulated character and the motions depicted in a dataset of motion clips.
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Figure 6.2: InterPhys has two main components: a policy and a discriminator. The
discriminator differentiates between the behaviors generated by the policy and the be-
haviors depicted in a motion dataset. In contrast to prior work, the discriminator and
policy take information about the scene object into account. Specifically, the policy
takes the previous character and object states, st, in addition to the object bounding
box, and controls character movements to achieve a task reward rG while producing a
motion that looks realistic to the discriminator.
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The discriminator is trained according to the objective proposed by Peng et al. [157]:

arg min
D

− EdM(s,st+1) [log (D(s, st+1))] (6.3)

− Edπ(s,st+1) [log (1−D(s, st+1))] (6.4)

+ wgp EdM(s,st+1)

[∣∣∣∣∇φD(φ)
∣∣
φ=(s,st+1)

∣∣∣∣2] , (6.5)

where dM(s, st+1) and dπ(s, st+1) represent the likelihoods of the state transition from
s to st+1 under the dataset distribution M and the policy π respectively. wgp is a
manually specified coefficient for a gradient penalty regularizer [133]. The style reward
rS for the policy is then specified according to:

rS(st, st+1) = −log(1−D(st, st+1)). (6.6)

6.2 State and Action Representation
The state s is represented by a set of features that describe the configuration of the
character’s body, as well as the configuration of the objects in the scene relative to the
character. These features include:

• Root height

• Root rotation

• Root linear and angular velocity

• Local joints rotations

• Local joints velocities

• Positions of four key joints: right hand, left hand, right foot, and left foot

• Object position

• Object orientation

The height and rotation of the root are recorded in the world coordinate frame while
velocities of the root are recorded in the character’s local coordinate frame. Rotations
are presented using a 6D normal-tangent encoding [157]. The positions of four key
joints, object position, and object orientation are recorded in the character’s local coor-
dinate frame. A key difference from prior work is the inclusion of object features in the
state. These object features enable the discriminator to not only judge the realism of
the motion, but also how realistic the motion is w.r.t. to the object. Note that the object
can move during the action and the agent must react appropriately. Combined, these
features result in a 114D state space. The actions a generated by the policy specify
joint target rotations for PD controllers. Each target is represented as an exponential
map a ∈ R3 [61], resulting in a 28D action space.
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6.3 Tasks
We aim to train simulated character to solve character-scene interaction tasks. To
demonstrate the effectiveness of our method; we choose three challenging interactive
tasks: sit, lie down, and carry. The style reward rS is the same for all tasks as defined
in Eq. 6.6. The task reward rG is task-specific as detailed in the following subsections.

6.3.1 Sit
The objective of this task is for the character to move to a target object and to sit on it.
The object is initialized at a random orientation anywhere between one and ten meters
away from the character.

The goal gt ∈ R3 is the object bounding box. The task reward is defined as :

rGt =

{
0.7 rneart + 0.3 rfart , ||x∗ − xroot

t || > 0.5m

0.7 rneart + 0.3, otherwise
(6.7)

where xroot is the position of the character’s root, x∗ is the object position, rfar en-
courages the character to walk towards the object, while rnear encourages the character
to sit on the object once it is close by. rfar is specified according to:

rfart = 0.5 exp
(
−0.5||x∗ − xroot

t ||2
)

+ 0.5 exp
(
−2.0|| v∗ − d∗t · ẋroot

t ||2
)

(6.8)

where ẋroot
t is the linear velocity of the character’s root, d∗ is a horizontal unit vector

pointing from the root xroot
t to the object’s location x∗, and v∗ = 1.5m/s is the target

speed at which the character should walk. Once the character is close to the object,
rnear is used to encourage the character to sit on the object:

rneart = exp
(
−10.0||xroot∗ − xroot

t ||2
)
, (6.9)

with xroot∗ denoting the target sitting position on the object where the character’s hip
should be placed.

6.3.2 Lie down
The objective of the lie down task is for the character to walk towards an object and
then lie down on it. The goal gt and the task reward rGt are the same as for the sitting
task (see Eq. 6.7). rfar is defined as in Eq. 6.8, and rneart =

exp
(
−10.0||xroot∗ − xroot

t ||2 − 10.0||hhead∗ − hheadt ||2
)

(6.10)

where hhead is the height of the character’s head, and hhead∗ is the target head height.
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6.3.3 Carry
The objective of the carry task is for the character to pick up a box and carry it to a
destination. The goal is specified according to:

gt = (x̃′t, bh, bw, bd), (6.11)

where x̃′t is the target position on which the box should be placed; x̃′t is represented in
the character’s local coordinate frame. bh, bw, bd are the box height, width, and depth
respectively. The task reward is specified according to:

rGt = rwalk
t + rcarryt , (6.12)

where rwalk encourages the character to walk towards the box and stay close to it. More
specifically, it encourages the character to move its root xroot

t towards the position of
the box x∗t at a target speed d∗:

rwalk
t =


0.1 exp

(
−0.5||x∗t − xroot

t ||2
)

+

0.1 exp
(
−2.0|| v∗ − d∗t · ẋroot

t ||2
)
, ||x∗t − xroot

t || > 0.5m

0.2, otherwise
.

rcarry encourages the character to carry the box to a target position x′t:

rcarryt =

{
rcarry−fart + rcarry−neart , ||x′t − x∗t || > 0.5m

0.2 + rcarry−neart , otherwise
. (6.13)

rcarry−fart is defined as:

rcarry−fart = 0.2 exp
(
−0.5||x′t − x∗t ||2

)
+ 0.2 exp

(
−2.0|| v′ − d′t · ẋbox

t ||2
)

+ 0.1 exp
(
−10.0||hhandt − hboxt ||2

)
. (6.14)

Where d′t is a horizontal unit vector pointing from the box location to the target lo-
cation, ẋbox

t is the velocity of the box, v′ = 1.5m/s is the target speed. hhandt and
hboxt are the height of the character’s hand and box height respectively. Once the box
is close to the target, rcarry−neart encourages the character to place the box precisely on
the target platform,

rcarry−neart = 0.2 exp
(
−10.0||x′t − x∗t ||2

)
. (6.15)

6.4 Data
To train the character to interact with objects in a life-like manner, we train our motion
priors using demonstration data of human-scene interactions. For the sit and lie down
tasks; we use the SAMP dataset [74], which contains 100 minutes of MoCap clips of
sitting and lying down behaviors. In addition to the human motion, the SAMP dataset

90



also records the positions and orientations of the objects in the scene. The dataset
also provides CAD models for seven different objects. For the carry task; we captured
15 MoCap clips of a subject carrying a single box. In each clip, the subject walks
towards the box, picks it up, and carries it to a target location. The initial and target
box locations are varied in each clip. In addition to full-body MoCap, we track the box
motion using optical markers on the box.

The SAMP dataset provides examples of interactions with only seven objects, sim-
ilarly our object-carry dataset only contains demonstration of carrying a single box.
Nonetheless, we show that our reinforcement learning framework allows the agent to
generalize from these limited demonstrations to interact with a much wider array of
objects in a natural manner. This is achieved by exposing the policy to new objects
in the training phase. Our policy is trained using multiple environments simulated in
parallel in IsaacGym [127]. We populate each environment with a different object in-
stance to encourage our policy to learn how to interact with objects exhibiting natural
class variation. For the sit and lie down tasks, we replace the original objects with
different objects of the same class from ShapeNet [30]. The categories are: regular
chairs, armchairs, tables, low stools, high stools, sofas, and beds. In total, we used
∼ 350 unique objects from ShapeNet [30]. We increase the variability between the
objects even further by randomly scaling the objects in each training episode with a
scale factor between 0.8 and 1.2. For the carry task; the size of the object is randomly
scaled for each environment. The scale is sampled uniformly between 0.5 and 1.5.

6.5 Training
At the start of each episode, the character and object are initialized to states sampled
randomly from the dataset. Both states are sampled with the same timestamp. This
leads to the character sometimes being initialized in a standing state, requiring it to
learn to walk towards the target and execute the action. At other times, it is initialized
close to the final state and just has to learn to maintain its state, i.e. sitting on the
object or holding a box. In contrast to always initializing the policy to a fixed starting
state (e.g. standing), this Reference State Initialization (RSI) [155] has been shown
to significantly speed up training progress and produce more realistic motions. The
reason is that the policy gets to see the desired final state early on.

Since the reference motions are limited; initialization from these alone is not suffi-
cient to cover all possible starting positions or orientations. We would like our policy
to be able to execute the desired task from a wide range of positions and orientations.
We achieve this by randomizing the object position w.r.t. the character at the beginning
of each episode. The object is placed anywhere between one and ten meters away from
the character on the xy plane. The object orientation is sampled uniformly between 0
and 2π.

The episode length is set to 10 seconds for the sit and lie down tasks, and it is 15
seconds for the carry task. The episode is terminated once its duration is exceeded. In
addition, we terminate the policy early if any joint, except the feet and hands, is within
20 cm of the ground, or if the box is within 30 cm of the ground.

The policy π is a neural network that takes the current state st and goal gt
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and predicts the mean µ(st,gt) of a Gaussian action distribution π(at|st,gt) =
N (µ(st,gt),Σ). The covariance matrix Σ is set manually and kept fixed during train-
ing. The policy, value function and the discriminator are all three fully connected net-
works with the following dimensions {1024, 512, 28}, {1024, 512, 1}, {1024, 512, 1}
respectively. ReLu is used between all hidden layers in the three networks. We follow
the training strategy of Peng et al. [157] to jointly train the policy and the discriminator.
Our policy is trained using proximal-policy optimization (PPO) [178].

6.6 Results
In this section, we show results of our method on different scene-interaction tasks. In
Fig. 6.3 we show examples of our character executing sit, lie down, and carry tasks.
In each task the character is initialized far from the object with a random orientation.
First, the character approaches the object, using locomotion skills like walking and
running, and then seamlessly transitions to task-specific behavior, such as sitting, lying
down, or picking up the object. The character is able to smoothly transition from idling
to walking, and from walking to the various task-specific behaviors.

From human demonstrations of interacting with eight objects only, we teach our
policy to sit and lie down on∼ 350 training objects. We demonstrate the generalization
power of our model by testing on objects that were not seen during training as shown
in Fig. 6.4. Our method successfully sits and lies down on a wide range of objects and
is able to adapt the character’s behaviors to a given object. The character jumps to sit
on a high chair, leans back on a sofa, and puts its arms on the armrests of a chair when
present. We used∼ 350 training objects and tested on 21 objects. Similarly, our policy
learns to carry boxes of different sizes as shown in Fig. 6.5. We tested our policy on
box sizes sampled uniformly between 25× 17.5× 15 cm and 75× 52.5× 45 cm. Our
method generalizes beyond what is shown in the human demonstrations. For example,
the character can carry very small boxes as shown in Fig. 6.5 although no such objects
were depicted in the human demonstration dataset.

We further test our policy on different scales of the same object as shown in Fig. 6.6.
We observe that the policy learns to seamlessly adapt to the different object sizes, and
it succeeds in placing its hip on the proper support surface.

Next, we study how our policy deals with objects of different physical properties.
We train a policy to carry boxes of the same size but different weights. The weights are
sampled uniformly between 5 kg and 26 kg. For this experiment, we augment the goal
gt with the box density. Some examples are shown in Fig. 6.7 where heavier boxes
are indicated with darker colors. The character discovers how to deal with the different
weights from a human demonstration of a single box.

Humans have the ability to interact with the same object in a myriad of different
styles. As shown in Fig. 6.8, our character also demonstrates similar diversity in its
interactions with a given object. The character exhibits different styles while sitting,
including regular sitting, leaning backwards, or sitting with different arms movements.

We quantitatively evaluate our method by measuring the success rate for each task.
Table 6.1 summarizes the performance statistics on the various tasks. Success rate
records the percentage of trails where the character successfully completes the task
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(a) Sit

(b) Lie down

(c) Carry

Figure 6.3: Our method successfully executes three challenging scene-interaction tasks
in a life-like manner.

93



Figure 6.4: Our method successfully sits and lies down on a wide range of objects and
is able to adapt the character’s behaviors to a given object.

Figure 6.5: Our method generalizes beyond the human demonstrations and learns to
carry different boxes from a human demonstration of carrying a single box.

94



Figure 6.6: Our policy seamlessly adapt to the different object sizes.

Figure 6.7: Carrying boxes of different weights. Darker colors indicate heavier
weights.

Figure 6.8: Different styles on the same object.
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Task Success Rate
(%)

Execution Time
(Seconds)

Precision
(cm)

Sit 90.4 5.0 6.7
Lie down 90.2 6.3 13.4

Carry 94.3 9.1 8.3
Carry (weights) 97.2 8.7 10.3

Table 6.1: Success rate, average execution time, and average precision for all tasks. All
metrics are averaged over 4096 trails per task.

objective. We consider sitting to be successful if the character hip is within 20 cm of
the target location. Similarly, we declare lying down to be successful if the hip and the
head of the character are both within 30 cm from a target location. The carry task is
successful if the box is within 20 cm of the target location. All tasks are considered
unsuccessful if their success criterion is not met within 20 seconds. We evaluate the sit
and lie down tasks on 16 and 5 unseen objects respectively. To increase the variability
between the objects, we randomly scale the objects in each trial with a scale factor
between 0.8 and 1.2. For the carry task, we randomly scale the original box shown
in the human demonstration by a scale factor between 0.5 and 1.5 in each trail. The
original box is of size 50×35×30 cm. The character is randomly initialized anywhere
between 1 m and 10 m away from the object and with a random orientation. In addition
to the success rate, we also measure the average execution time and precision for all
successful trails. Execution time is the average time until the character succeeds in
executing the task, according to the success definition above. Precision is the average
distance between the hip, head, box and their target locations for sit, lie down, and
carry respectively. All metrics are evaluated over 4096 trails per task. Similarly, we
evaluate our carry policy, which is trained to carry boxes of the same size but different
weights, in Table 6.1 using the same metrics. Despite the diversity of test objects and
configurations, our policies succeed in executing all task with higher than 90% success
rate.

We illustrate the plausibility of the full motion trajectories generated by our pol-
icy in Fig. 6.9. We initialize our policy with the first frames of the reference motion
clips. We then plot the full trajectories followed by our policy alongside the reference
trajectories from the reference motion clips. For the sit and lie down tasks, we plot the
character trajectory. For the carry task, we plot the box trajectory. Although the ref-
erence clips do not always follow the shortest trajectory to the object, our policy often
does, as can be seen in Fig. 6.9(a). Moreover, our character learns to go beyond the
limited reference clips and succeeds in executing the tasks from initial configurations
not shown in the reference motion as can be seen in Fig. 6.10. In the reference clips, the
character starts up to three meters away from the object, nonetheless, our policy learns
to execute the tasks even when initialized up to ten meters away from the object. This
is due to our randomization approach in training the policy as described in Sec. 6.5.

Next we study the robustness of our policy to external perturbations. We pelt the
character with 20 projectiles of weight 1.2 kg at random time steps of the episode. We
found that our policy is very robust to these perturbations. The character learns to get
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Task Success Rate (%)
Sit 87.5

Lie down 82.0
Carry 89.4

Table 6.2: Success rate under physical perturbations.

Task Success Rate
(%)

Execution Time
(Seconds)

Precision
(cm)

Sit 88.6 5.3 6.6
Lie down 81.9 6.2 14.7

Carry 0.0 - -

Table 6.3: Bounding box ablation. Success rate, average execution time, and average
precision for all tasks.

back on track and resume the task execution upon being hit by a projectile. We also
move the object during the execution of the motion (e.g. move the chair away as the
character is about to sit). The policy is robust to such changes in the environment; the
character quickly adapts. Our policies maintain a high success rate under the physical
perturbations for all three tasks as reported in Table 6.2

Throughout our experiments, we include the bounding box of the object in our
goal gt as explained in Sec. 6.3. To evaluate the importance of the bounding box, we
retrain our policies without this information and evaluate the policies in Table 6.3. We
observe that the bounding box is vital especially for dynamic tasks like carry. Without
this information, the character fails to pick up the box from the platform. In general,
excluding the bounding box information decreases the success rate for all three tasks.

6.6.1 Comparisons
There are only a few previous attempts in the area of synthesizing character-scene
interactions. We compare our physics-based model to NSM [188] and SAMP [74]
(Chapter 5), which are both kinematic models. We also compare to Chao et al. [31],
which is a hierarchical-based physical approach. All three methods are trained on
the sitting task. Kinematic models (NSM and SAMP) tend to produce nonphysical
behaviors, such as foot-skating/floating and object penetrations. This hinders them
from generalizing to new scenarios. The work of Chao et al. [31] synthesizes physical
motion, however, it often fails to sit on the target object. Most of the time, the character
falls when approaching the object.

A quantitative comparison to previous methods is available in Table 6.4. A trial
is considered successful, only if the character does not penetrate the object while ap-
proaching it. None of the baselines are capable of consistently completing the full carry
task. NSM [188] trains a character to walk towards a box and lift it up. The character,
however, needs to be manually controlled to carry the box to a destination. Our pol-
icy, on the other hand, enables the character to autonomously walk towards a box, lift
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Metric Sit Lie down
NSM SAMP Chao et al. Ours SAMP Ours

Success Rate(%) 75.0 75.0 17 93.7 50 80
Execution Time(seconds) 7.5 7.2 - 3.7 9.5 6.9

Precision (meters) 0.19 0.06 - 0.09 0.05 0.3

Table 6.4: Comparison to NSM [188], SAMP [74], Chao et al. [31]

the box, and carry it to the destination. We use the pre-trained open-source models of
NSM [188], and SAMP [74], and evaluate them on the same test objects as our method.
For Chao et al. [31], we report the numbers provided in the paper. Table 6.4 shows that
our method significantly outperforms all baselines.

6.7 Conclusion
We presented a method that realistically synthesizes physical and realistic character-
scene interaction. We applied our method to three challenging scene interaction tasks:
sit, lie down, and carry. Our method learns when and where to transition from one be-
havior to another to execute the desired task. We introduced an efficient randomization
approach for the training objects, their placements, sizes, and physical properties. This
randomization approach allows our policies to generalize to a wide range of objects
and scenarios not shown in the human demonstration. We showed that our policies
are robust to different physical perturbations and sudden changes in the environment.
We qualitatively and quantitatively showed that our method significantly outperforms
previous work. In summary, our method is a critical step toward creating physically
simulated characters that can interact realistically with their environments.
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(a) Sit

(b) Lie down

(c) Carry

Figure 6.9: Reference motion trajectories and the trajectories generated by our policies
when initialized with the first frame of the reference motion. Triangles indicate starting
positions and the target position is indicated with a circle. Although the reference clips
do not always follow the shortest trajectory to the object, our policy often does.

99



(a) Sit

(b) Lie down

(c) Carry

Figure 6.10: Reference motion trajectories and the trajectories generated by our poli-
cies when initialized randomly. Triangles indicate starting positions and the target
position is indicated with a circle. From limited ground-truth clips covering limited en-
vironment configurations, our policy learns to successfully execute the actions in wide
range of configurations.

100



Chapter 7

Conclusion and Future Work

In this thesis, we argue that human motion makes little sense in isolation. Humans
never move in a vacuum and they are in constant interaction with the surrounding
scene. Similarly, scenes are designed with human motion in mind. They are designed to
offer certain affordances to humans. This thesis presents several steps toward the joint
understanding of human motion and the surrounding scene. Moreover, we show that
studying the human and scene jointly is necessary and useful for several applications.
We focus on two interconnected problems: reconstructing and synthesizing human-
scene interaction (HSI). We tackle both problems by jointly considering the human
and the surrounding scene.

Our first work, PROX, focuses on reconstructing HSI. PROX shows that incor-
porating scene constraints in an optimization-based pose estimation system leads to
significantly more realistic and accurate reconstruction. In addition, PROX created a
dataset of 3D humans interacting realistically with 3D scenes.

Traditional body models, like SMPL-X, only model the human body pose and
shape. We learn a new HSI model which upgrades traditional body models to ex-
plicitly model HSI. We call this model POSA and we learn it from the PROX dataset.
POSA encodes contact and semantic relationships between the body and the scene. We
use POSA to automate populating 3D scenes with 3D people. Given a scan of a person
with a known pose, POSA allows us to search the scene for locations where the pose is
likely. In addition, we show that the HSI prior of POSA improves pose estimation.

POSA enables synthesizing static HSI. We transition to address the more challeng-
ing task of synthesizing dynamic HSI. Creating virtual humans that move and act like
real people, however, is challenging and requires tackling many smaller but difficult
problems. Our model, SAMP, enables virtual characters to realistically navigate clut-
tered indoor environments. In addition, SAMP models the stochastic nature of HSI and
synthesizes the same action in different styles.

Kinematic models, like SAMP, can produce high-quality motion when applied in
environments similar to those shown in the dataset. However, when applied to new
scenarios, kinematic models can struggle to generate realistic behaviors that respect
scene constraints. We address this by InterPhys which is a method capable of synthe-
sizing physical and life-like HSI. InterPhys leverages an adversarial discriminator to
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differentiate between motions in the dataset and motions generated by the RL policy.
The policy is trained to satisfy a task reward while also trying to fool the discrimina-
tor by producing motions that resemble those shown in the dataset. The discriminator
and the policy are both conditioned on the scene context. We introduce an efficient
randomization approach for the training objects, their placements, sizes, and physical
properties. This randomization approach allows our policies to generalize to a wide
range of objects and scenarios not shown in the human demonstration.

Future Work
In PROX, we show how to improve pose estimation using scene information. Future
work should explore how to use the human pose to improve scene reconstruction. We
also assume that the scene reconstruction is given. It would be interesting to explore
the joint reconstruction of humans and the surrounding scene from a single image.

Throughout this thesis, we focus on a single human interacting with a scene. Future
work should explore multiple people interacting with each other and with the surround-
ing scene. SAMP and InterPhys are capable of synthesizing high-quality motion of a
couple of skills. In the future, we hope to see methods capable of synthesizing hun-
dreds of different skills. Moreover, SAMP and InterPhys require high-quality MoCap
for training. It will be interesting if future work can relax this requirement and learn
from the abundant internet videos directly.

In summary, this thesis presents four key steps toward realistic reconstruction and
synthesis of the interaction between humans and the surrounding scene. We hope this
thesis will spur more research in this domain.
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Rogez. GanHand: Predicting human grasp affordances in multi-object scenes. In Com-
puter Vision and Pattern Recognition (CVPR), pages 5030–5040, 2020. 21

[39] Stelian Coros, Philippe Beaudoin, and Michiel van de Panne. Generalized biped walking
control. ACM Trans. Graph., 29(4), jul 2010. ISSN 0730-0301. doi: 10.1145/1778765.
1781156. URL https://doi.org/10.1145/1778765.1781156. 25

[40] Angela Dai, Angel X. Chang, Manolis Savva, Maciej Halber, Thomas Funkhouser, and
Matthias Nießner. ScanNet: Richly-annotated 3D reconstructions of indoor scenes. In
Computer Vision and Pattern Recognition (CVPR), pages 2432–2443, 2017. 14

[41] Vincent Delaitre, David F Fouhey, Ivan Laptev, Josef Sivic, Abhinav Gupta, and Alexei A
Efros. Scene semantics from long-term observation of people. In The European Confer-
ence on Computer Vision (ECCV), pages 284–298, 2012. 19

[42] Jonathan Deutscher and Ian Reid. Articulated body motion capture by stochastic search.
Int. J. Comput. Vis., 61(2):185–205, 2005. doi: 10.1023/B:VISI.0000043757.18370.9c.
URL https://doi.org/10.1023/B:VISI.0000043757.18370.9c. 15

[43] P Kingma Diederik and Max Welling. Auto-encoding variational bayes. In International
Conference on Learning Representations ICLR, 2014. 67
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113

http://lmb.informatik.uni-freiburg.de/Publications/2019/MICB19
http://lmb.informatik.uni-freiburg.de/Publications/2019/MICB19
http://doi.acm.org/10.1145/3072959.3073596
https://doi.org/10.1145/3386569.3392474
https://doi.org/10.1145/3386569.3392474


Sweden, 10–15 Jul 2018. PMLR. URL http://proceedings.mlr.press/v80/
mescheder18a.html. 88

[134] Lars Mescheder, Michael Oechsle, Michael Niemeyer, Sebastian Nowozin, and Andreas
Geiger. Occupancy networks: Learning 3d reconstruction in function space. In Proceed-
ings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
4460–4470, 2019. 14

[135] Thomas B. Moeslund and Erik Granum. A survey of computer vision-based human mo-
tion capture. Computer Vision and Image Understanding (CVIU), 81(3):231–268, 2001.
14, 19

[136] Thomas B. Moeslund, Adrian Hilton, and Volker Krüger. A survey of advances in vision-
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[166] Grégory Rogez, James S. Supančič III, and Deva Ramanan. Understanding everyday
hands in action from rgb-d images. In The IEEE International Conference on Computer
Vision (ICCV), pages 3889–3897, 2015. 20, 26

[167] Javier Romero, Dimitrios Tzionas, and Michael J. Black. Embodied hands: Modeling
and capturing hands and bodies together. Transactions on Graphics (TOG), Proceedings
SIGGRAPH Asia, 36(6):245:1–245:17, 2017. 21

[168] Javier Romero, Dimitrios Tzionas, and Michael J Black. Embodied hands: Modeling and
capturing hands and bodies together. ACM Transactions on Graphics (TOG), 36(6):245,
2017. 29

[169] Charles Rose, Michael F. Cohen, and Bobby Bodenheimer. Verbs and adverbs: Multi-
dimensional motion interpolation. IEEE Comput. Graph. Appl., 18(5):32–40, September
1998. ISSN 0272-1716. doi: 10.1109/38.708559. URL https://doi.org/10.
1109/38.708559. 22

116

https://doi.org/10.1145/122718.122755
https://doi.org/10.1109/38.708559
https://doi.org/10.1109/38.708559


[170] Bodo Rosenhahn, Christian Schmaltz, Thomas Brox, Joachim Weickert, Daniel Cremers,
and Hans-Peter Seidel. Markerless motion capture of man-machine interaction. In The
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 1–8, June
2008. doi: 10.1109/CVPR.2008.4587520. 19

[171] Andrey Rudenko, Luigi Palmieri, Michael Herman, Kris M Kitani, Dariu M Gavrila, and
Kai O Arras. Human motion trajectory prediction: A survey. The International Journal
of Robotics Research, 39(8):895–935, 2020. 24

[172] Martin Rünz and Lourdes Agapito. Co-fusion: Real-time segmentation, tracking and
fusion of multiple objects. In 2017 IEEE International Conference on Robotics and Au-
tomation (ICRA), pages 4471–4478, 2017. 45

[173] Amir Sadeghian, Vineet Kosaraju, Ali Sadeghian, Noriaki Hirose, Hamid Rezatofighi,
and Silvio Savarese. Sophie: An attentive gan for predicting paths compliant to social and
physical constraints. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 1349–1358, 2019. 24

[174] Alla Safonova, Jessica K. Hodgins, and Nancy S. Pollard. Synthesizing physically real-
istic human motion in low-dimensional, behavior-specific spaces. In ACM SIGGRAPH
2004 Papers, SIGGRAPH ’04, page 514–521, New York, NY, USA, 2004. Association
for Computing Machinery. ISBN 9781450378239. doi: 10.1145/1186562.1015754. URL
https://doi.org/10.1145/1186562.1015754. 23

[175] Nikolaos Sarafianos, Bogdan Boteanu, Bogdan Ionescu, and Ioannis A. Kakadiaris. 3d
human pose estimation: A review of the literature and analysis of covariates. Computer
Vision and Image Understanding (CVIU), 152:1–20, 2016. ISSN 1077-3142. 19

[176] Manolis Savva, Angel X Chang, Pat Hanrahan, Matthew Fisher, and Matthias Nießner.
Scenegrok: Inferring action maps in 3d environments. ACM Transactions on graphics
(TOG), 33(6):212, 2014. 21

[177] Manolis Savva, Angel X Chang, Pat Hanrahan, Matthew Fisher, and Matthias Nießner.
Pigraphs: learning interaction snapshots from observations. ACM Transactions on Graph-
ics (TOG), 35(4):139, 2016. 8, 21, 32, 33, 35, 38, 42

[178] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Prox-
imal policy optimization algorithms. CoRR, abs/1707.06347, 2017. URL http:
//arxiv.org/abs/1707.06347. 92

[179] Bokui Shen, Fei Xia, Chengshu Li, Roberto Martı́n-Martı́n, Linxi Fan, Guanzhi Wang,
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