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Zusammenfassung in deutscher Sprache

Aus geometrischer Sicht sind Warmeleitungsgleichungen interessant, weil sie
eine Verbindung zwischen lokalen und globalen Grofien einer Mannigfaltigkeit
herstellen. Ein bekanntes Beispiel hierfur ist die Kurzzeit-Asymptotik des
Wiérmeleitungskernes einer Riemannschen Mannigfaltigkeit (M”, g), also der
Losung der Warmeleitungsgleichung

Agu(x,t) = %u(m,t) (x,t) € M™ x (0, 00),

u(z,0) = d,(x) xr e M",
wobei Az der Laplace-Beltrami Operator der Riemannschen Mannigfaltigkeit
(M", g) ist und J, das Dirac-Maf} in y € M" bezeichne. Erstmals zeigten Plejel
und Minakshisundaram in der Publikation [MP49], dass die Spur eines Warme-
leitungskernes eine Kurzzeit-Entwicklung erlaubt, deren Koeffizienten durch
geometrische Invarianten, wie etwa Volumen und das Integral der Skalarkriim-
mung, gegeben sind.

Durch dieses Beispiel motiviert, betrachten wir im Rahmen dieser Arbeit

Wiérmeleitungsgleichungen auf Riemannschen Mannigfaltigkeiten, deren An-

fangsbedingungen durch uniforme Verteilungen von Wérme in reguldren Ge-

bieten 2 C M" gegeben sind. Beschrieben werden derartige Prozesse durch

Anfangswertprobleme der Form

Agua(w,1) = Sua(a,t) (r,1) € M" x (0,00), -
uq(z,0) = xo(x) x e M,

wobei yq als die charakteristische Funktion von €2 definiert sei.

Wir untersuchen die Kurzzeit- Asymptotik verschiedener Quantitaten der Losung
ugq der Warmeleitungsgleichung (HE), um daraus Eigenschaften der Regionen
2 abzuleiten. Wir betrachten dabei zunéchst den Fall kompakter Riemannscher
Mannigfaltigkeiten und untersuchen den Wéarmeinhalt (HC), die Boltzmann-
Entropie (Ent) und den mittleren Wéarmeinhalt (MHC) von €, die folgt definiert
sind. Wir setzen

HO(!) = [ ua(u,t)w(y). (HC)
Ent(t) = | ua(y.t)log (un(y.t)) w(y). (Ent)

MHC() := /

uq
{ua(-t)<Y/2}

(y, 1) w(y). (MHC)



Ahnlich wie im Beispiel der Spur von Wirmeleitungskernen erlauben diese
Quantitaten eine Kurzzeit-Entwicklung, deren Koeffizienten durch Invariante
des Randes des Gebietes €2 gegeben sind. In den Theoremen Theorem 3.2,
Theorem 3.6 und Theorem 5.1 werden die ersten Terme dieser Entwicklun-
gen angegeben. Auf Zeitintervallen, die von einem Radius r abhédngen, erhalten
wir gleichméafige und skalierungsinvariante Abschétzungen an die Fehlerterme.
Hierbei ist der Radius r» wiederum durch geometrische Gréfen des Randes und
der umgebenden Mannigfaltigkeit bestimmt (vergleiche Abschnitt 1.3).

Um diese Entwicklungen zu bestimmen, werden wir zunéchst in Kapitel 2
die punktweise Asymptotik der Losung ug fir kurze Zeiten und Punkte nahe
des Randes herleiten (Theorem 2.5). Es ist wichtig zu beachten, dass der
resultierende Fehlerterm exponentiell mit dem exakten Faktor 1/4: in der Distanz
zum Rand abféllt. Indem wir Gaufische Normalkoordinaten einfithren, werden
hieraus in Kapitel 3 die Approximationen an den Wéarmeinhalt (HC) und die
Boltzmann-Entropie (Ent) abgeleitet (Theorem 3.2, respektive Theorem
3.6).

Zur Bestimmung der Kurzzeit-Asymptotik des mittleren Warmeinhaltes (MHC)
nutzen wir zunachst in Kapitel 4 die punktweise Approximation von ug, um
die Evolution der Niveau-Flachen,

ts {ug(t) = A}, Ae(0,1)

anzunahern. In Theorem 4.3 zeigen wir, dass diese durch Geometrie des
Randes, die Geometrie der umgebenden Mannigfaltigkeit und das Niveau A
bestimmt ist. Der exponentielle Abfall des Fehlertermes aus Theorem 2.5 wird
hier genutzt, um zu zeigen, dass der entstehende Fehler in der Approximation
der Evolution der Niveau-Féchen fiir einen beliebigen Exponenten o > 0 nur
wie A™% im Niveau A wachst. Insbesondere ist der Fehlerterm also auf dem
Intervall (0,1) integrierbar. Die Approximation an die Evolution der Niveau-
Mengen nutzen wir dann in Kapitel 5 zur Konstruktion von Barriere-Mengen
der Superniveau-Mengen von ug. Das Volumen der Barriere-Mengen kann dann
unter Verwendung der variationellen Formeln in Abschnitt 5.4 approximiert
werden. Mit Hilfe des Prinzipes von Cavalieri wird dann die Asymptotik des
mittleren Warmeinhaltes (MHC) bestimmt.

Im letzten Kapitel werden analoge Resultate fiir Mannigfaltigkeiten mit be-
schriankter Geometrie beweisen. Des weiteren werden allgemeinere Anfangs-
wertprobleme in Betracht gezogen, die einen Potentialterm und eine sich geméafl
eines 2-Tensors entwickelnde Metrik beinhalten.
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Introduction

Heat equations describe the diffusion of an initial distribution of heat in some
underlying system. If the system is isolated, it is intuitively clear that any
distribution of heat will average itself out and the information of the initial
condition will be lost. For short times, on the other hand, solutions of the heat
equation regularize the initial data while still preserving important properties.
An everyday example of this phenomenon is the cooling process of a cup of
coffee. Initially, the diffusion of heat is determined by the cup’s shape, whereas,
after waiting long, the cup’s temperature will equal the ambient temperature.

Denoting by Ag the Laplace-Beltrami operator of some Riemannian manifold
(M™, g), the heat equation is given by

Agu(z,t) = Ju(z,t), z€M"andt € (0,00), (1)
subject to some initial condition u(-,0) = f. From a geometrical point of
view, major interest in the heat equation (1) stems from the fact that it yields
a relation between the local and global properties of Riemannian manifolds.
A famous example concerns the isospectral problem; are two Riemannian
manifolds with the same Laplace-Beltrami spectrum isometric? If one interprets
the Riemannian manifold as a drum, the eigenvalues of the Laplace-Beltrami
operator are the frequencies at which it can vibrate. Informally, the isospectral
problem may thus be formulated as: » Can one hear the shape of a drum?« |
[Kac66]. While the answer to this question is negative, the Laplace-Beltrami
operator determines certain quantities. One way to see this, is by studying
the short-time asymptotics of heat kernels o(z, -, t), i.e. solutions of the heat
equation (1) such that the initial condition is given by o(z,-,0) = d,, where
0 is the Dirac-measure in some point x € M". It was first observed by Pleijel
and Minakshisundaram in [MP49] that in the compact case, the trace of a
Riemannian manifold’s heat kernel admits a short-time expansion in terms of
its geometric invariants. The lowest order order terms are given by

/Mn o(w, v, ) w(z) = G <|M”| +t/w R(z)w(z) +O(t2)> . (2

where w(z) denotes the volume form, |[M”| the volume and R the scalar
curvature of the Riemannian manifold. Since the left-hand side can be written
in terms of the eigenvalues of Laplace-Beltrami operator, this implies that the
volume of M" and the integrated scalar curvature are isospectral invariants.

In this thesis we study how the short-time behaviour of the diffusion of sets is
determined by their geometry. We consider solutions of the heat equations (1)
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starting as uniform distributions of heat in regular domains. In other words,
denoting by yq the characteristic function of the set €2, we study equations of
the form -

Agug(z,t) = %UQ(.’L',t) (x,t) € M™ x (0, 00),

ug(x,0) = xa(z) x € M™. (HE)

Under further assumptions on the Riemannian manifold, like compactness or
Ricci curvature bounded from below, the solution ug of the heat-equation (HE)
is uniquely given in terms of the heat kernel,

ug(y, t) Z/QQ(JI,?M)M(«'E)'

As the example of the heat kernel’s trace (formula (2)) shows, one should study
integrated quantities of the solution ug to characterize the global geometry
of the set . In the spirit of the publications by E. de-Giorgi [De 53|, M.
Ledoux [Led94], M. Preunkert [Pre06] and M. van der Berg [vdBG15], we
therefore examine the short-time asymptotics of the heat content (HC), the
Boltzmann-Entropy (Ent) and the mean-heat content (MHC) that are defined
as below:

HCo(t) = | ua(y,t)w(y) (HC)
Ento(t) = [ wo(y.1)log (un(y, 1)) w(y) (Ent)
MHCq(t) := Auﬂ(‘7t)<l/2} ua(y,t) w(y). (MHC)

Furthermore, motivated by the observation in [Eva93] that the evolution of the
1/2-level set in Euclidean space approximates the mean curvature flow of the
boundary 92 we study the evolution of general level sets

ts {ug(-t) = A}, A€ (0,1).

Our results are summarized in the following theorems. We first consider closed
Riemannian manifolds of class C% and domains 2 C M" such that the boundary
0f) is an embedded hypersurface with bounds on the first two derivatives of the
second fundamental form. The uniform estimates are scaling invariant and are
valid on time intervals and, in the case of Theorem 2.5, tubular neighbourhoods
of the boundary, that depend on a radius r. The radius r is determined by
geometric invariants of the boundary and the ambient space (see Section 1.3).
The coefficients of pointwise formulae in y € M" are to be understood to be
evaluated in a base point ¢ € 02 such that y = exp,, sv(xg), where v(z) is

12



a local choice of normal vector in xy with respect to the boundary 02. By H
and |A|2 we denote the mean curvature, respectively the total curvature of the
boundary of 2 and by Ric the Ricci-tensor of the ambient space. The function
® : R — (0,1) appearing in the asymptotic expansions is the Gaussian error
function,

€z 2
1 —z%/4
P(x) = o= [we dz,
while ¢, is its inverse.

Theorem 2.5 For all y € M" such that d (y, 9Q) < r and all times 0 < ¢ < r?,
the solution ug of (HE) can be approximated by

walyt) = (2 (=)

+ ﬁ(— Vit + Vs (4 (2 (Ricw.v) + |4P) + 1)) ) )|
<L) ®

Theorem 3.2 For all times 0 < ¢ < 72, the heat content (HC) can be approxi-
mated by

’HC(t) — <\\/[f7 area (0€2) +
5 (5 i) (o))
<t (%3 (1 + %) area (09) + |M"| %4) . (4)

Theorem 3.6 For all times 0 < ¢ < r?, the entropy (Ent) of Q can be
approximated by

‘Entg(t) + Ent, v/t area (89)) < tl% area (092) (1 + @%‘) : (5)
where Ent; is the entropy of the Gaussian error function.

Theorem 5.1 For all times 0 < ¢ < r? the mean-heat content (MHC) can be
approximated by

‘MHC(t) - (\\/@ area (09)) + %/39 H volsg

—i—t% —L/ (ﬁ(y V) + ]A|2>V01 —L/ H?vol
64/ 50 ) o0 3T 50 o0

[M™]

< %(\M”\ + rarea (0Q2))e m . (6)
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Theorem 4.3 Fix A € (0,1). Then, for any y € {uq(-,t) = A}, where

0 <t < r?max (—log\,log (1 — A7

there exists a unique base point xy € 02 and dy+(y) € R such that

Y = €XPy, d,\,t(y)V(wo)~

Moreover, for any a > 0 a constant 0 < C'(«) < oo can be chosen such that
dx(y) can be approximated by

[ra(w) = (—eavE 8 = 25 ((Rictv) + A7)
<Cla)Ga(1+ 8+ M)3e|¥:‘ : (7)

rn

In the final chapter we prove analogous results for complete Riemannian
manifolds of bounded geometry and consider how the heat content of the
conjugate heat equation evolves under Ricci flow. More generally, we consider
coupled systems of the form

58as = 2Xap (z,1) € M" x (0, 00),
(2 = Dgy + Qua =0 (a,t) € M" x (0,00), (*)
ug(,0) = (f-xa) ()  z€M",

where X, is a time-dependent symmetric 2-tensor, Q € C*®(M" x [0,T])
is a potential term and f € C°°(M"). If the initial condition is given by a
Dirac-meassure, it was observed by G. Perelman in [Per02, Remark 9.6], that
the infinitesimal behaviour of the solution of the conjugate heat equation
characterizes Ricci flow amongst all other evolution equations. We show in
Example 6.10, that the difference between the heat content of the conjugate
heat equation with metric evolving by Ricci flow and the heat content of a
static metric, Theorem 3.2, is given by the boundary integral of the scalar
curvature.

Let us compare the above theorems to the results in the literature. The first
paper that applies the asymptotic behaviour of the heat equation to understand
the geometry of sets is due to E. De-Giorgi. In [De 53] he showed that sets of
bounded variation satisfy

P(Q) = 11_{% | V(1) ||L1(Rn) )

where P(€2) denotes the perimeter of the set €. This relation was later genera-
lized to complete and connected Riemannian manifolds with Ricci curvature

14



bounded from below in the publication [Mir+07]. In order to find an alternative
proof of the isoperimetric inequality, the heat content (HC) was for first related
to the perimeter of sets by M. Ledoux in [Led94]. In Euclidean space, he proved
the inequality

1152% VvVt~ HC(t) < P(Q),

with equality in the case of balls. M. Preunkert in [Pre06] later improved this
result by showing that, in fact, equality holds for any set of bounded variation.
For closed and smooth Riemmanian manifolds, an asymptotic expansion of the
heat-content (HC) similar to (4) was derived by M. van der Berg and P. Gilkey
in [vdBG15, Theorem 1.6]. Here, using invariance theory, the authors established
a complete asymptotic expansion of the heat content (HC) and determined
its coefficients by studying certain example manifolds. One advantage of the
formula (4) is, that it yields a lower bound on the time ¢ such that uniform
estimates are fulfilled. We also note that the term involving the squared mean
curvature in (4) differs from the results in [vdBG15].

In order to prove the convergence of an approximation scheme of the mean
curvature flow proposed by J.K. Bence, B. Merriman and S. Osher [MBO92],
the asymptotics of the l/2-level set of ug in the Euclidean case were first
considered by L. Evans in [Eva93]. M. Preunkert [Pre06] later studied the
evolution of general A\-level sets in Euclidean space. We note that the coefficients
in our expansion formula (7) differ from a statement in the forementioned
publication (Theorem 19). Moreover, the expansion formula (7) yields a clear
dependence of the error term on the level A € (0,1). The integrability of the
error term on the interval (0,1) is crucial whenever integrated quantities are to
be approximated.

The thesis is structured as follows. In Chapter 1 we introduce the notation used
in the following chapters and recall some well-known results from the literature
concerning heat kernels and the evolution of hypersurfaces. We also define the
curvature-dependent radius r := 713(5, x) that appears in our estimates.

In Chapter 2 we derive the pointwise asymptotics of the solution ug of (HE)
in terms of the distance to the boundary and the time ¢t > 0 (Theorem
2.5). A major effort is made to make the error term decay in the distance
with the precise exponential factor /s. Moreover, the order of derivatives
of the curvature tensor appearing in the error term are independent of the
dimension n. To this end, we first derive a good approximation of heat kernels
integrated over some measurable set €2 in Section 2.1. Here, a Gaussian lower
bound and the semigroup property of the heat kernel are applied to modify
the classical proof regarding the short-time approximation of heat kernels via a

15



parametrix (Lemma 2.15 and Lemma 2.14). The error terms in these lemmata
are independent of the volume of the manifold. In Proposition 2.19 and Theorem
2.7 we then derive two types of estimate. The first one is independent of the
set’s volume and the second estimate, which is valid for short distances, decays
in distance with the desired 1/4t exponential rate. In Section 2.2 we consider the
Euclidean case. Combining these results, we are then able to prove Theorem
2.5 in Section 2.3 by introducing normal coordinates.

In Chapter 3 we derive the short-time asymptotics of the heat content and
the entropy (Theorem 3.2 and Theorem 3.6). For this purpose, we apply
the pointwise approximation of ug from the previous chapter to compute the
heat content near the boundary of a set ) in tubular coordinates. To do
the computations, it is important that the error term in Theorem 2.5 decays
exponentially. In order to verify the expansion formula of the heat content, we
also consider the special case of unit balls in Euclidean space.

In Chapter 4 a short-time expansion of the evolution of the A\-level sets of ug
(Theorem 4.3) is derived. Here, the difficulty lies in proving that the error
term does not depend to heavily on the level \. We show that it grows at most
at a rate of A%, where v > 0 is arbitrary. For this reason, the —1/4 exponential
decay rate of the uniform estimate regarding the pointwise asymptotic of the
solution ug is crucial. Moreover, since the error term in Theorem 2.5 depends
on the distance in space, it is indispensable to first find a lower bound on
the times ¢ > 0 such that the level sets lie in a tubular neighbourhood of the
boundary and then prove upper and lower bounds on the distance between the
level sets and the boundary of the initial set. We find these bounds in Section
4.1 (Lemma 4.6, respectively Lemma 4.7).

In Chapter 5 we consider the asymptotics of the mean heat content (Theorem
5.1). Using Cavalieri’s principle, we write it in terms of the superlevel sets of
ug. The short-time expansion of the evolution of the A-level sets of uq from
the previous chapter is then used to construct upper and lower barrier sets of
the superlevel sets of ug. Having defined these barrier sets explicitly in terms
of the curvature of the boundary and the ambient space, we are then able
to approximate their volume by using the properties of the signed distance
function and the variational formulae discussed in Section 5.4. A major difficulty
in the computations is to guarantee that the error term in the approximation of
the volume of the superlevel sets is integrable on the interval (0,1/2). Therefore,
the upper bound on the A-dependence of the error term from the previous
section is crucial.

In the final chapter, Chapter 6, we study how the results from the previous
chapters transfer to the case of complete Riemannian manifolds of bounded
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geometry. To derive estimates independent of the volume of the ambient space
and the initial set €2, we use the integral approximation from Proposition
2.19 instead of the one from Theorem 2.7. This comes at the cost of a worse
exponential decaying factor in the error terms. In Section 6.2 we also consider
the more general coupled system (%) involving a potential term and evolving
metrics. As an example, we consider the asymptotics of the backwards Ricci
flow and the conjugate heat equation.

17



1 Notation and preliminarities

1.1 Notation

In this section we introduce the notation that will be used throughout this
thesis.

Let (M™, g) be a smooth Riemannian manifold of dimension n > 2. We denote by
a bar and Greek indices all quantities on M". For example, in a local coordinate
system {Z°}1<a<n, DY & = {8ap}1<a.p<n the metric, by I' = {I')5}1<a,p1<n the
Levi-Civita connection and by V the covariant derivative. In local coordinates,
the Christoffel symbols and the Laplace-Beltrami operator A are given by

o _ 1=6 o - 0 = 0 =
Ths = 38" (3580 + 72780y — 528as)

respectively
Af = ﬁam% (g“ﬁ detgaggf> . feC*HMm).
The Riemann curvature tensor acting on vector fields X, Y, Z € T3 (M"),
Riom (X, V) Z = Vx V57 - V57 — Vg2

is characterized in local coordinates by its components

afys = Bse Raﬁv =8 (Riem (dz%’ 8%) %’ %) ’

jwell

and satisfies the symmetries
Rapys = = Rpars = — Rapsy = Rasap - (8)

The components of the Ricci tensor Ric = {Rag}l@ggn and the scalar curvature

R are given by Ro5 = g7l R, aps, respectively R = gl Rap. The metric tensor
extends to general tensors S, T = {Tj5 5}, {S5. 75"} € T,F(M") by setting

(=& _ _ _B,6 — 8,6, AP0 .0, TV
g (T’ S) = gal'yl R gak'ykgﬁl ! R gﬁl lTﬁallBC;kSgll;l/k’

and the norm of T restricted to U C M" is defined by

‘T‘u = sup \/g (T(m), T(x))

zel

18



Let F': ¥ < M" be a smoothly embedded hypersurface. The geometry of ¥ will
be denoted by Latin indices. The induced metric on ¥ is in local coordinates
given by

gij(z) = & (55 (x), #5(x))

= Bap (F(2)) 4 (0) % (2), w e X,

Furthermore, {Ffj}, Riem = R;;i; and V describe the intrinsic geometry of the
induced metric on .

For a local choice of unit normal v of the hypersurface ¥ and an orthonormal

basis e; ..., e, = v of T, M", the components of the second fundamental form
A(x) = {hij}lgi,jgn_1 are given by
hij(z) = & (?i% €j) =-—g (1/, ?iej) (9)

and the Weingarten map W : T3 — T, > is given by
{hih<ijen—1 = {9 b h<ijen—1-
The mean curvature H and the total curvature |A|* are defined by
H = g"h;, respectively |A” = 9" g hijhp.

In local coordinates {z'}1<icn_1 and {Z%}i<a<n, these relations are equivalent
to the Weingarten equations

92 F~ k OF“ ma OFP 9F% feY
Ox'0xi Pij Ozk + Fﬂ5 Ozt Oxd _hijy ’
v ma OFF 5 il OF
o T DoV’ = hig” G - (10)

We say X satisfies a r-ball condition if for any x € ¥ and all 0 < s < r
Bs (exp, sv(z)) NE = {x} = B; (exp, —sv(z)) N L.

The maximal value » > 0 such that X fulfills a r-ball condition is called the
injectivity radius of 2 and will be denoted by injy,. In this case, defining a tube
around the hypersurface 3 by

T(3,injy) := {y € M" : there exists = € 3 such that d(z,y) < injy},
the following map is a diffeomorphism;
Fy 0 ¥ x [—injy, injg] — T(%,injy), (x,s) — exp, sv(z).

The signed distance function dys, : T(3,r) — R and the parallel sets ¥y — M™
of 3 are then defined by

ds(y) := (7r2 o Fgl) (y), respectively ¥, := Fx(%,s).

19



1.2 Heat kernels of Riemannian manifolds

We briefly summarize some properties of heat kernels that will be used in the
subsequent chapters.

Definition 1.1 (Heat kernels) A heat kernel, or a fundamental solution, of
a Riemannian manifold (M", g) is a function ¢ : M™ x M" x (0,00) — R that
is C? in the space variables z,y and C! in the time variable t and solves the
differential equation

Oaoz,y,t) =0 (x,1) € M" x (0,00) (11)
Q(l’,y,O) = 5y<l’> x e Mn’

where [0, := A, — %.

Remark 1.2 Heat kernels always exist and satisfy [y. o(z,y,t) < 1. We say
(M", g) is stochastically complete if

|, ey () =1

for all y € M™ and t > 0.

Heat kernels satisfy the following properties.

Theorem 1.3 Let g : M" X M" x (0,00) — R be a heat kernel of a Riemannian
manifold (M™, g).

(1) The heat kernel is symmetric in the two space variables, i.e.

Q(ZL’, Y, t) - Q(y7 Z, t)'
(17) The heat kernel satisfies the following semigroup property;

/ Co(z,x,t = s)o(x,y, s)w(z) = o(x,y, )
forallt >s>0 and x,y € M"™.

(i73) Suppose (M™,g) is geodesically complete (or compact without boundary)
such that the Ricci-tensor satisfies %‘ > —C for some C < 0. Then
it is stochastically complete and the heat kernel is unique. Moreover, for
feL*(Mn)

uy.t) = [ f@ee,y ()

is the unique solution of the heat equation Ou(y,t) = 0 with initial data

u(y,0) = f.
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PROOF. See e.g. [Cha84, Chapter VIII Section 2 Theorem 4]. 0O

Of course, the heat kernel of the Euclidean space (R",d,4) is given by
0c (1) = (4t) P 7l (12)

Heat kernels of general Riemannian manifolds can be estimated in terms of the
Euclidean heat kernel (12). The following lower and upper bound are proved,
for example, in the paper [LX11, Theorem 1.5], respectively by Li and Yau in
the publication [LY86, Corollary 3.1].

Theorem 1.4 (Lower Gaussian bound) Let (M",g) be a complete Rieman-

nian manifold (or closed) such that ’ﬁ’ > —C, for some C' < co. Then the
heat kernel satisfies

d(z,y)? 1 n
T (1+3Ct>—40t

o(x,y,t) = (4mt) e (13)

Theorem 1.5 (Upper Gaussian bound) Let (M",g) be a complete ( or

closed) Riemannian manifold with ‘ﬁ‘ > —C' for some C < oo. Then for any
n > 1 the Neumann heat kernel satisfies

1 _1 o d(a,y)?
— C(n 1
o(z,y,1) < Cua(n,n) [By(o)| 2 |Bualy)| 2em a0 1)

where Cy(n,n) — oo as n — 1 and C(n) depends on the dimension n.

Remark 1.6 If one considers compact Riemannian manifolds with convex
boundary, the above lower and upper Gaussian bounds of the heat kernel also
hold for the Neumann heat kernel, i.e. the solution of Equation (11) subject to
the boundary condition V.., 0 = 0.

For k > 0 and r > 0 we define approximate heat kernel g, : M"xM" x (0, 00) —
R as follows (compare [Cha84, Chapter VI Section 3]).

Definition 1.7 (Approximate Heat kernels) Let (M",g) be a Riemanni-
an manifold such that
inj; := 1er11\£n injz(z) > 0.

Fix £ > 0 and 0 < r < injg/2. Then, for a cut-off function a, : M" x M™ — R
on the diagonal of M™, i.e. . =1 for d(z,y) < r and o, = 0 for d(z,y) > 2r,
the approximate heat kernel o, : M™ x M" x (0, oo) — R is defined by

Qk,r(xa Y, t) = Oér<33', y) (47Tt x y
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where the g;(x,y), the heat kernel coefficients, are smooth functions solving the
differential equations

_ )2 . B B 2
- <<4mf>‘”/2 e Y o y)t’> — "8 ou(a,y) (4mt) e

1=0

1.3 Frequently used constants

In the following, constants will always be labelled by the equation in which they
first appear. Since our computations are often done in normal coordinates, the
estimates will involve terms that depend on the derivatives of the Christoffel
symbols and the metric tensor. For this reason, our estimates will always be in
terms of the radii r17(k, ) and r19 (¥) defined below. We will always assume
that these radii are strictly positive. First, we set

Cis(z) = ‘Riem

, T15(x) := min (injg, 015(91:)*1) : (15)

Binjg (z)
Then, for k£ > 0 the following constant is well-defined

1/4

g e ooy

Ci6(k, ) := max ( Riem v . IVRiem B . IV@Riem

k+1

r15() ‘?(k)RiemD ,

VHI) ) (16)
Binjg (2)

’W’“‘l)Riem e (

<T15(a:)2 ‘@(kﬂ)Riem

We now define the radius ri7(k, x) by
riz(k, z) == min (ri5(2), Ca(k, ) ") (17)

Suppose F : ¥ < M" is a compactly embedded hypersurface of class C*. Then
we define for k£ > 0 the radii r5(k,y), m9 (k,2) by

r18(k7 y) =
-1
min T17<k7 y)7 iIle, sup <|A| ) |VA|1/27 VQA 1/3> 3 (18)
$€B7>17(k’y)(y)ﬂz
respectively
T19 (k,E) = inf Tlg(y). (19)
yeMn
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Remark 1.8 (Definition of r;7(k,x)) In a normal coordinate system based

in x € M" with respect to some orthonormal basis eq,...e, of T, M", the
components of the metric tensor in sz € R” with |z| = 1 are given by
5°Bap(52) = 5°Bas(s) = (Yal(s), Y5(5)), (20)

where the Ya(s) are the unique solutions of the Jacobi equation
Ya(s)" + Riem (7/(5), Ya(5)) 7/(5), Ya(0) = 0 and Y;(0) = e,

along the path v(s) = exp, sz. Since the Y;(s) satisfy the above differential
equations, it is possible (see e.g. [Lyt09, Lemma 2.1]) to estimate

[Ya(s)| < 8s < 8ris(x), |Y.(s)| <4 for |s| <ris(z)In2. (21)
Moreover, higher derivatives of the Y, are given by
(k) (k-2 —k—2-1p ) (v
V2 = -3 (7 %) (7 i) (V09 7 0
1=0

Hence, differentiating the right-hand side of (20) k + 2-times in 0, the estimates
(21) yield a local expansion formula for the components g, of the metric tensor:

k
8a5(52) — (5ag — 52% Ronves z”’z‘s) + Z SZAaﬂalmalzal ooz
=1

|s|k+l
ri7(k,z)1tk"

< C(n, k)

Here, the Aagal,,,ak are certain polynomials in the curvature terms of M"
evaluated in z. For functions in the metric coefficients g,; one can choose
C(k,n) < oo accordingly do get similar estimates. For example, the Christoffel
symbols and the determinant of the metric tensor satisfy

75, (52) = (=35 (Raqas + Raga) ) 5] < C(n)s*ria(3,2)7,

‘\/det g — (1 — 15’Rag :EQ:UB)‘ < O(n)s*ri7(3,2) 73,
(22)

1.4 Evolution equations

In this section we recall the evolution equations of hypersurfaces under diffeo-
morphisms.
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Let Fp : 2 — M" be a smoothly embedded hypersurface such that the radius
19 (0,%) > 0 is well-defined. Furthermore, let F' : M" X (—¢,¢) — M" be a
variation of M", i.e.

F(-,7) is a diffeomorphism, F(-,0) = idyn(+).

We denote the variational vector field of F by Xz. If the tangential components
of X vanish, i.e.

Xp(z,7) = —g (Xp, 1/) v(z,7) = —a(x,7)v(z, 1),

the geometric quantities of the hypersurfaces ¥, := F' (X, 7) satisfy the following
evolution equations (see e.g. [HP99, Theorem 3.2]).

Theorem 1.9 On X the following equations hold.

0. _
a7 9i = 2ahi,

%d,u = aHdpu,
5%1/ = —Va,
%hij =-V;Va+a (hz'khf - Rm’nj) )
2H =—Aa—a(|AP + Ric(v,v)) . (23)

Here, dyu is the induced measure on the hypersurface and A is the Laplace-
Beltrami operator with respect to the time-dependent induced metric on the
hypersurface.

General variational vector fields satisfy the following evolution equations. For
omitted details we refer to [MY02, Chapter 2] and [Hei0O1, Chapter 1].
Lemma 1.10 For a variation F : M™ x (0,&) — M of M"™ we set

X::XF:%, a:z@(X,u).

Then the family of hypersurfaces F(X,T) := X, satisfies the following evolution
equations;

%gij =g (VjX, ei) +g (?i)_(, ej)
%V =—g"g (l/, @l}_() €,
%d,u =divX,
2H = —Aa—a (|AP + Ric (v,v)) + X" (H). (24)
Furthermore, for Y (1) € TH(2,) and 8 =g (Y,v)

2divY =Y (aH +divX") + 8H + div <(@XY)T) : (25)
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PRrOOF. We refer to [MY02, Lemma 2.4] for the first three equalities from
(24). The last equality follows from (24). In a local coordinate system around
x € X we have

gy = & (s (3 (Vaersr)))
= s (2 (g aec) v+ Vaerg (517)))
+ (8 ) (ai (@W))

On the other hand,
div ((divX) V) = divXdivy = V(dive X) =V (aH + divX"). g

Remark 1.11 In contrast to the case of vanishing tangential components,
Theorem 1.9, the evolution equation of the mean curvature (24) and the total
curvature |A[2 are not first order differential equations in the the components
hi; of the second fundamental form A. We will make use of the following lemma
to estimate the evolution of the geometric quantities in terms of the curvature
of the initial hypersurface. It is derived, for example, in [Hei0l, Lemma 1.5].

Lemma 1.12 For a vector field X € TH(M™) let FX : M x (—ex, ex) be the
corresponding global flow. Then the mean curvatures H and the total curvatures
|A[2 of the hypersurfaces ¥y := FX (X, t) satisfy

%H = %g”v,, (L&) (e, ¢5) — 97V (LgE) (v, ¢5)

+ hijL)_(g (62-, ej) + %HL)_(g (67‘7 es) ) (26>
2 AP = W9, (Lx@) (eir ) — 2097, (Lx@) (v, ;)
+ A" (Lgg (v,v) — g7 (LxE (er, €4))) - (27)

In particular, setting

o (%) i= (mox 1/ 9. 9%

there is a constant €(n) > 0 that only depends on n such that for T < e(n)rag ()_()

[Ar] < 2([Ao] + 725 (X)) .

Tlg (4,%)" ))1 (28)
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PROOF. In an orthonormal basis of eq,...e, = v of T,M" we have

- QhZJ{%h - 2hlrhlsa Grs-

Similar to [Hei01, Lemma 1.5] we compute
20" L g, = =2 |A]? g™ (LgE (er, €5))
20" 5-hi = hVV, (Lxg) (ei, ;) — 2h7 Vi (Lgg) (v, €;)
+ A" Lgg (v, v).

We conclude
& |A[f = W9V, (Lx8) (es, €5) — 207V, (LxE) (v €))
+ AP (Lgg (v,v) — ¢"* (LxE (e, €5)))
< JAN(VLs)  + AP (L58)ys -

Since in local coordinates the covariant derivatives VX and V2X can be
written in terms of the partial derivatives of X, the Christoffel symbols and

their derivatives, we have, for some C(n) only depending on n,

(Lx8)os = X7 a:m 8ap T aan gvﬁ + a:pﬁX ra
(’X’ r17(3, ) ) ,
(%Lxg)aﬁ = 3% (L%8)us — Dia (Lx8)ss — 35 (Lx8)s4
n) (‘Vz)_(’ + ‘}_(’ ri7(3,2) 7% + )V)_(’ ri7(3)7H" ()_()) .
In particular,

2 4| a% |A| = 6@7 |A[2 < C(n)rog <X>_1 (’ | Al ras (X)_l : )

< 7 < e(n) - rog (}_()

N
Q

N

Therefore, Gronwall’s inequality implies for 0
(C(n) " In2) - a5 (X),
AL < (JA(0)] + ras(X) 1) exp (tC(n)ras(X) ') <

26

2 (JAO)] +r2s(X) 7).
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2 Pointwise estimates for the solution of heat equations

In this chapter we derive a short-time and short-distance expansion of the
solution ug : M"™ x (0,00) — R of the heat equation

(HE)

Agug(r,t) = Sug(z,t) (z,t) € M™ x (0,00),
ug(x,0) = xa(z) x € M".

Here, we assume (M", g) to be a closed Riemannian manifold and 2 C M™ to
be a set with compact boundary 02 such that embedding F' : 02 — M" is
of class C*. The asymptotic expansion of ug(y,t) will be in terms of the time
parameter ¢ and the signed distance function dg(z) : M™ — R with respect
to the set €2. Before stating the main result of this chapter, Theorem 2.5, we
start by defining the signed distance function and briefly reviewing some of its
properties.

Definition 2.1 For some Q C M" the signed distance function dg(z) : M™ —
R is defined by
inf,cqd(z, if x € Q°,
doly) = 1 eencloy)
—infyeqd(z,y) if z € Q,

where d : M" x M"™ — R is the distance function of (M", g).

Remark 2.2 (Properties of the distance function) If the boundary 0
satisfies a r-boundary condition, the inverse function theorem implies that the

mapping

Fyq : 00 X [—injq,injg| — T(09Q,1injg), (z,s) — exp, sv(z)
is a diffeomorphism. Here, v(z) is a outward pointing local choice of a normal
vector of 02 in x € 0N and inj, > 0 is called the injectivity radius of €.
Moreover, if y = exp, sv(x) for some unique z € 92 we have s = dq(y).
Furthermore, if 92 is of class C%, it satisfies an inner- and outer ball condition,

i.e. there exists some r > inj, > 0 such that for z € 9€ there are some z, , € Q°
and y, s € 2 such that for all s <r

Bs (Zz,s> N = {ZL’} = Bs (yz,s) N

Finally, the gradient of distance function dg, satisfies |Vdg| = 1 for |dg| < injq,.

In Theorem 2.5 we show that the leading term in the expansion of ug(-, %) will
be independent of the geometry of the ambient manifold (M™, g) and the set €.
It is given in terms of the Gaussian error function ® that is defined as follows.
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Definition 2.3 (Gaussian error function) We call the function ¢ : R —
(0,1) defined by

o) = [ e do
Yy Var |

the Gaussian error function.

In Section 2.2 we discuss certain properties of the Gaussian error function that
are needed to prove Theorem 2.5. Amongst other things, we need to estimate
its asymptotic behaviour as y — +o0.

The solution of the simplest heat equation of the form (HE) is explicitly given
in terms of the Gaussian error function.

Example 2.4 We consider the heat equation (HE) in the one-dimensional
Euclidean case, where the initial data is given by the characteristic function of
the half-space € := (—o00,0). Then its solution uq explicitly given by

0 s—)2 —y/\VE
UQ<y,t) = \/ﬁ/_ooe—( 4? dx: \/%/_OO 6712/4(:11, — @ (_d(\z/(%;)) .

Similarly, if the initial data is the characteristic function of an interval 2 := (a, b)
and y > b, the solution of the heat equation (HE) is given by

UQ(y,t) = q) <_dﬂi\/(%)> - (I) (_a;\/g;) .

As demonstrated in Section 2.2 the second term on right-hand side is exponen-
tially small as ¢ — 0.

We are now ready to formulate the main theorem of this chapter. Before deriving
its proof in Section 2.3, we will find an approximation of the solution of (HE)
in terms of the Gaussian measure in Section 2.1 and treat the Euclidean case
in Section 2.2.

Theorem 2.5 For any n € N there are constants 0 < £(n),C(n) < 0o such
that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C®. Let @ C M™ be a
set such the embedding F' : 9 — M" is of class C*. Further suppose, that the
radius

r =119 (k,00) >0

defined in Section 1.3, that depends on the first six derivatives of the curvature
tensor Riem, the first two derivatives of the second fundamental form A of OS2
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and the injectivity radii of M"™ and 2, is positive. Then we may approximate
the solution ugq of the heat equation (HE) in the following way.

For y € T(09,1injq) let xg € 02 be the unique base point of y and s = dg(y)
be the distance of y to the boundary of ). The point y is then given by y =
exp,, sV(xo). We define the function v : T(0Q,injg) x (0,00) — Ry by setting

=0 () 5 (it + i
(4 (=2 (Rietao)(w(ao). w(a0)) + [AGw0) P) + Hizo)?)) ).

Here, H,v, |A| are evaluated with respect to the curvature of the boundary OS2
and ® : R — (0,1) is the Gaussian error function from Definition 2.5. The we
have the uniform estimate

2
—s%/at

Jua(y. 1) — vy, )] < Cn) 25 (1412 4 &2y e
for all t € (0,e(n)r?) and y € T(0Q,e(n)r).

Theorem 2.5 can also be written in terms of the curvature of the parallel
hypersurfaces

0Qs = {x e M" : dg(y) = s}.

Corollary 2.6 For any n € N there are constants 0 < e(n),C(n) < oo such
that the following is true.

Under the same assumptions as in Theorem 2.5 we define the function

) =8 () + i+ i
(4 (=2 (REe(w) 0. (). 0. ) + Ao, ) + Hon, ) ).

Here, H, \A|2 and v are evaluated in y € M"™ with respect to the curvature
of the parallel hypersurfaces s = {x € M™ : do(y) = s}. Then we have the
uniform estimate

752/4,5

[ua(y,t) — va(y, ] < Cm)Zy (14 2 4 £) 2

for all t € (0,e(n)r?) and y € T(0Q,e(n)r).
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PRrROOF. The hypersurfaces 0¢) solve, for Fy : 92 — M" being the inclusion
mapping, the evolution equation

{ OF (3,1) = v(z), x €IV, t € [—e(n)r,e(n)r],
F(z,0)=F  z€0Q.

Therefore, the evolution equations of the geometric quantities, Theorem 1.9,
imply
2 YN
OH=— (\A[ + Ric(v, V)) :

Thus, along the path v(s) := exp,, sv(z), it holds
|(H (wo) = Hy()) — s (= (1A + Ric(v,1)))|
_ /Os(s — 1) (AP + Ric(v, v)) (4(r))dr.
< C(n) /Os(s —7) (JAP + |VRiem|) (+(r))dr. (29)

Furthermore, by the evolution equations of the total curvature

hig() = [ 0) + [ (haelth = Roing) (c(r))

< O(n)} +/05 Al (r)2dr.

Hence, since |A| < 7!, Gronwall’s lemma implies that there is a €(n) > 0
such that
|A| (s) < 2C(n)r.

In particular, the right-hand side of (29) is bounded by C(n)s? - r=3. 0O

2.1 Integral estimates of the heat kernel

In this section we derive an approximation of the solution of the heat equation

{ Agu(w,t) = Su(z,t) (z,1) € M" x (0,00), (HE)

u(z,0) = xa(z) z e M,

where 2 C M" is measurable. The approximation will be in terms of the
Gaussian measure

(dmt)~2 e

In order to prove the main result of this section, Theorem 2.7, we modify the
proof of the classical Theorem regarding the short-time asymptotics of heat

kernels, Theorem 2.8. A proof of this Theorem can be found, for example in
[BGMT1, page 210-219], [Cha84, Section 6.4], or [Cho+10, Chapter 24].
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There, approximations of heat kernels are derived via a parametrix. The para-
metrix is constructed by introducing normal coordinates and solving certain
differential equations (see Definition 2.10 and Remark 2.11). Using the smoo-
thing properties of approximate heat kernels, a exact solution is then given by
adding a correction term. This correction term is a series of convolutions. In
the Lemmata 2.12, 2.14 and 2.15 we use the Gaussian lower bound of the heat
kernel, Theorem 1.4, and the semigroup property of heat kernels to deduce
upper bounds on the norm of the coefficients of this series in terms of the
exact heat kernel. Since we are interested in integrals of the heat kernel, these
estimates imply that, in our case, the correction term can be estimated in terms
of a number of derivatives of the metric tensor that does not depend on the
dimension of the manifold (see Lemma 2.18 and Proposition 2.19).

The main result of this section is the following Theorem. Its proof is formulated
at the end of this section.

Theorem 2.7 Fiz k,n € N. There exist constants 0 < g(n, k), C(n, k) < oo
depending only on k and n such that the following is true.

Let (M™, 8) be a closed Riemannian manifold of class C*5. Suppose Q@ C M™
is measurable and the radius

ri= min ri7(k+4,2) >0

that depends on the first k + 5-th derivatives of the curvature tensor and the
injectivity radius of M", is well-defined. Then there are functions

0; :M"xM" =R, 0<i<k

such that for any y € M"™ with |do(y)| < e(n, k)r and any t € (0,e(n, k)r?) the
following estimate holds;

d(z,y)?

fteatat— [ (i) S gt

=0

d(z,y)* 0| —dow?
e t

<o<n,k>:i12</ (dmet) 7 e S () + e )

We now state the classical result concerning the short-time asymptotics of heat
kernels to compare it with the above theorem.

Theorem 2.8 Let (M™,g) be a compact Riemannian manifold without boun-
dary and k > n/2+ 2. Then there exist smooth functions

0 M xM" 5 R, 0<i<Ek,
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the heat-kernel coefficients, such that for anyn > 1, and 0 < T < oo there
exists a constant C(M™,n, k,T) such that the uniform estimate

d(z y 9)2

n/y 4@
Q(‘Q: y> ‘34 t) n/2 Zt Ql T y C(Mn7 k»U)tkH (47”5)7 /2 € } e (30)

holds for all x,y € M™ and 0 < t < T. Here, C(M",k,n) depends on the
derivatives of the curvature tensor and the volume of M™.

PROOF. See e.g. [BGMT1, page 210-219], [Cha84, Section 6.4], or [Cho+10,
Chapter 24]. 0

Remark 2.9 In contrast to the classical result, Theorem 2.8, the error term in
Theorem 2.7 decays with the exact factor 4 in the exponential. Using different
approaches, estimates of this kind have been proved in [Lud19] and in [Mol75].
However, it is not obvious how the uniform estimates of the error terms depend
on the curvature of the Riemannian manifold. The estimate in Theorem 2.7 is
independent of the volume of M™ and only involves a number of derivatives of
the metric depending on k and not on the dimension of the manifold.

We start by defining approximate heat kernels.

Definition 2.10 (Approximate Heat kernels) Fix k£ > 0and 0 < r < inj;.
Then, for a cut-off function «, : M™ x M™ — R on the diagonal of M", i.e.

a, =1 for d(z,y) < r and o, = 0 for d(x,y) > 2r, the approzimate heat kernel
Ok - M™ x M"™ x (0,00) = R is defined by

d(x u)2

Zgzxy

where the g;(x,y), the heat kernel coefficients, are smooth functions solving the
differential equations

Ok (2, 1) = a(z,y) (4mt) " e

d(z,y)? 2
4t

O, ((zm)‘

. - _njy _ d=zy)
gi<x,y>tz):myak@:,y)(m) Fet (a1)

i=0
Remark 2.11 (Heat kernel coefficients) By the classical results regarding
the small-time asymptotics of the heat kernel ( see e.g. [Cha84, Chapter VI
Section 3]), the heat kernel coefficients ¢;(x,y) satisfy, in a normal coordinate
system centered in y € M"™ with respect to some orthonormal ey, ... e, of T, M",

for p(z,y) := \/det g,5(x), the recursion formula
o0(,y) = p(z,y)"" for i = 0,
0i(,y) = @(x,y)~ "2 [ ri-? ( 1/2A$ui_1) (expy (rx,y)) dr for1<i<k.

(32)
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Thus, to estimate the i-th heat kernel coefficient, the (2i)-th derivatives of
the components g,s(z) of the metric tensor must be bounded. We choose
r:=r17(k +4,y) in the definition of the cut-off function. Then, as in Remark
1.8, it holds for 0 < i < k

V™o, y)| < Cln k)rar(k +4,9) 727", 0<m <2
In particular, for k£ = 1 we will assume the following term to be bounded;

1/3

1/5

v , '@Riem

9

1/4, ’@(3)Riem

)"

1

/ 6) ) . (33)
Binjg (%)

By the Recursion formula (32), it is also possible ( see e.g. [Cho+10, Chapter
24.4] or [Cha84, Chapter VI.3]) to approximate the first two heat kernel
coefficients;

. |V Riem

Ci6(z,5) := max ( ‘Riem

1/6

‘@(4)Riem

, <r15(:1:) ‘@(5)Riem

<7’15(£I§')2 ‘?(G)Rlem

l0o(w,y) = (1 + HRapz2”)| < C(n) 2> r1(5,9) %,
’Ql(%y) - %R‘ < C(”) |x| T17(5ay)_3 . (34)

Equation (31) and the lower bound on the heat kernel, Theorem 1.4, yield the
following estimate on O, k- (, y, t).

Lemma 2.12 Fiz k,n € N and n > 1. Then, there is a constant C(n,k,n) <
oo such that the following is true.

Under the assumptions of Theorem 2.7 we set
1 _
Css(T.n, k) o= C(n k) (1+ Gp) 1™ (35)
Then we have
|<Qk,r(x7y7t)| < 035(T77]7k7n)g($7y777t) (36>

for any t € (0,T]. Moreover, we also have the following estimate

o(z,y,t)  ford(z,y) <,
Daonr(,9,1)| < Cos (T, k,n) e § ol y,mt) - for <7 < d(z,y) < 2r,
0 else.
(37)
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PROOF. The constant Cs5(T, 1, k,n) depends on k,n and n > 1. Since we are
mainly interested in its dependence on the time parameter 7', we will, for
the sake clarity, denote it by C35(T"). First, we note that since the support of
the approximate heat kernel gy, (-,y,t) is by definition contained in a ball of
radius 27 around y and the Ricci curvature Ric is bounded from above by r~2,

the lower Gaussian bound, Inequality (13), implies for any z € M"

n —n _d( 92
ok (2,9, 8)] < 02C(k,m) (1+ e ) (dmmt) ™6™ 50 xpo.00(d(, y))
i T - ntr—
02Ok, n) (1+ &%) Xipar (d(z, y))e1z =0

d( > )2 1 t
< (drty Ve (1+37)- 4%

(13) L w224 2
< Clk,n) (14 %) oo (d(z, y)e T2 W42 o3,y 1)

< Clkonon) (14 ) s 577 ol y,1).

For the second inequality, we explicitly construct the cut-off function «,., by
choosing a function ¢ : Ry — [0, 1] satisfying ¢ = 1 on [0, 1], ¢ = 0 on [2, 00)
and |¢'|, |¢"] < C and setting a,.(x,y) := ¢ (4@)/r). For y € M™ fixed, «,
then satisfies, for some C'(n) only depending on n, the estimates

Va,| = [vacwle g (38)

T

n—1 | 9(logy(zy) ¢ V()¢
(ot + egeipal) o 4 2

< g (39)

r2

Ao,

On the other hand, since the heat kernel coefficients satisfy Equation (31), we
have

_ _nfy _d@y)
(Coons) (@,y.1) = o (o, y)t* ()™ 0“5 Ay (a,y) (40)
+ Ao (,y) ok (, y, 1) + (Vau, k) (2,y, 1),

where we set

—_n _d(l )
Qk(xayat) - (47Tt /2 y ZQl T y

For d(z,y) > 2r, the right-hand side of (40) is identically zero. For d(z,y) < r
the second and third term in (40) vanish. Hence, by Remark 2.11 and Theorem
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1.4

2.11

< Clh,n)exp (& +2%)

exp(_ 2 (144 Rl - Z‘Riclt)
tk

X 2kT2 (4r t)’ﬂ/Q

) ('jzgk,r) (.T, Y, t)

14
< C(k,n)exp (1—12 + %%) rzi%@(xayat)‘

For r < d(z,y) < 2r the first two terms are estimated similarly with (39). To
estimate the last summand in (40), we first note

(n=1)r?
e t m m/2
0 < & (6(27;7_1)) for all m € N and n > 1.

Thus, we have for m = 2k + 2

ng(a:, v, t)’

(r ’@d(w,y)’
t

Qél C(n k 77) 2k+1 (1 + 7ak) eXp (% + %%)

o (258 (143 ) e )
X (47r77t)n/2

_d(z)?
4t

N

1=0

(Voi) (@, 9)t

) (4mt) "% e

k
1=0

1.4
< C(n, k,n)rrf,% (1 + ,Z—kk) exp (1—12 + %%) o(z,y,nt).

We conclude by (38), (39) and (40)

‘(E’ka,r) (x,y, t)‘ < 0(7% k 77) 251 (1 + 2k> exXp (%%) g(:z:,y, Ut)- O

The exact fundamental solution of (HE) is to be constructed via a parametrix.
Therefore, we must study convolution of functions on M” x M" x (0, c0).

Definition 2.13 (Convolution) The space-time convolution of two functions
F .G € C°%(M™ x M™ x (0,00)) is defined by

(F*G)(z,y,t) //n x,2,8)G(z,y,t — s)w(z)ds.

Furthermore, we define for l € N, F*' := Fx ... x F and F** = F.

In the next step, we use the semigroup property of the heat kernel to derive
the following upper bound on convolutions of approximate heat kernels.
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Lemma 2.14 Fizk,n € N andn > 1. Then there is a constant C(n,k,n) < oo
such that the following is true.

Under the assumptions of Theorem 2.7 we have for any T < oo and all0 <t < T
and all | € N,

_ . " !
O, (o (@9, 1) < S22 (O (T, m, by ) e )
m@(fl’ Yy, nt), (41)

where

Cis(T,n, k) == C(n, kyn) (1+ I ) i i (42)

PROOF. For the sake of clarity, we denote Cs5(7T', n, k,n) by Cs5(T"). We prove
the claim inductively. By Lemma 2.12

|0k (2, y,t)| < C35(T)o(z, y,nt),
‘ljxgk,r(xayv )’ < 035(T)T2€c%9(177y777t) (43)

The case [ = 0 is implied by (43). As for [ + 1, the definition of convolutions,
the induction’s hypothesis and Inequality (43) yield

D ri T y,t))*“”l
_/ / D:v@kr X,z S)EI (Qk,r(z,y,t _ 8))*ZW(2)ds
s /0 /M (C35(T> Sero(z, 2,ms) S5

1 EAVES)
X (035<T) T2t:+2> (k—(lfl))(k-i-l) Q(Za Y, 77(75 - 8)))0}(2)(18

+1 ft o)k
< Crg?“r? (035( )T2:+2) /0 ((k(—lfl))(k—l-l)
X (/l\v/[” Q(l',ZaUS)Q(Z,y,U(t - S))U)(Z))ds) (44)

Hence, by the semigroup property of the heat kernel,
| ez ms)e(z . n(t = s)w() = ele,y.m),
the right-hand side of (44) is given by

— * [+1
O, (0nr (w9, 6)" " < S55E (Cos(T) o2 )
tk+l+1

X G e 28 Y ).

This completes the induction. 0
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We now apply the above lemma to show that, in fact, n = 1 can be chosen for
close points z,y € M™.

Lemma 2.15 Fiz k,n € N. Then there exist constants e(n) > 0 and C(n, k) <
oo such that the following is true.

Under the assumptions of Theorem 2.7 we have for d(z,y) < e(n,k)r, 0 <t <
e(n,k)r? and any | € N

_ *[ n n, l k41
’(ng’”) (a:,y,t)‘ < G (7‘2(’“‘};) tk> (k(ﬁ)l.?.t(ml)g(x’y’t)' (45)

ProoFr. We start by rewriting the estimates from Lemma 2.12 and Lemma
2.14. We choose 7 = 2 in Lemma 2.14. Then C35(r?, k,n) < C(k,n) for some
C(k,n) < oo only depending on k and n. Hence, we have

|owr(z,y,1)| < C(k,n)o(z,y,1) (46)

o(z,y,t) ford(xz,y)<r
‘E$Qk,r($,y,t)’ C(k n) 2k+1 Q(x,y, Qt) for <r < d(x7y) < 2r, (47)

0 else.
and
s (our . 6)"] < S8 (Ck, m)ttes)'
X mg(x Yy, 2t). (48)

In particular, Inequality (48) and the Gaussian upper bound of the heat kernel
imply that, for any x,y € M" with d(z,y) > r/2 and some appropriate C(n, k),
it holds

l

< S8 (Cn, k) i)
tk+l

X D) (k1)

0. (orr (2,9, 1))

r2
(4mr)~"2e"5m (49)

We now prove inductively, that for any z,y € M"™ with d(z,y) < r the estimate

_ *{ C n, n k—+1
’ (Dka’,T) (.17, y7 t)‘ < ,,,2(k+k2) ( r2(k+k2) tk) (k—i—lt)...(k—H)

2
Q;:m+pmym) (50)
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holds. For [ = 0 this estimate follows from Inequality (47). Now assume the
estimate is true for [ € N. By the definition of the convolution, we have

Oeoer)” (2,9,1)

_/ / (orn(z,2,5)) (ika,r)*l (2, 9,1 — s)w(2)ds

- / / B, oy 7 (O (@ 2:5) (Boons)” oyt = s)w(z)ds

+) /Brm(y) O (o0r(w,2:9)) (Cuons) (219t = s)w(2)ds. (51)

~/~

The first integral can be estimated using the Inequality (47) and Inequality
(49). It holds

= *(
/ /M "\B, /2 (y ri(m z S)) (Dka,r) (z,y,t — S)w(z)ds
< C(n, k sk 2.2
/0 /M"\Br/z(y)( (n )T2k+2 Q(ﬂ? z 3)

n —s)k ! —g)k+l njy T2
X %k;@ (C(n, k) (TZH)Q) (k:-(:l)..).(k-&-l) (4mr) "2 32t>w(z)ds.

Due to the stochastic completeness of M"™;
/ o(z,z,25)w(z) < 1,
M™\B,./2(y)
we conclude

1 i B 0ot (Betnr) et = shates

C(n.k o\ 1 k141 oy 12
< r§k+2) (C’(n, k)r;;“*'?) (k+1)...t(k+l)(k+l+1)(4W) fPe™ . (52)

To estimate the second integral on the right-hand side of Equality (51), we
note that since d(z,x) < r for any z,y € B, 2(y) we can apply Inequality (46).
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Furthermore, the induction’s hypothesis is satisfied on B, /2(y). Thus,
- *[
/ / x ri €,z S)) (ngk,r> (Zay7t - s)w(z)ds
</ / (C n, k) T%Hg(a: z, )
1"/2
n, n, l k1
X r2(k+k2) (%k@ (t— S)k) mg(% y,t— 5)>W(Z>d5

t
* /0 /B (y) (C(nu k),zi%@(l’, z, 3)
r/2

et

! njy 12
X fz(gfz) (TQ(IH—Z) (t - S>k) ml@lﬂ"/’)i /26 32t)w(z)ds.

By the semigroup property, respectively the stochastic completeness of the
heat kernel we can estimate the right-hand side from above by

C(nk) (Clnk) &\ 1 thtiH
72kt <r2k+2t> (k+1).. (k+l)(k+z+1)9(33 Y1)

2
1 Cluk) (Clnk) +1 thH+1 o~ 3
r2h+2 \ p2R+2 (b4 1) (k) (k+HI+1) " (47r2)72

Together with Inequality (52), this completes the induction. To conclude the
lemma’s claim, we note that by the Gaussian lower bound of the heat kernel,
the above estimate implies that for d(x,y) < 7/v8

r2 n =Y 2
(drr) e < (dmt) e W < Cln, k)o(e, g, t). (53)
0

We will use the following lemmata regarding the regularity of convolutions to
prove Theorem 2.7. The first one, Lemma 2.16, is proved by Grieser in [Gri04,
Proposition 2.6 and Lemma 2.8 (a)]. A proof of the second lemma can be found
in [Cho+10, Lemmata 23.25-23.29].

Lemma 2.16 Let (M™,g) be a compact Riemannian manifold and A, B €
U (M™). Here, W' (M™) is the set of functions on A on (0,00) x M" x M™
satisfying

(1) A is smooth,
(i1) if v #y Vi, Alt, 2, y) = O(t>) as t — 0, for all v,

(1ii) for any p € M"™ there is a local coordinate system U > p and A e
C ([0,00)1/2 X R™ x U) so that for x,y € U

A(t,z,y) = t’”/%zl(t,x*y/\/i, Y)
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and

V7 A X,y = O(IX[™), X = o0l

The space C* ([O, 00)1/2) is the space of smooth functions in \/t.
Then Ax B € U (M"). Moreover,

Alt,z) == / At 2, y)w(x) € C ([0, 00)ys x M").

Lemma 2.17 Let (M",g) be a closed Riemannian manifold, k > 0, o, :
M" x M" x (0, 00) be a approzimate heat kernel and G € C°(M" x M™ x [0, 00)).
Then, for any o € (Y/2,1), there is some Cs4(M", ) and such that

/ " Bgzr (7,2, — s)w(z)ds < Csu(M", ) (¢t — 5)7". (54)

Furthermore, gy, * G € C’Z(M" X M" x (0,00)) N CH(M" x [0,00)) and, in a
local coordinate system (U,{x*}_,) with x € U, the space and time derivatives
of ok ¥ G are given by

2 (o, # @) (w91 / [ %zt = )Gy so(z)ds, (59)
8

9z:07; (0kr * G)(x,y,t / /n gxfgxi x,z,t — $)G(z,y, s)w(z)ds, (56)
0k * G)(@,y,t) = G(z,y,1)
! 8
+/0 /M" g@k,r(I,Z,t—s)G(z,y,s)w(z)ds. (57)

Moreover, for f € C°(M™ x [0,T]) we have

%&—mm /M" Okr(x, 2,6 —5)f(2z, s)w(2) :/ gtll g;ngkr(x,z,t —3)f(z, s)w(z).
(58)
on M™ x {(s,t) eR*:0<t—s<T}.

Lemma 2.18 Fiz k,n € N. Then there is a constant C(k,n) < oo such that
the following is true.

Under the assumptions of Theorem 2.7, for alll € N and T < oo, the functions

G (y1) 1= | B (onr (. 0) (@) (59)
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are continuous on M" x [0, T'] with lim,_,g ‘Ggl(~, t)‘ = 0 uniformly. Furthermore,
forany 0 <t < T, they satisfy the estimate

" l
G& (. 1)| < “2EE (Cos (T, b m) s ) Gty (60)

where )
Css(T, k,m) := Cn, k) (1+ 2z ) e2" ™" (61)

PROOF. For the sake of clarity, we denote the functions G&'(y,t) by Gh(y,t).
We choose 7 = 2 in the definition of Cs35(7T, 7, k,n) and denote it by Cs5(7T).
Since [, o(z,y,t)w(x) < 1 independent of y € M™ and ¢t > 0, Lemma 2.14
implies

k! k+1
‘Glﬂ(y’t)‘ S C,:?éi(f;) (035(T)r2€c+2) (k+1t).i—(k:+l)/ﬂg(x7ya 2t)w(x)

tk tk+l

Css !
< ) (035(T)r2k+2> D) (ot D)

The right-hand side is uniformly bounded on the interval [0, 7] with

Gg(y,t)‘ = 0.

lim sup
t—0 yeMn

Hence, we may extend GL(y,-) by 0 in t = 0. Moreover, by construction of
the approximate heat kernels, we have

d(z

_ _njy /7y)2 _
(Foonr) (@,9,1) = an(w, y)t* (4mt) ™" e 75 Agy(a, y)
+ AQT($7 y)Qk(xv Y, t) + <?a7"7 @Qk>(x7 Y, t)

Since the support of «, is contained in a neighbourhood of the diagonal of
(M"™ x M™), one may find for any n > 1 a function ¢, € C(M™ x M" x [0,T7)
such that

_d(zy)?

(Trors) (2,y,t) = 77 g, (z,y, t)e” o

Therefore, O, 0Ok satisfies the assumptions of Lemma 2.16. Hence, we induc-
tively conclude for all [ € N

| B (aeray. 1) wiw) € COM™ x [0, 7)), g

We are now ready to write the solution of (HE) in terms of approximate heat
kernels.
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Proposition 2.19 Fiz k,n € N andn > 1. Then there is a constant C(n, k,n)
such that the following is true.

Under the assumptions of Theorem 2.7 the unique solution of the heat equation
(HE) on M™ x [0,T], T' < oo is given by

- r\Ly 7t
/QQk, (z,y,t)
[ele] t B
_'_Z/O /n/QDz(gk,r<za$a3))*lgk,r<yazat_S)W(m)w(z)ds'
1=0
Moreover, we have for 0 <t < T
'/Q Q(xayat) - Qk,r($7yvt)w($)

iy dmy)?
< CoalTmo by m)aies [ ()™ e 5 (),
Q

where
Coo(T,m, ki, ) i=
Cn o) (14 ) e (325 o (14 ) exp (128 ).

ProoOF. By Lemma 2.18 the functions
Gy 1) == [ D (oer(ay. 1) wla), 1€N

satisfy GL(y,t) € CO(M™ x [0, 0c]) for all I € N. We set

Fy'(y. 1) //n/D (okr(2,7,8)) " 0r(y. 2.t — s)w(2)w(2)ds
:/0 /Mn GhH(z,8)06r(y, 2, t — 8)w(z)ds.

Although the functions Gg’l (y,t) and Fg’l(y, t) depend on k, we will, for the
sake of clarity, denote them in the following by G4 (y,t), respectively F§(y,t).
The estimation of the approximate heat kernel (36), Lemma 2.12, and the
stochastic completeness of M™ imply

R 0] < [ S8R (Cor(T) )

X 7%“8;7“” (/ o(y,z,n(t — s))w(z)) ds

Cs5(T C tk (R
X q~2k+2 ( 35(T )r2k+2> (k+1)...(k+ D) (k+l+1)
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Therefore, the sequence (Z{io Fl(y, t))NeN converges absolutely and uniformly
on M" x [0,T] for any T" > 0 with

SRy, t)| <
=0

Here, the right-hand side tends uniformly in y € M™ to 0 as t — 0. To show
that the convergence is in C*(M™) N C'([0, 00), we note that by formula 54,
Lemma 2.17,

I gmfgx; o2t = s)w(z)ds|.
/ Css(M",e) (t — 8)° < o0,

where ¢ < 1/2. In particular,
/ / n 8513:—)5.7: Y, 2t — 8)/ ix(@k,r(za x, 5))*1(«0(1')0.7(2)(18

NG C l k+1+1
<C54( ) ) giw (C35( )r2k+2) (k+1)...t(k+l)(k+l+1)

+1

th+1  Cs5(T
Cys(T) e (T) 5572 2k+2 '

t
[ Gonay, 2t = s)(z)ds

and

/Mn/QEx(g;w(z,x,s))*l%gkm(y,z,t—s)w(x)w(z)ds

n \C k! k141
<C54(M ) )rgi+2 <C35( >r21;“+2) (k—i-l).“t(lc-t-l)(k—&-l—l—l)‘

Hence, the time and spatial derivatives of the F(x,) can be computed by
2w 0) = [ [ [ Oulonslerm ) Gowsly, 20t - shole)lz)ds
~ | Bulons @ y,6) w (),

respectively

o Bhwt) = [ [ 2% ot —8) [ Oulon (a0 9) wlw)(=)ds

In particular, the sequence (leo Fl(y, t))NeN converges in C?(M")NC*0, o0o)
to some function F on any compact subset of M" x [0, 00) and the differentiation
of the series can be carried out term-by-term. Moreover,

OF,(y,t) / /n/ O (orr (2,7, 8) " Oporr (v, 2,1 — s)w(@)w(z)ds
—/QDI o(z,y, )" w(z)

:Liﬂ%mwﬁﬁﬂmw—éiwm@%m“
= GZSEH <y7 t) - Gl§2<y7 t)
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Thus, 352, Fh(y,t) is an absolutely convergent telescoping series and we
conclude that

/ri Ty, t) + > Fyy.t)
=0

solves the heat equation with initial data uq(y O) Xa(y). Therefore,

By Lemma 2.14 and the semigroup property of the heat kernel we may estimate
the right-hand side by

T S,y t
‘/QQ(,:L/, — Ok (2, Yy

S [Fh.t)

=
k ! gk+l
(/ /n/ (CTg?cm 035 )T2k+2> (k+1)__(k+l)g(2,.1‘,773)

x Cs5(T)o(y, z,n(t — s)))w(x)w(z)ds)

< Cs5(T)? r2k+z (/Q g(x,y,nt)w(x))
X i (035 Tzk+2)l X (/Ot st>
- C’35(T)2:;% (/Q o(z,y, nt)w(l‘))

e}

l !
X (035 7«2k+2) (k-&-l)...(kil)(k—i—l—l—l)
=

< Csp(TP exp (Con(T) 535 5% (| e, s mt)e@))

Finally, we observe that the Gaussian upper bound of the heat kernel implies

—_

Clnm)y na o~
/ o(z,y,nt)w(x) < 2C14(n,n)e”"™"r / (47t) an?t ()
Q Q
Thus,
d(z,y)?

| (e ,t) = ous(.y.0) wla)

< O (T) /Q (dmt) ™ o S ()

where
Cin(T) i= 2C55(T)* Cra(, m)eCss Dz O (63)
OJ
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Now we are ready to prove Theorem 2.7.

PROOF OF THEOREM 2.7. For y € M" fixed we define ; := QN By, y5(y).
By the previous lemma, the solution of the heat-equation (HE) with initial
data ugq, (+,0) = xq, (+) is given by

qu(y7t>:/Q ri'ryv _'_ZFl ya
where

B ) = [ [ ] Belons (e s) ous (g 22 = shlalu(z)ds

The functions ng will be denoted by Fglh in the following. Since by Lemma
2.11, for d(z, z) < /v,

Cnk) (C(n,k L (41)sk+
< T§k+2) (r2(k+2) Sk) (k(—:l_)) (k+l)g(x’ Z, 8)7 (64>

’(ljzgk,r)*l (37, Z, 8)

we estimate
Fd, (. 1)
/ /n/ (r2k+2 %Zfz)sk)l (k(_ﬁ)l.)us(k;l)g(a:,z,s)
x Cln, K)oy, 2.t = ) J(w)e(2)ds

n, ! skl
Cn, k) / (S8 (Ss) el y.0) Jula)ds

) (I 1)tk +i+1
(ot 1)...(k+0) (hti+1)

< C(n, k) S (St
x [ olw,y ()
91

k+1 C(n,k)!
g C<n7 k)2rt2k+2 (k+1()...(l)€+l) /Ql ‘Q(xv Y, t)('U(x)

Thus,

Uy, <y7t) _/Q Qkﬂ’(xvyut)‘ =
1

=0

< Cln, k)P exp (Cln, k) s [ ol ().
(65)
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Finally, we observe

‘/ l’y, rixy7 ()

971

g ) +‘/ ) _/ T 9 7t .
/Q\Q1 o(z,y, t)w(x o(z,y, t)w(x) o Ok (2, y, t)w(z)

(66)

On the other hand, since by assumption |do(y)| < 7/2v8, we can choose 7 in
the upper Gaussian bound of the heat kernel, Theorem 1.5, appropriately such
that

y 2
/ o 26y, (a) < Cln )t e T < On, )t e S (67)
OQ\Qq

We complete the proof by taking the maximum of the constants in (65), (67)
and observing that Inequality (66) implies

(1= C(n, k) oz /Q oz, y, hw(z)

2

R ) o daw’
<Ck) ([ (rt) e i w(e) + e ) o
Q

2.2 Computations of Gaussian type integrals

In this section we will estimate integrals of Gaussian type, i.e. integrals of the
form

[ @ a2, @),

where A = {Aap}1<ap<n is some bilinear form, dv,(z) is the Gaussian measu-
re,

dyn(z) = (4m) ™" e dz,

and ¢ € C* (R"!) is a perturbation of the n — th coordinate. The estimates
will be used in the subsequent chapter to compute the short-time asymptotics
of heat equations.

In the one-dimensional case, the above integrals can be written in terms of the
Gaussian error function ® : R — (0,1) .

O(z) = [oo \/%ed?/“dz.

We will need the following lemma regarding the growth of the Gaussian error
function.
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Lemma 2.20 (Properties of the Gaussian error function) For x < 0,
the Gaussian error function ® : R — (0,1) can be bounded from above and
below by

—a?/y —a?/y —2%/4
- 2 < 0@) < : 2 S : 2
ﬁ<“§+\/2+”ﬁ4> ﬁ(;cl—i— §+“”;>

Hence, the Gaussian error function ® tends to 0 as x — —oo at an exponential
rate.

(68)

PROOF. See e.g. [AS64, 7.1.13]. 0O

Before we can compute the perturbations of Gaussian integrals, we will need
the following integral formulae. They are derived as in [[GRO7], Chapter 8.5]
and integration by parts.

Lemma 2.21 Forxz € R and 1 =1,2,3,4 we have

12
—2‘3:/4%4 fori =1,
) —2:1;’374—: + 2<21>(x) fori=2,
/ Z'dy(z) = ¢ —2(z% + 4)%/}/4 fori=3,
— 0o T,
e~/ -
—2z (2% + 6) \/E4 + 122(13(93) for i =4,
—2(z* + 822 + 32)6:/%4 fori=>5.

To compute Gaussian integrals of any dimension n, we apply the following
lemma.

Lemma 2.22 (Symmetry of Gaussian Integrals) For py,...,p, € N we
have

/ it abrdy,(r) =

im1 (gi!), . Pls---,Pn all even,
07 else.

PROOF. See e.g. [Pre06, Corollary 22]. 0O

We now estimate how the above lemma behaves under a perturbation of some
function ¢ : R*! — R.
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Lemma 2.23 For any n € N there is a constant C(n) < oo such that the
following is true.

Let o € CHR"™1) be a function satisfying ¢(0) = 0 and |Dp(0)] = 0. Further-

more, assume
C :=sup ( ‘D%p’ A D3, (’DBQOD /3>

is bounded in a neighbourhood of 0. Then, for y € R and t > 0 with \/1, |y| <
1ac the perturbation of Gaussian Integrals by ¢ can be estimated by

yto(z m
/]R" 1/ oy dzdz
- (2 () + v (800 - 0 (3 [P0+ 007)) |

2
< Cn)CH/2 (14 1) et

PROOF. First note that after a change of variables (z, z) := (@.2)/\4

—— ety
Lo [ mrdade = [ duaa (@)@ (2572)

On the other hand, a Taylor expansion of the Gaussian error function yields

o () — (o () i (2 25 )

o
| o

6 —2422 9*22/4
<C3 ’l" $3/2 sup ( 242 )\/H _
2€ly/Vi,(y+e (Vi) /1]

Since by assumption |p| < Ct |z|* and y, v/ < 15, the error on the right-hand
side can be estimated by

(—2422) =2 /4

sup
24 Var
2€[y/ Vi, (y+o(Vix)) /1]
2
_ 2 el 2 y(C of? Pae Clufiel
X 24 VL% ¢
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Hence, after integrating over R"~!

yt+e(Vix)
/nfl d,yn_lq) (

t
i)
y2
e T (p(Vix) o(Vtx)
- (0 () + 7 (e - o))
2
\w -y
< (& [t @fal + e ) C2 (14 48 2
2 e—y2/4t
< C)C*¥2 (14 b)) et
Moreover, a Taylor expansion of ¢ and ¢~ yields
(L\/ﬁ) _ iM) _
Vit Vi 4t

29013( )xi%’\/EWL %@z‘jk(o)f Tjxpt i (%ﬂi!ﬁj)Q y\/f) ‘

]Dﬁdlx\tW2+“<\D%4]Lﬁ¢\m\tW2+\Lﬁ¢\Iﬂ ﬁ)
<2 (14 Y) (o' + |2 + [2°).

Since the Gaussian measure of polynomials is bounded, there exists some
C(n) < oo only depending on n such that

y+o(Viz)
Vi

/n_1 dyp_1(z)® (

7y2/4t
e 1
_\@T<ﬂ%0

( )JZZZL’]\/E + @ijk(O)[L’ifL‘]ZL‘kﬁ

i)’
‘—yﬁwﬁ])ﬂ
2

< OO (14 1) 72

)= [ dva@)e

5

It only remains to compute second integral on the right-hand side. Due to
the symmetry of the Gaussian integrals 2.22, the first three integrands can be
computed as

[ oo () =2 (%),
g /Rn*1 A1 ()i (0) 2, = Ap(0)VE,
%/RTH Yn-1(2)iji(0) w28 = 0
Now, we compute the integrals

|=[?
n e
z L

4045 (0)or (0) 272070 d
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By the symmetry of the Gaussian integrals 2.22, this sum is equal to

|z

|2
4 pxjrpxde .

> euOen(0) b [

two pairs of
indices
Terms with two identical pairs of indices appear only once in this sum. By
Corollary 2.22, these terms satisfy

||

2
a0 [ o1l de = 1204(0)"

The terms with two different pairs of indices satisfy

x2
Z wzJ(O)wkl(O)m/Rnfl e—‘ |/4Ii«73j33k1’l dl‘

two pairs of
different indices

=4 ©ij(0)er(0) .

two pairs of
different indices

The terms with two different pairs of indices are either terms of the form
©ii(0)prr(0), ©ir(0)ir(0) or ¢ (0)¢r(0), where 1 < i # k < n— 1. The terms
©ii(0)prr(0) appear twice and terms of the form ;x(0)p;x(0) or ¢ (0)¢r (0)
once. Moreover, we have ¢;(0) = ;x(0). Therefore, we have

712
2 W/Rnfl "0 (0)pu(0)z sz jzp; do
Z‘7k7j7l

n—1n—1 n—1n—1

— 123 a0 483 S wa(0)em(0) + 85" S o (0)?
=1 =1 k#i i=1 k#i

n—1n—1

=8 ’D%(O)‘z + 4712_: @i(0)* 4+ 8> > 0ii(0)¢wi(0)
i1 i=1 ki
= 8|D%(0)] +4(Ap)*.

We conclude

e—y2/4t \/E i Li T 2
/RH (%) + 7 <§<pij(0):v¢xj\/5 + @ik (0)irjng — Z/W)
dvy,-1()

2
o=V /4t

= & (%) + TV (80(0) -y (3 [P0 + 1 (20)?)). =

The last computation needed for the next section concerns Gaussian integrals
involving some bilinear form.
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Lemma 2.24 For any n € N there is a constant C(n) < oo such that the
following is true.

Let A = {Austicap<n be a symmetric bilinear operator on R™ and ¢ €

C? (R™1). Then, for
C :=sup < ‘D%p’ A/ \A])
and |y| < C~1/4 we have

y+p(x |z \24;er
/Rn 1/ (SC Z))Wd,?fdl'

o ()2 A) = A2t
—t (W) trace (A) — Anp, e

<O (14 L)

PROOF. After a change of variables (z, z) := @2/t and setting = := (x, z)

we compute
y+go(a: = |
/ / (x,2),(z,2))° n/2 dzdx
Rn—1 (

yto(Viz)

Sl

_ Vit = = e_z2/4t
=t - dv,_1(z) /_oo Aagxaxgﬁdzdx.
By Lemma 2.21, we have
y+Vip(z)
e—* /4t
A L Toly® odz
Vi :
Anproxs® <%ﬁ))2 if a, B < n,
7(y+e0(\/fr))
—2Aaﬂza% if « £ 5 =n,
_ _(y+s0(\/fw))
—QAQBxﬁ+ 2 it 8# a=n,
(y+e(Vix))
+p(Vitx) e 4t +o(V/tz) . _n
Apy | —2010 S 20 (W) | fa = 5=
We expand ®(z) in y/v/t and get
2
P (vte(Viz) o (L) < p(Viz) Sup e~ /4
‘ ( v ) (\/E)‘ vt 2€[y/VE,(y+e(Vix)) V1] Vir
< Cte | o,

o1



Similarly, expansions of

—x%/4 —I2/4

f(x) = —*—=and g(2) == -2

in ¥/v& yield

(y+<p(\/5r))2 2 )
_267 4t o _267 4t gctl/g |ZL‘|2 sup |x|e’m /4
vir ( vir z€[y/Vt,(y+e(Vix)) /1] vir

[

2
- =0

<Ot (|of + ) < e,

(d

respectively

2
|_2y+<P(\/ffE) o~ L) _ (_de“jj ‘
Vit Viam Vit Vam
2
< Ot |zf? sup 2 —2) L
ZE[y/\/ﬂ(erw(\/fm))/\/ﬂ( ) Vir

2
-4 4 2 L2
<Ot (o' +2 |2 + ) e

In particular, since |A| < C? by assumption, by integrating over R"~! with
respect to the Gaussian measure dv,_1(x) and using the symmetries of the
Gaussian measure 2.22 we get

y+o(x) _l=? +z
/RH [m A((z, 2), (z, 2)) ¢ = t)"/2 dzda

_ (2 trace (A) @ (%) Ann25 :yﬁﬁt) ’

v2 /a4

2\ o—
< C(n)03t3/2 (1 + yT) ﬁ, 0

for some constant C'(n) only depending on n.

2.3 Proof of Theorem 2.5

With the results from the Sections 2.1 and 2.2 we are now ready to prove
Theorem 2.5. The strategy of the proof will be the following

e Reduce the proof to the case dg(y) > 0.
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e Choose a local coordinate system to do the computations in.

e Use Theorem 2.7 and the lemmata in Section 2.2 to derive a approximation
va(y, t) of ua(y,1).

e Estimate the error |vg(y,t) — uq(y,t)|.
PrROOF OF THEOREM 2.5 Reduction to the case dg(y) > 0.

For any y € M" contained in a tubular neighbourhood of the boundary 0f2
there is some unique o € 0 such that y = exp, da(y)vaa(zo), where vyq(zo)
is a choice of a local outer normal vector of J€2 in xy. Suppose dq(y) < 0.
Since the solution of (HE) is given by

uq(y, t) :/QQ(%y,t)w(iU),

the stochastic completeness of M™ implies
ua(y.1) = 1= [ olay, () = 1 = uae(y. 1)

Choosing the characteristic function x§, as initial data in (HE), we then have

doc(y) = —dg(y) = 0. Furthermore, choosing local outward pointing normal
vectors voq(xg), respectively vgqge(zo) we have Hag (o) = —Haqe (o). Hence,
dQc(y)2

voe(y, t) = @ (—dasfd) e ( — VtHyqe (o) + Vidae (y)
(o)) + Hiar)) )

X (i (2 (R(V@Qc, V@Qc)(Io) + |ABQC

_dg(w)?

— & (") + = (ViHn(a)

— Vida(s) (5 (2 (Rl vom) + | Ao) + H3p)) ).

Since the Gaussian error function satisfies ® (z) =1 — ® (—x), we therefore
have

1— Uﬂc(y7t) = UQ<y7t)

Choice of local coordinate system

To abbreviate the computations, we write s := dg(y) in the following. We

may choose an orthonormal basis zi,...,z, of T,M" such that the n-th
basis vector is given by the parallel transport of vgo(zg) along the geodesic
c(7) = exp,, TVaa(wo); i.e. e, = v, = Tsovoa(wo). Moreover, the outer

normal v of the hypersurface

exp;1 (092N By, (y))
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intersected with [—r,7]" C By,.(0) is given by

v(0,...,—s)=1(0,...,1)
in the point expy_l(xo) = (0,...,—s). In particular, for some r; > 0, the
hypersurface can be expressed as a graph of a function @ : [—ry,m|" ! - R
satisfying
¢(0) = —da(y) and |Dp(0)| =0,
ie.,

exp, ' (0QN B, (y)) N[—ri,rm]" ={(Z,2,) € [r,m]" 12 = @(x)}. (69)

We write ¢(x) := @(x) + s. The derivatives of ¢ in 0 can be expressed in terms
of the curvature of M" and 0f2. Indeed, by the Weingarten equations (10) we
have

i (0) = —hi; = T} ((0, —s)) .

Additionally, by Remark 1.8 and Remark 2.11, the Christoffel symbols fzﬂ(x),
the volume element and the heat kernel coefficients oo(z,y), 01(z,y) satisfy,
for some appropriate constant C'(n) < oo,

8as(@) = (9ap — §Ranssr2s)| < C(n)
T5, (@) = (=5 (Ranss + Rapna) ) 25| < C(n)

‘\/J— (1= tRapzazs)| < Cln) [2f*r .
’Qo(%?/) — (14 fsRaswars)| < C(n)
‘Ql(ﬂf,y) %R C(n)

n) |z|r=? . (70)

The local expansion of the Christoffel symbols f‘gﬁ (70) then yields

QOij(O) - (_hz‘j + %8 (f_{mm(y) + f_{]nm(y)))‘ < C’(n)527‘73,

where 1 < 4,5 < n — 1. In particular, it holds

[86(0) = (= Hao(wo) + 53R ()| < Cn) s+, (71)
(A(0))* = Hoolwo)?| < C(n) |s|r2, (72)
’\D%(O)f — |Aaa(zo)[*| < C(n) [s] . (73)

for some C(n) < oo.
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We now bound the derivatives of ¢ in terms of the radius . This guarantees
that, for some £(n) > 0 only depending on the dimension n, the radius
r1 = &(n)r can be chosen in (69).

By our choice of coordinates and the first Weingarten equation (10), we have

8 V’BS%’ = — 843 VP (Z Z s 35 T 2Fm% + an%%) — hij. (74)
B#n é#n

We estimate the right-hand side from above. By our choice of » and Remark

1.8, there is for any €1(n) > 0 a constant d;(n) > 0 such that

’gaﬂ(:&) — 55‘ <e(n) forall x € Bs(n)r((0,s)) and 1 < a, B < n.

Moreover, by (70) the Christoffel symbols satisfy |f“" | < e1(n)r~t. Hence, for
any e9(n) > 0, we may choose £1(n) > 0 small enough to estimate the terms
involving the Christoffel symbols F ., by

>SS — 2000 — Lo s < ea(n)r™! (1 + |Dgp|2) ,
B#n d#n

To estimate the components of the normal vector, we note that by the second
Weingarten equation (10)

v Fa 8F5V +h JlLOF<

Bzt B i ij9" Bl

< C(n)r~ (14 [Del) (1+ |v]).

Therefore, Gronwall’s lemma implies that, for some d9(n) > 0, in a ball of
radius ry := da(n)r~' (1 + |Dy|), the components of the normal vector v
satisfy

V| <eg(n)forl<i<n—1, and [v"—1| <ean). (75)

Thus, taking the square of both sides of Equality (74) and summing over
1<1,7 <n—1implies

[D%p| < Cnyr~t (14 [Dgl*).
For a ﬁxed € B.(0) we set f(r) := |Dp(rz)|. Then, since f'(r) =
|Do| ™ D%p(7Z)(Z, Dyp), we have

() < Oy 2],
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By definition, we have f(0) = 0. Thus, integrating both sides from 0 to 7
yields, for |7Z| < (C(n)r~1) " tan~'(ey(n)), the estimation

f(r) < tan (C(n)r'7 |z]) < ea(n).

Using this estimate on the gradient of ¢ and the Weingarten equations (10), one
can show that there exists a constant C'(n) depending only on the dimension
n such that

‘Ditp <C)yr ™ =234 (76)

Approximation of uq(y,t).

We now estimate u(y, t). Since by assumption v/t < e(n)r, choosing k = 1 in
Theorem 2.7 yields the estimation

et = [ atanteto

561.112 —n/2 52
<Cn)4 (/Sm " ()" e w(z) + | (471?) / e_4t>

—nfy @)’ -z st
<O 32 / Art)”"? Az + Q| (4702 w ), (77
M55 | fyg oy 47D e (@) 4 [0 (4%) e (77)

where ¢1(z,y,t) is the approximate heat kernel from Definition 2.10 and
C(n) < oo only depends on n. Taking the sum of the local expansion formulae

(70), we have

|2

01(z,y, t)\/det g — (4mt)"* e~ ((1 + %tﬁ) — lgRang‘xﬁ)‘
<COn)r? ( z|* +t |x|> .

Thus, by substituting z := z/+/t we conclude
_l=?

it _/ eI (14 4R) — LRy2%%) d
‘/QQ(:E y wla) expy (N Bar (y)) (470" <( 6 ) 12 et ac) o

< C(n)%[e o (14 12) a2 (78)

™ Jexpy L@NB, ()i (47

for some C(n) < oo. Since for [r,r]™ C Ba,(y)

exp;1 Q)N r|" ={(z,z,) € [r,r]" 1 2, < () — daw) }
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the second integral on the left-hand side of (78) can be expressed as

/ /LP(CL‘)S o l=* \
[—rr]n—1

((1+4R) -

m Raﬁ.’ﬂaxﬁ) d.fnda_f
P L 1R 1,5 a8 -
= o /r/\/z TRE ((1 + gtR) — 15tRapz%2 )dzndz,
where we substituted (z, z,) := (Z,,)/t7?. In order to apply the lemmata
from Section 2.2, we note
C(VET)—3/\/T _|z\2 _
/[ o / P ke (14 3R) — LRapz2") dz,dz
e(ViR)=s/vi _ |z \2 _
-[. ] e ((1+ R) = BiRas222) dzydz
Rn—
—r/Vi ,\z|2 _
—/ M / (471_)71/2 ((1 + tR) tRagzo‘zB) dz,dz

gp(\/{.’z)—s/\f
+ / =TT t /
( n 1/\/)

—T/\/f
Using Estimate (76),

sup ( ’Dzap

we can apply Lemma 2.23. For t <

| D?

T
+em

&
| N

< C(n)r 37 (1 + %) v/t
By Lemma 2.24, we have

P (Viz)— é/\f
Lol &

1z I
™

\\2

TL/2 (

—t (=0 () e () -

< C(n)r’:”tg/2 (1 + %)

»

s

e 4

|

A

((1+4R) -

ke —dz,dz —

! tf{agzo‘zﬁ) dz,dz. (79)

el, ( ’D?’@D%) < Clnyr,

(4C(n))~"!

P(VEE) VT \2
2

r, we have

( (1+4R) @ (-=)

t(Aso<0)+s(§ D0+ (0) >>>|

(80)
%tf_{algzaz'g ) dz,dz
— 32
1 s e 4t
sRnn 7 \ﬁ> ’

(81)
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Since tr (Ra5> = R, taking the sum of (80) and (81) yields

o (—2) + é Vit
< (800) + 5 (<R 020) + £ (2 D% + (2000 ))
=: U, (y, ).

Finally, since by (73) the derivatives of ¢ can be expressed in curvature terms,
the function

va(y,t) == @ (—%)

# Ve (<45 (5 (2 (Ron + 14F) + 1))

satisfies ,
t

(0,65, 1) — valy, )] < Cln)r*Vis*e L. (82)

It remains to estimate the summed error terms.

Estimating the error terms.

In the final step of the proof, we show that the sum of the error terms in the
inequalities (77)-(82) may be estimated from above by

32
Cn)ey (1+ 8 4 2)ek (83)

4’

where C'(n) is a constant only dependent on n. We will not be interested in
the exact value of C'(n). Furthermore, it will be increased appropriately to
fulfill our estimates. The error terms in (80), (81) and (82) are clearly bounded
by (83). Note that Lemma 2.20 and Lemma 2.21 imply for k£ < 3

/ " ahe e < Ok (14 oY) e 2 <. (84)

—00

Hence, we may estimate the first integral in (79) by

/i 212 - )

Lo [ i (o RIS + 5 [R] 12F)
—T/VE ,\z4|2 L ) )
S /R,H /_OO W (2+ H —i—zn) dz,dz

e (1+2) e
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Since, by definition, the distance of y to the boundary is strictly smaller than
r, we may choose C' appropriately such that

, 2 < O3 _s?
—_ 4t 4t
e < rCe 4,

In particular, the first integral in (79) is dominated by the error term (83).
The second integral in (79) is estimated similarly. Just note that

A19<\/255)7s/\/{ e_|z4‘2 ) )
A[TT "_1/\[)6 /r/\[ (471')n/2 (2 + |Z| ) danZ
12|

77/\/ _ B
<o [t (0 )z

[t remains to estimate the error terms (77) and (78). Since y/det g < 2 by our
choice of r, their sum is bounded by

3/2 PR =e/vi Lz 3
C(n)%/wfl/m e (14 121) e (85)

The first integrand can be estimated by (83) using Lemma 2.23. To estimate
the term integrand involving the factor |z|° we observe

3 = ’ = 3
< (3 1) <03l
a=1 a=1

Integrands involving |za|3 may again be estimated in a similar way as in
Lemma 2.23. Furthermore, by (84)

e(VIE)=s/\ T _|znl?
e 4 3d
(am) 72 “nGen

—00

After integrating the right-hand side we see that (85) is also dominated by
the error term (83). 0O
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3 Short-time asymptotics for the heat content

In this chapter we find, up to an error that decays like O(#?), the asymptotic
expansion of the heat content outside of a compact set Q2 C M", i.e. of the
quantity

HCo(t) i= [ ua(y,ho(y). (HC)

Here, like in the previous chapters, ug : M"™ x (0, 00) — (0, 00) is the solution
of the heat equation

u(z,0) = xa(x) x e M.
To this end, we use the pointwise asymptotic expansion of ug derived in
Theorem 2.5 and the co-area formula to integrate over the level-sets of the

distance function. Similar arguments are then used in Theorem 3.6 in order to
approximate the Boltzmann entropy Entq(t) of 2 that is defined by

Enta(t) = | wa(y.1)1og (un(y, ) w(y) (Ent)

Since the expansion formula from Theorem 3.2 differs from a similar result in
the publication [vdBG15, Theorem 1.6, Corollary 1.7], we begin this chapter
with an example. The computations can be carried out by using, for example,
Mathematica [Wol].

Example 3.1 (Heat contents of balls in Euclidean space) We consider
the case, where (M", g) = (R", ¢;;) is the Euclidean space of dimension n = 3,5
and the sets Q" := BJ(0) C R™ are unit balls. The radial symmetry of the
solutions upn(o)(y,t) of the heat equation (HE) can be used to compute the
explicit formulae of the heat contents. In fact, in terms of the error function,

Erf(z) = 2% / ¢ dr = 1 (®(22) — 1),
0

the solutions ugn : R™ x (0,00) — R of (HE) are explicitly given by

1 —|I*y\2/4t
/Bf(o) /Bif(o) (amt)?72 ¢ dz dy
= {7 — VIV SV + O(), (36)
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respectively for n = 5 by

z—y|? +
/5(0)/5()) e dedy

— 867?71'/

(VE—5et vt + 267 4 10077 + 12672 — 12787 + et /7 Faf ()
(87)

S S fy g 150000 | O (),

It is natural to assume that for short times ¢ the above asymptotic expansions
should reflect the geometry of the unit balls B}*(0). In view of the left-hand
side’s scaling, the obvious candidates for an expansion in v/t are

efli—y\2/4tdx dy

/ / ;
{7, (0) n (47rt)"/2
CQt / HB"(O

= ¢ |BP(0)| + ¢Vt area (9BI(0

+t72 | ¢ / H2, ndu+c / Apnioy| dp | + O(t?
(3’1 oppo) DHOTHT 2 8B?<o>‘ prof du) +0()

For n = 3,5 the mean curvature, the total curvature, the volume and the

surface area of unit balls in Euclidean space are given by

HaB{‘(O) =n—1= |A| )
|B}(0)| = 4/3m,8/157% and |0B}(0)| = 4r,8/3m

Assuming the constants ¢; ; are universal, Equation (86) and Equation (87)
= —1/y7 and ¢ = 0.

imply that the first two coefficients are given by ¢y = 1, ¢y
Moreover, they yield the following linear equation system for c3; and c39;

- g\/ﬁ

2 __ 16 _3/2
—37'(' .

1671'63 1+ 871'(3372
12 2
Brlegy + 337 C3,2

3

The unique solution of this system is given by c¢3; = Y/12y7 and ¢z = Yeoyx
Hence, we get, for this special case of Theorem 3.2, the following asymptotic

expansion;

/ / 1 (ant)"/?e
1(0) /BT (0)

= [B}(0)] — % area (9B(0))

|2

N dx dy

3
+17? (12f o870
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We now return to the general case and derive the following theorem.

Theorem 3.2 (Asymptotics of the heat content) For any n € N there
are constants 0 < g(n),C(n) < oo such that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C® and Q C M™ a set
such the embedding F : 00 — M™ is of class C*. Further suppose, that the
radius

ri= min ri8(5,x) > 0

defined in Section 1.3, that depends on the first siz derivatives of the curva-
ture tensor of the ambient space M™, the first two derivatives of the second
fundamental form of OS2 and the injectivity radius of M"™ and €2, is positive.

We define the function
Zo(t) = ifr area (02) +

’
(o, O+ 1)) )

Then the heat content HCq(t) defined in (HC) satisfies for allt € (0,&(n)r?)
the uniform estimate

HCq(t) = Zo(t)] < C(m)#* (5 (1+ &) area (00) + M"[ %) . (88)

T

Remark 3.3 (i) We note that Formula (88) coincides with the computations
in Example 3.1.

(27) There is a discrepancy between the Expansion formula (88) and [vdBG15,
Corollary 1.7] in regard to the term involving the squared mean curvature;

_ﬁ ( o0 sz”) 7 _ﬁ < o0 H2d,u) '

The following integral formulae involving the Gaussian error function will be
used in the computations of the heat content. They are derived by partial
integration and the table bases in [GRO7, Section 6.28].

Lemma 3.4 The Gaussian error function ® : R — (0, 1) satisfies the following
integral equalities. We have

1 L
lﬁ fori =0,
o 3 fori=1,
/ s'P(—s)ds = # fori =2,
0
3 F_
5 fori1 =3,
% fori=4.
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Moreover, we have

% fori=0,
/oosie_%dsz ﬁ fOTizl,
0o Vam 1 fori=2,
% fori=3.

We are now ready to determine the short-time asymptotics of the heat content

(HC).

PROOF OF THEOREM 3.2. Since the solution of the heat equation (HE) is
given by uqg(y,t) = [, o(z,y,t)w(x), the heat content can be written as

B / /Q o(z, y, hw(@)w(y).

We start by separating the integral into the heat content near the boundary
and the heat content away from the boundary, i.e.

/C/QQ(x,y,t)w(I)w(y) = /T(amﬁ/Qg(x,y,t)w(x)w(y)

" '/Mn\T(aﬂ,rﬁ' /Q Q(JZ, Y t)w(m)w(y)7 (89)

where T'(0€2,7)" is a tube of radius r intersected with the complement of .
Then the distance of the integral domains in the second term is given by 7.
Hence, by the Davies inequality (see e.g. e.g. [Gri99, Theorem 3.2]),

[ [ oty Det@iot) < /14T [Ble 5"

the second integral can be estimated from above by

/M"\QT+ /Q oz, y, w(w)w(y)

" d(MmQ_y 0)° "
<M |exp(—< % >)<fg; UES

at
By our choice of r the hypersurfaces 92, are C* and the gradient of the

distance function is equal to one for |s| < r. Therefore, the co-area formula
then implies

[, Letwvoewew = [ o |/ oo D) () 0
—//m/ o(z,y, t)w(z)dpu,(y) ds.
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by the asymptotic expansion of [, o(z,y,t)w(x) for do(y) = s, Corollary 2.6,
we have

‘AM%MQM®—<®G

Here, dpu, is the induced volume form on the hypersurfaces 9€)s. Recall that

)+

_s2
e 4t
vam

Sl

< — VtHaq, (y)

B

e~

-w%ﬁkﬁmmm@mmw+Mﬂwﬁ+%wwwn‘

<O (1+ 19+ <)

rn

3

Hence, the first integral in (89) can be approximated by

L[ | e ne@anmds - [ (cb (=) area (50,)

fe i (/ _Hd )
+\fm o, m

([, (i )+ ) o
< C(n)% area (aQ) (1 + %> Ar (1 N §> -

2
t
Nz ds.
Since the one-parameter family 02, satisfies the initial value problem

Br(a,t) = v(z), ©e€0Q telor],
F(z,0) = Fy r € 09,

(90)

where v(x,t) is the outer normal of the hypersurfaces 0925 and Fy : 0 —
(M™, g) is the inclusion mapping, the evolution equations of the geometric quan-

tities, Theorem 1.9, and a Gronwall-type estimation then yield the following



expansion formulae for the integrals in (90). It holds

(02s)
(area (082) +S/ Hdp + %5 / Rlc (v,v) + ]A|2) +H2) d,u’

/OS #% (/89 ((Ric (vr,vr) + AL ) + HTQ) d/””f‘) dr
< C(n ) 5 area (092) ,

/695 _Hdu, — (/ _Hdu+ 5/ —H? + (| + Ric(v, y))> du'7

/s—T ( HQdMT)dT

<C(n)? s> arca (992) ,

area

/ Rlc (vs, vs) + |AS|2) + %Hz) dpes

N[ =

/ Rlc (v,v) + |A] ) 1H2) dp

N[

8@ ( (Ric (v;, 17) + |A,?) + H2) du7> dr
C’(n)i3 area (5)9) .

Substituting the above expansions into (90), we have, after a change of
variables,

o(z,y, t)w(z)dus(y)ds — (\/Earea (69)/\/z ® (—s)ds

Qs

+t(/{deu) (/{)”( er‘* b s (— ))ds)

+ 1372 (/{m (I{ic(y, v) + |A|2> dp) <§/0‘/IE (—s2<1> (—s) +se\;§> ds)

+ ¢3/2 (/BQH2d,u> (; /O&Z (52<I>(—5) — gse\/§>
+

< C( )t?’/2 (1 + \Q|) area (GQ) /0’" ((1 + %) e\/;é

|
<

)) ds. (91)

Performing another change of variables s := s/t"?, we see that the error term
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on the right-hand side can be bounded by
43/2 1 r 2\ o3
C(n)= (1 + Tn) area (89)/0 <(1 + 7) N

< C’(n)% (1 + L%‘) area (0€2) /OOO ((1 + 52> e\;:zﬂ + 3P (—s)> ds

< 100(71)% (1 + L%') area (012) .

i
+
“&‘cn
) w
K
|
=
N—
~
(ol
»

Furthermore, we have by Lemma 2.20, for £ > 0 and some C' < oo

2

oo s 32 oo 32
/T (32 +s+ 1) (e_4 + CI)(—S)) ds < (mgx (52 + s+ 1) e_8> /T e” s
W 520 W
=CV4ard (_2%/2) ds
< CVre & < Cy/m2te s kb 22

Thus, we may integrate over all positive numbers in the (91) at the price of
an error-term bounded by

C(n) (1 + L%l) t2r 3 area (0€2) .

We complete the proof by using the integral formulae in Lemma 3.4. We have
for some constant C'(n) only depending on n

/c /Q o(z,y, Hw(r)w(y) — (\/%area\}; +1 </as2 Hdu) 0

3/2 -l 2 3/2
_ éﬁ (/m (RlC(l/, v) + |A] )dﬂ> — 1t2\/E ( " H2d,u> ‘

<O (& (1+ &) area (00) + [M"| &) . -

Remark 3.5 Similarly, it is possible to compute the entropy of sets, i.e. the
quantity

Entg(t) := /Mn uq(y,t) logug(y, t)w(y). (Ent)

It turns out that, like in the pointwise asymptotic expansion of ug and the
approximation formula of the heat content (HC), the lowest order term in the
expansion can be written in terms of the one-dimensional problem, Example
2.4. Here, the entropy is explicitly given by

Ent(O,oo) (t) = —\/g Entl,

where the constant Ent; is the entropy of the Gaussian error function,
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Ent, := /Oo B(s) log ®(s)ds ~ 1.27731.

Theorem 3.6 (Entropy of sets) For any n € N there are constants 0 <
e(n),C(n) < oo such that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C® and Q C M"™ a set
such the embedding F : 00 — M™ is of class C*. Further suppose, that the
radius

ri= min rg(5,z) > 0

defined in Section 1.3, that depends on the first siz derivatives of the curva-
ture tensor of the ambient space M™, the first two derivatives of the second
fundamental form of OS2 and the injectivity radius of M™ and €2, is positive.

Then the entropy (Ent) of Q satisfies for all t € (0,&(n)r?) the uniform estimate
‘Entg(t) + V/tarea (0Q) Ent1’ < C(n)# area (0N2) (1 + @—nn') :
Here, Enty is the entropy of the Gaussian error function.

PRrROOF. The contribution of entropy away from the boundary is exponentially
small and may be estimated using the lower and upper bound on the heat
kernel. Now fix a point y € M" in a yet to be defined tubular neighbourhood
of the boundary of . Define s by y = exp, sv, where 2y € €2 is its unique
base point. Using the pointwise approximation of ug from Theorem 2.5, we
note

(ualog uq) g, — @ (~7) g @ (~7)]

< C(n t/Q ( + \QI> e ( sup (1+ log(T))> )
T€[uq (y,t),2(—5/v#)]

We must show that the term on the right-hand side is integrable on R, i.e.

o 32
At
e sup (14 log(T))> ds (92)
‘/_OO Vi <T€[Usz(y,t)7‘1>(—5/ﬁ)]

exists. The term in the bracket of Inequality (92) attains its maximimum in
the minimum of the functions ® (—$/vz) and ug(y,t). Since the maximum of
two measureable functions is measurable it remains to show that the functions

F(5) = S22 (1 + log(® (—5/vA))),

g(s) :== e\/g ((1 + log(uq(exp,, sv, t))))
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are integrable. The integrability of f follows from the lower bound of the
Gaussian error function, Lemma 2.20. As for the integrability of g, we may
assume without loss of generality that s > 0. By our choice of r, a ball B of
radius %/2 about the point exp, (—sv) is then contained in the set €. Its volume
may be estimated from below in terms of the volume w,, of Euclidean balls.
Therefore, the Gaussian lower Gaussian bound of the heat kernel, Theorem
1.4, implies

d(z,y)?

uo(y, t) = 271 (4rt) ™" / o it w(z)
B

2

2 (2—2n+27r—n/2wn> ti%e_ﬂ-

Thus, after a change of coordinates s — 7/¢*/2, we note that (92) is bounded
from above by

\/%/_OO eﬁ (log (2_2"+27r_"/2wn> +nlog (1) — %42) dr. (93)

Since the above integrand tends only logarithmically to oo as 7 — 0 , we
conclude that (92) is integrable. Analogously to the proof of Theorem 3.2,
introducing tubular and a change of variables s — 7/¢:%2 now imply

e}

’/Mn ug(y, t) log ug(y, )w(y) + V't area (89)/ O (s) log P(s)ds.

—00

< C(n)% area (0€2) (1 + %) . 0O
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4 Evolution of level sets of solutions of the heat
equation

In this chapter we always assume (M", g) to be a closed Riemannian manifold.
For a set 2 ¢ M"™ with smooth boundary we define ug : M" x (0,00) — R as
the solution of the heat equation

(HE)

Agu(z,t) = Su(z,t) (z,t) € M" x (0,00),
u(z,0) = xa(x) x € M.

We study the evolution of the level sets of uq that are denoted by
() = {ua(y,t) = A}, A€ (0,1),¢>0.

The resulting short-time expansion of the level sets, Theorem 4.3, is to be
understood in terms of the normal distance function, see Definition 4.1. Note
that we cannot infer regularity of the sets X,(¢). In fact, for any fixed time ¢,
for A\ very close to 0 and 1 the level sets are empty. For this reason, we will
first make sure in Section 4.1, Lemma 4.5 that a constant C'(n) < oo exists,
such that for A € (0, 1) fixed, the normal distance function is well-defined on
the time interval (0, t94())), where

t94()\) =

T2
16 (max (_ log \— log 1—A,— log (C(n)*l ﬁ) )) ’

Theorem 4.3 will then be proved in Section 4.2 by applying the pointwise
estimates on uq from Chapter 2. The error terms appearing in the proof will
involve quantities of the normal distance function itself, namely its exponential.
Therefore, we first need to bound it from above and below in Section 4.1 (see
Lemma 4.6, respectively Lemma 4.7).

(94)

We begin this chapter by stating the necessary definitions to formulate its main
result.

Definition 4.1 (Normal distance function) Let (M",g) be a closed Rie-
mannian manifold of class C% and Q0 C M” a set such the embedding F' : Q) —
M" is of class C*. Further suppose, that the radius

r:=minryg (08, 5)

that depends on the first six derivatives of the curvature tensor and the
injectivity radius of M"™ and () as defined in Section 1.3, is positive. Fix
A € (0,1) let tog(A) > 0 be defined as above. Then, the mapping

Fyio:25\(t) = 0Q x (=r,7), 1y (x0,s) such that exp, sv(xg) = y.
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is well-defined. The normal distance function is then defined by

dri(y) == (m2 0 Fyra) (y), (95)
where 7y is the projection onto the second component.

Remark 4.2 (The one-dimensional case) First, we consider the Euclidean
space. By Example 2.4 the solution of the heat equation (HE) with initial data
being the characteristic function of the half-space {2 := (—o0,0) is given by

up(y,t) =@ (—%),

where @ is the Gaussian error function (compare Example 2.4). Solving for
A = uq(y,t) we therefore have

dri(y) = =@ (AWVE =: eyt

In particular, the normal distance function is explicitly given in terms of the
inverse of the Gaussian error function which we will denote by ¢, : (0,1) — R.
The following theorem will show that, regardless of the geometry of the ambient
space M™ and the set €2, the leading term in the expansion of the normal
distance function is the same as in the one-dimensional case.

The following theorem is to be understood in the sense that it is possible to
»squeeze“ the level-sets 3, (t) between two sufficiently regular hypersurfaces
YaA(t)T and X, (t) satisfying

d (A1), 5a(6)7) = O(F*)
with a > 0 arbitrarily small.

Theorem 4.3 (Distance to the level-sets) For anyn € N and a > 0 there
are constants 0 < e(n), C(n,a) < oo such that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C® and Q C M"™ a set
such the embedding F : 90 — M" is of class C*. Further suppose, that the
radius

ri= min r1s(5,2) > 0

defined in Section 1.3, that depends on the first siz derivatives of the curva-
ture tensor of the ambient space M™, the first two derivatives of the second
fundamental form of 02 and the injectivity radius of M™ and €, is positive.
Furthermore, let 0 < toy(\) be defines as in 4.1;

r2

tos(A) := 16(max<— log A\, —log 1-A,— log (5(”)%))) |
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Then, fory € Lx(t) with y = exp,, d¢(y)v(zo) we set
drily) == —exVt = tH (z0) — 2% ((Ric(zo) (v(wo), v(0)) + 4] (x0)°) )

where the curvature terms are evaluated with respect to the boundary 9) and
¢y 1s the inverse Gaussian error function. Then we have the uniform estimate

dye(y) = das(w)]

< Ol (1+18 4 B1)" s cxp (Clm) (14 25)

= Cos (M", ) % (96)
for allt € (0,t94(N)).

Remark 4.4 (i) The proof of this theorem is a modification of the proof of
Theorem 19 in [Pre06]. A preliminary result of Estimate (96) was proved
in [Bar19, Theorem 2.1.6]. However, these results do not consider the
A-dependence of the error term. It is important to note that the exponent
a > 0 in Estimate (96) is arbitrary. In particular, for any power k € N of
the error term, a sufficiently small a(k) > 0 can be chosen such that it is
integrable on the interval (0, 1).

(43) In the special case of (M",g) = (R, d;;), the coefficient of order O(t3/2)
in Estimate (96) differs from the corresponding coefficient in [Pre06],

QAP #0  for A # 1.

However, in Example 5.3 we prove that the Formula (96) is consistent
with Example 3.1 and Theorem 3.2.

(#4i) One interpretation of the above theorem is that the superlevel sets €, (t)
of ug(y,t) can be approximated by certain barrier sets,

Qx(t)” C (1) = {ualy,t) = A} C ()7,

where Q,(¢)* := F}, () and the Fy, : M" — M" are families of diffeo-
morphisms that are defined on the boundary of €2 by

F55 (Q) 9 (w0) 1= exp,, (( — eVt —tH — #*2% ((Ric(v,v) + |A]%))

+ 096 (Mn, )\) :ﬁ,)l/) .

In Chapter 5, this will be applied to derive the asymptotics of the mean-
heat content,;

MHCt::/ uo(y, t)w(z).
at)y=[ el t)e()
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4.1 Bounds on the distance to level sets

In this section, we derive upper and lower bound of the distance between the
level-sets ¥, (t) and the boundary of Q2. We set

dy(t) = SUPyes, (1) infyeod(x,y) if y € Q°,
— SUDyeyx, (1) Ifrcon d(z,y) ify €,

The estimates will be in terms of A € (0,1) and ¢ > 0. They will be used in the
subsequent section to derive a pointwise asymptotic expansion of the distance

dq(y) for any y € 3,(1).

First, we note that for points not contained in a tube of radius inj,, around
the boundary of €2 it is not necessarily possible to find a unique point xy € 92
such that y = exp,, do(y)v(xo). For this reason, we apply the Gaussian upper
bound of heat kernels to estimate the value of solutions of (HE) away from the
boundary.

Lemma 4.5 For any n € N there is a constant 0 < C(n) < oo such that the
following is true.

Let (M",g) be a compact Riemannian manifold with Ric > —K and ugq :
M™ x (0,00) — R the solution of the heat equation (HE). Then we have

2
QC\T(aQ,T) - {UQ(7t) <C (n> ‘Mn‘ T—”e_g}
O\T(09Q,7) C {ug(-,t) >1—C (n) IM"|r e 5 }.
Furthermore, the level sets ¥5(t) are contained in a tube of radius r around OS2
for all times
2

V<ts t97<)\) = 16<max(— log)\,—log(;—)\),log(c’(n)U:fs'))) ‘ <97)

PRroOOF. For y € Q°N X, (t) with r > do(y) the Gaussian upper bound of the
heat kernel (14) implies for n = /2

_d(\wf,y)2 A7 5
. e 24t i -
A= [ oy @) <C) [ oy i < O e

For the second part, suppose there is some y € ¥,(t) with do(y) > r. Then
applying the logarithm to the above inequality yields
2

t= 8<_ log A—logEC(")l |1(4:| >> | D
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We now bound d,(t) from above for points close to the boundary.

Lemma 4.6 For any n € N there is a constant C(n) < oo such that the
following is true.

Let (M", g) be a closed Riemannian manifold such that

roi= xne%l r17(5,2) > 0.

Fiz X € (0,1/2), set

trl3) = \ =)

16 (max (— log \,— log(1—)),— log (C(n)*l |1\7;[7n|

and define

FN) 1=/~ log (1) + log ((— log (1)"/**2).

d(t) < 2Vt max (f()\), CWW)

for allt € (0,t97(N)). Similarly, we have for A € (1/2,1)

Then we have

|da(#)] < 2/ max (f<1 _ ). C1 4 m)

PRrROOF. We first consider the Euclidean case (R",d,3). Suppose for some
y € () N Q° there is some (yet to be defined) function

f:(0,1) > R,, with f>2 and dg(y) > 2vt\/f(

In particular, the ball B, sy (y) is contained in the complement of €. There-
fore, we may estimate

/ _lz= y\ |z\2
_ e d
n/2 / n/z z
4 t Rn \BZ\/fO\ ( ) (47rt)

<y |8 0) S

S 2 [Banyison O] Gy

< wfF )21/2 > (k+1)"e I (98)
k=1

where w,, is the volume of the n-dimensional unit ball. Since by assumption
f(A) = 2, we have

(k+1)" ™ < e sup (72 (k +1)") = ()" 72 o7/

x>0
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for all £ > 2. Thus, the sum on the right-hand side of (98) is dominated by
the geometric series. We conclude, for some Cgg(n) < oo,

A< Cog(n) F(A) e (99)
We define f by
f(A) :=—log A+ log ((— log )\)"/4+2> .
Then Inequality (99) becomes

— log Alog((— log 3)"/412))"/?
A< (ng(n)( (l(og/\)”/4+1 ) —12\g)\'

The bracket on the right-hand side is uniformly bounded by some constant
Choo(n) < oo for X € (0,1). Therefore,

A < exp(—2C1g0(n)) (100)
implies the contradiction A < A/2. Hence,
do(y) <2Vt (— log A + log ((— log )\)"/4“)) for A < exp(—2C1g0(n)).
On the other hand, if we define f by

FON) == V/2C100(n) + log (4C100(n))"* := Cio1 (n) (101)
Inequality (99) also implies
A < exp(—2Cg0(n)).

Thus, we may estimate the distance of the point y to the boundary by the
maximum of the functions f in (17) and (101), i.e.

do(y) < 2Vt max ((— log A + log ((— log /\)n/4+2)) , Clo1 (n)) : (102)

Due to the stochastic completeness of (R, d;;) similar arguments do also imply
da(y)] < 2vEmax (((—log (1 = A) +log ((—log (1 = X))**?))) , Cinr(n))

for y € Q.
We now consider the case of (M", g) being a compact Riemannian manifold.
For y € M"™ with uq(y,t) = A we have

A= [ oy te@ < [ ey @) [ ooy (). (109

B, (y)NQ M™\ By (y)

74



We estimate the second integral using the upper Gaussian bound of the heat
kernel (14);

_dy(»?
4t

o(z,y, thw(z) < C(n) MY

rn

/Mn\Br@)m

Since t < tg7(A) by assumption, Lemma 4.5 implies y € T'(9€2, r). Hence, we
can apply Theorem 2.7 with k& = 0 to estimate the first integral in (103). We
have

d(z,y)?

n : ®?
/ Q(xv Y, t) < C(”) (/ (47Tt> /2 e 4t CU(ZE) -+ %e_ d/\4tt ) .
Br(y)n& Br(y)n&

By our choice of r, we have y/det g < 2, so that, in a normal coordinate system
in y, the integral on the right-hand side is bounded by

_n/g _d(:v,y)2 o e_%
(4mt) " "ea T w(x) = £y /det g(x)dx
B,.(y)ﬂQ e

xpy (B (y)ne) (4"

ET
<2 / £ _sda.
exp, }(Br(y)n) (471
Like in the Euclidean case (98) assuming
dx(t) = —log X + log ((—log A)"/**?)

yields the estimation

z|2

2 67745(133
expgl(Br(y)ﬂQ) (47t) /2

(—log )\)"/4+1 —log\*

<<X@mﬂl%Mm«bmW“mm> )

Hence, for some C(n) < oo depending only on n,

Mn
A< 25Cm)V1+ B,

which is a contradiction for
A < exp (—C’(n) (1 + Df—:')) = e104(n, M", 7). (104)

To estimate d)(t) for A > 194(n, M") observe, that a constant C'(n) may be
chosen such that
() = Cugs(n) (1+ 251 (105)

rn
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yields a contradiction for A > e104(n, M"). We conclude,

d)\(t) < Qﬁmax (0105(n) (1 + Il\f:') ,f()\)) .

Due to the stochastic completeness of M", we have a similar bound for y € €2;

()] < 2vEmax (Cos(n) (14 B51), F(1-N)). -

We also need the following lower bound of d,(t).

Lemma 4.7 For any n € N there are constants 0 < £(n),C(n) < oo such that
the following is true.

Let (M™,g), and r > 0 be as in the Lemma 4.6. We define functions f, g in the
level \ by

f(A):=—logA and g(X):=/(log(—log])).
Fiz A € (0,e(n)) and set

2

0<t<tor(A):= 16(max(_1og>\,—log1—r>\,—log(0(”)lllzq/lz))) |

Then the distance of the level-set 35(t) to the boundary of Q0 can be bounded
from below by

d(t) = \J4tf(N) = 2vtg ().
Similarly we have for X € (1 —e(n),1)

(1) < —2VE (=N +g(1-N).

PrOOF. We first consider the Euclidean case (R™,d,3). We set y = x¢ +
do(y)v € QN X5\(t). Suppose that it holds

do(y) < \J4tf (A) — 2V/tg (N).

In particular,

_lz= y\ ,lngﬁ
— eid
D ™ xZ.
/ (4rt) /2 (4rt)"/?

QNB ETOY (v)

By definition of f(\), any x € B\/m(y) satisfies

| —y]|?

em a2l =)\
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On the other hand, since r is smaller than the injectivity radius of the boundary
of Q, a ball of radius v/tg(A) about the point z := exp,, —2¢ (A) v is contained
in €. In particular, for w, being the volume of a unit ball, it holds

Q0 By )] = |20 By (2)] = wat”* (g(0)"

By definition of g we then have

) _lz—yl? |ONB @] n/a
A > 02U > X (log (— log A =
vt R Ve (log (—log A)) ™" 75

The above inequality is a contradiction for

A < exp (— exp <(w:)’§/n>) = e106(n). (106)

Due to the stochastic completeness of the Euclidean space, similarly one

concludes
do(y) = 2V f(1 = X) = 2Vig(N),

for A\ € (1 — 8106(71), 1)

In the case where (M", g) is a closed Riemannian manifold, we recall that the
Gaussian upper bound of the heat kernel, Theorem 13, implies

d(z,y)?

Lo te@ >3 [ ) e S w@).or)

By our choice of » we may assume that in a normal coordinates system in v,
det g(x) > 1/2 uniformly in B,(y). Then, as in the Euclidean case,

da(y) < 2v1y/(=log A) — 2ty flog (—log A) := 2V /(f (A) — g ()

implies
,n/z _M 1 B n/z o
A2 /mB%(y) (4mt) " em T w(z) = A (log (—1logA)) Tt
This, on the other hand, is a contradiction for
A < exp <— exp (W)) = 5108(n>- (108>
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4.2 Proof of Theorem 4.3

Before we prove Theorem 4.3, we need the following lemma regarding the
growth of the inverse of the Gaussian error function. It can be understood as
a special case of the lower and upper bounds of the normal distance function
from the previous section.

Lemma 4.8 Let ® : R — (0,1) be the Gaussian error function and cy :
(0,1) — R its inverse. Then cy can be bounded from above and below in terms
of the logarithm. There is some some Cy < oo such that for X € (0,1/2)

— 4log ) — 4log (\/10g A) — 0y <3 < —4log A (109)

PrROOF. By Lemma 2.20

o}
INSIY

A= (I)(C)\) < e

Applying the logarithm to both sides and multiplying by —4 gives the upper
bound. For the lower bound, applying the logarithm to (68) yields

log A > —%— (log ('?%—\/2%—?})) —log /7.

On the other hand, since the term in the logarithm is strictly bigger than 2,
the log sum inequality and the upper bound on ¢, imply that the lower bound
on ¢y holds for C := 24 1log V2 + 41og \/T;

<10g (';' + m» <log (|ea| + v2)

leal V2
< |C/\H>:\/§ log2 |ey| + ‘CA|+\/§log\/§2

< logy/—log A + 6log V2. 0O

We are now ready to prove Theorem 4.3. For this purpose, we will

e use the estimates from the Srevious section to determine the expansion

of dy.(y) up to order O (\/1_5 ,

e recursively compute the coefficients of order O (¢) and so forth.

78



ProOOF OF THEOREM 4.3. Expansion formula of order O (\/1_5)
As in Theorem 2.5 we set

dxt
va(y,1) == & (242

d/\ t(y)z

e ( VEH +Vidyu(y) (3 (2 (Ric(,v) + |AF) + 1))

where the curvature terms are evaluated in zq € 09 defined by exp,, dy(y)v =
y. By assumption, Theorem 2.5 implies that vg(y,t) satisfies

_dg(w)?

5/ d e I
lua(y,t) — va(y,t)] < C(n)Ls (1+|m+ M(>> o

In particular, since y € X, (t)

e R

Ay )
<O (14 8 4 2y et (110)

On the other hand, by definition of the Gaussian error function

A= / e /4 C)\)

Inequality (110) now implies that lim, o | — dx¢(y) — v'tca| = 0. To get a more
useful estimate, we first observe that (110) yields the estimation

»

s

min e\/z ‘—d,\,t(y) — \/EC)\‘

47
EIS |:C/\7 d%(y)]

d/\ t(y)

<O(n)t (1+ 8 4 Duly e

In order to estimate the error term

)P
e & max e

s€ |:C>\7 d;\)ti(y):|

in the above inequality, we need to consider the following four cases.

&%

(111)

Case 1 : signcy, =1 = sign (dy(y)),
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Case 2 : signcy, = 1 and sign (—dy.(y)) = 1,
Case 3 : signcy, = —1 and sign (—d).(y)) = —1,
Case 4 : signcy, = 1 and sign (—d).(y)) = 1.

The cases 2 and 4 are proved analogously to the cases 1, respectively 3. Hence,
it suffices to prove case 1 and case 3.

To case 1: By definition of ¢, we have A > /2 and y € Q°. In particular,

dri(y) = 0> —2v1y/ (= log (1 — ) — log (—log (1 — \))).
Hence, Lemma 4.7 implies
A<1— Elog(n) =1—exp (— exp ((6wi7;2/n>> .

Due to the monotonicity of the inverse of the Gaussian error function on
(1/2,1), we may bound (111) uniformly by

Chi2(n) := exp (iq) (1 — exp (— exp ((wa)r?/”)))) ) (112)

To case 3: By assumption A < /2 and y € Q°. Since the exponential function
is monotone on for x < 0, (111) may be computed as

s2 dy 1 (9)? Ci dy ¢ (1)2 dy ¢ (1)2
T S T - LS - LS
max ] e | ——— =max | &, *——— e — .

Var Var®  Vir Viar

If dy:(y)? > 3, the above term is given by 1. If dy,(y)? < ¢3, we recall that
by Lemma 4.8
c; < max (—4log A\, —4log (1 — \)).

On the other hand, by Lemma 4.7
dyi(y)* > 4t (— log A — \/Tg)\log (—log )\)) for all e105(n) > .
Therefore, for any o > 0, a constant can be chosen such that
exp (i (c?\ - d,\,t(y)z)) < max C(a,n)A™“.
Hence, Inequality (4) and the upper bound on dy(y), Lemma 4.6 imply
()t (142 4 Dl yme

‘_d)\,t(y) — \/ECA‘ < C(a,n
< Cla,n)t (1418 4 B y=2e (113)

C
C
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Higher order Expansion formula of d, (y).

A Taylor expansion of the Gaussian error function ® yields

(3o -5 (-2482)

3 —2452) —s°
< (CA + L{}%y)) mz}ix ( 22 )e\/@f.
sE <C)\, A\’;I(T/y))

By (113) and the upper bound on the normal distance function dy¢(y), Lemma
4.6, the right-hand side is bounded from above by

() \3 (-2+5%) o=/
(C)\ -+ T) max Y] Vi
( d)\,t(y))
se| cx,— \/E
2 dy ()2
t3/2 1€2] IM™\3 \—5a e i S
SC(a,n)T—S(lefn—l—rn)/\ max(m, = :

Therefore, Theorem 2.5 and Inequality (4) imply

o 2502) 42 e 22

- (_ﬁmm,xy)( (2 (Ric(,v) + 14] )+H2))|

" o w3 7j dM(m d“(y)
< Cla,n)t (1—1—';'%—'71‘) A7 max v e .

Without loss of generality we may assume A < /2. If c)\ > dy(y)?, the term
in the second column may be estimated by 1. Else if ¢§ < dy4(y ) we use the

lower bound on ¢, Lemma 4.8 and the upper bound on d, ;(y), Lemma 4.6 to
estimate

2 | dxe(y)?

< 4log A+ 2log (y/—log)\) +
+ 4 max ((— log A + log ((— log )\)"/4+2)> , Cho5(n) (1 + mf:')) :
< 4max (<+ log ((— log )\)n/4+2)) , Cro5(n) (1 + %)) :
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Hence, we may choose C(«,n) < oo sufficiently large such that

C(a, )ts/Q (1 + IQI + |M \) A% exp (0105(71) (1 - @Tn‘)) .

/N

We now recursively determine the coefficients in the expansion (96). Together
with (113) and the upper bound on dy+(y), Lemma 4.6, the above inequality
implies

(on+242) — (=VEH)| < Clawm)s (1+ 5+ B Ao
x exp (Cuos(n) (1+ 251))

for some adequate C'(n) < oco. Finally, substituting the above expansion once
again in (96) we conclude

(ex + 22) — (- VEH — % ((Ric(v,v) + |A|2)>‘

d,t() c 2
%)—fﬂf —<—\/ZH

_.I_
—tex (% (2 (Ric(v,v) + |A]*) + H?)) )’

< Clonm) 2 (1 24 1Y 3T e (Gt (1 22
Multiplying both sides by v/t completes the proof. -
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5 Short-time asymptotics of the mean heat content

In this chapter, we derive a short-time expansion of the mean heat content
MHC(t) := / wa(y, ) w(y), (MHC)
{ua(-t)>1/2}

where, for a closed Riemannian manifold and subset {2 C M"™ with a sufficiently
regular boundary, ug : M™ x R — R is the solution of the heat equation

Agu(z,t) = Su(z,t) (z,t) € M" x (0,00), (HE)
u(z,0) = (x) x € M.

To this end, the asymptotic expansion of the evolution of level sets from Chapter

4 is used in Section 5.1 to approximate the volume of the superlevel sets

Oa(t) == {ug(-t) = A}, Ae(0,1), ¢ > 0.

In Proposition 5.8 we find barrier sets of the sets §2,(¢) whose volume may be
computed using the well-known variational formulae from Lemma 5.4. Applying
Cavalieri’s principle, a short-time expansion of the mean heat content (MHC)
is then established in Theorem 5.1. We verify our result in Remark 5.3 by
deriving an alternative proof of the short-time expansion of the heat content
(HC) (Theorem 3.2) in the case of sets whose boundary has constant mean
curvature.

We start by stating the main result of this chapter.

Theorem 5.1 For any n € N there are constants 0 < €(n) and C(n) < oo
only depending on n such that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C® and Q C M™ a set
such the embedding F : 00 — M™ is of class C*. Further suppose, that the
radius

ri= min rs(5, ) > 0 (114)

defined in Section 1.3, that depends on the first six derivatives of the curvature
tensor of the ambient space M"™, the first two derivatives of the second funda-
mental form of 02 and the injectivity radius of M"™ and €2, is positive. Then
the following function approximates the mean heat content (MHC). Set

Gol(t) :== area (09) + / H volyg
+t2 (_le R1c (v,v) + |A] )VOI@Q 3\F/ H? VOlag)

89
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Then the uniform estimate

ua(y,t) w(y) — Golt
|/{“Q('¢)>l/2} a(y, 1) w(y) alt)

holds for all t € (0,e(n)r?). Here, the constant on the right hand side is given
by

< Cy5(M™, Q, 7’);5;1 (|M"| 4 rarea (092))

Ci15(M™, Q1) := exp (C(n) (1 + |1>47n”|>) : (115)

The following integral equalities will be used for the computation of the coeffi-
cients in the expansion formula of the mean heat content (MHC).

Lemma 5.2 The inverse of the Gaussian error function cy satisfies

Vs —0= fk=1,
/(c)\)kd)\: 1 ifk=2, (116)
0

7= ifk=3.

PROOF. The integrals can be computed using the formulae in [GR0O7, Chapter
8.5] or [Woll. 0

ProOF OF THEOREM 5.1 By Cavalieri’s principle, we can write the mean
heat content (MHC) in terms of the superlevel sets ©,(¢) in the following way.
The monotonicity of the superlevel sets and the heat kernel’s positivity imply

X - / ) X {ug ()=t
/{UQ(-¢)>1/2} uQ(y )w<y) M (UQ(y )X{ a(t)> /2}<y)) W(Q)
1
- / {uﬂ(yt X{“Q(‘J)%/z}(y) = )\}‘ dA
—/ ()] = [22(0)]) AN (117)

In Section 5.1 we will prove that for any a > 0 a constant C'(n,«) can be
chosen such that for all times ¢ in the range

0 <t < (Cn,a)Cis (M™,Q,7)) 2 r2X* = Ca(M, Q,7) 722\ (118)
the function
G (A1) = |0] = Vicyarea (00) +¢ | (—H+ ;H) d
o
£ / 3¢y + &) (Ric(w, v) (o) + [Alzo))
(6@\ — c)\> HZ)du,
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satisfies
IGa (A1) — |0 ()| < C(n, @)Crig(M, Q)AL area (99) . (119)
When t > 0 is fixed, we may therefore subdivide the interval [0,1/2] into a part

where the Formula (119) holds and a part where it is unclear whether Formula
(119) holds. We have

1/2 1/2
(@100 dh= [ e (10O 1200]) X

Cr1s(M,Q,r)Yer—Yatl/a
+/0 (\Qx(t)! — \Ql/Q(t)Dd)\.

After choosing o = 1/2, we crudely estimate the volume of the superlevel sets
in the second integral on the right-hand side by the volume of M, i.e.

Cr18(M,Q,r)4r—4t2 4 4.2
/0 (19201 = [2(0)]) dA < Cois(M, 2, r) 2 [M].

Hence, we may approximate the right-hand side of (117) by

|/01/2 I (8)] — [Qu(t)]dN — /01/2 Go (A1) — Go (Y, 1) dX

9 0118(M,Q,7”)47"74t2
< Cuis(M, Q1) + V20 (n) £ area (09) + / G (0 1) d).
0

We now estimate the last integral on the right-hand side. Using the Gaussian
bound of the inverse Gaussian error function, Lemma 4.8, we have

Cllg(M,Q,T)47’74t2
/ G (A1) dA
0

C11 (M,Q,T’)47'_4t2
< VtC(n) area (89)/ ) lea
0
C118(M,Qr)4r—442
< VtCO(n) area (89)/ - (—log A\)*dA
0

= V/tC(n) area (09) (Cng(]\/[, Q, 7")27"’215)2
X ((2 log (Cllg(M, Q, T)2T’72t) - 2) 2 ].Og (Cug(M, Q, 7’)27’721‘,) + 2) .

Since the last term grows logarithmically, a constant C' < oo can be chosen
such that

(Cllg(M, Q, ’f’)27’_2t> 2
X ((2 log (Cng(]\/[, Q, 7")27"*2t) - 2) 2log (CHB(M, Q, 1")21"*225) + 2) < C.
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Therefore, we conclude

/Clls(M,Q,’I’)Q/O‘TQ/O‘tl/a 3/2

Ga (A1) dX < VtC(n)area (09) (C’HS(M, Q, r)2r_2t>

2

= C(n)Cs(M,Q,7)% area (092) 7’:4

0

Thus, adding up the error terms, we have

1/2 1/2
| [ 10a01= o] ar— [ a0 Ga
< O (M™, Q, ) 5 (|M™] + 7 area 09) .

Noting that ¢, = 0, the proof is now completed by using formulas in Lemma
5.2. By definition of the function Gg(A,t), it holds

/ Ga

(A1) = Gao (Y2, 1) dA

< cxu)mmw&n+¢<;éwcﬁu>éngu
+tW2<gz; 3cA+wﬁ)dA>uéQ(Rﬂiuﬁd—%|Af)du
-m“(Al@q—ng/Jﬂw

VL area (99) + / Hdy — Hd
farea( 1 3\f - 1

t

- e [ (Rt 147) ). ;

Remark 5.3 In the case of sets with constant mean curvature boundaries, the
same method as in the proof above yields an approximation of the heat content

(HC)
:/C/Qg(x,y,t)w(x)w(y). (HC)

Since the expansion of the normal distance function in Theorem 4.3 differs from
the results in [Pre06], we now give, for the purpose of verification of Theorem
4.3, an outline of this proof. The asymptotic expansion of d,(y) in Theorem
4.3 implies that y € M" lies in the complement of (2¢ whenever

0< dm(y) = —C)\\/Z —t-H+ O(tQ)
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The above expansion is identically 0 whenever the inverse of the Gaussian error
function ¢y is of scale y/f. Hence, it vanishes for levels A near 1/2. On the other
hand, using for example Mathematica [Wol], one may verify that the Taylor
expansion of ¢y in A = 1/2 is given by

— ey = —2/T(A = 1/2) + O ((1/2= N)?). (120)
Therefore, we have 0 = d, +(y) whenever the level \ satisfies
—2/m (A —1)2) — VtH + O(\ — 1/2)> = 0.
Since H is assumed to be constant, we therefore have

() CQ, for A= 1 —EL 4 0(),

Thus, by Cavalieri’s principle
1 1/o—HVt/o /7
|| ey @) = [ 1oa@neiar= [
Qe Jo 0 0

In a similar fashion to the proof of Theorem 5.1, one can then integrate the
functions G (A, t) that approximate the volume of the superlevel sets to derive
the asymptotic behaviour of the heat content,

(6] = €2/ dA.

[ [ etetpotwow - [

The integral equalities in (116) then yield

(Ga(A1) — Q) dA = O(t?).

1/2—HVt/2 /7
/ (Ga(2,) = 2) dA
1/2

:/01/2 (Ga(M\t) — Q) dX — Ga(At) — [ dA

— Vi ox) — 22 Ri A2 d
ﬁarea( ) 6/ aQ( ic(v,v) + | ‘) H

1 2
T oo T

1/2 ,
o (= Vteyarea (0Q) — tH + O(N*t)) d), (121)

[/21‘1\/5/2%?

It only remains to compute the second integral on the right-hand side. By
Formula (120) it holds

1/2
- (—Vtexarea (0) — tH + O(\t)) dA
1/2—HVt/2 /%
1/2
= (—2v/7 (X — 1/2) area (09) — tH area (992) ) dA + O(t)
1/2—HVt/2 /7
= ﬁt% area (0Q2) H* + O(t?). (122)
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In particular, adding (121) and (122) yields the same expansion for the heat
content as Theorem 3.2.

5.1 The volume of super-level sets

In this section we derive the asymptotic expansion of the volume of the superlevel

sets
Q)\<t) = {UQ(,t) = /\}, A€ (0, 1), t >0,

where ug : M" x (0, 00) solves the heat equation

u(z,0) = xa(x) x € M. (HE)

{ Agu(w,t) = Zu(z,t) (z,t) € M" x (0, 00),
The expansion formula is used in the proof of Theorem 5.1. To this end, we first
recall variational formulae and apply them to barrier sets for the superlevel
sets. For the construction of these sets we use Theorem 4.3. To estimate the
resulting error terms, we will also need to discuss some properties of the signed
distance function.

By the evolution equations in Section 1.4 we conclude the following equations.
For emitted details we refer to [MY02, Chapter 2].

Lemma 5.4 Let [ : Q x (0,e) — M" be a variation of Q@ C M", i.e. a
one-parameter family of diffeomorphisms such that F'(-,0) = idym (). Further
suppose that 119 (052,2) > 0 is well-defined. We set Q. = F(Q,7), ¥ =
F (0Q,7) and

X = %}:, a::g(}_(,l/), 5::g(?5{5<,y).

The first three variation of volume formulae are given by

410 :/ d 123
210/ = [ adn (123)
FEINTOR :/ 9 divX) d 124
i 1001 = [ (o + adivX) dn, (124)
L = V(1) + V(1) (125)
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where
VN(T) = /8(2 ((aa;a + (304%04 + B) H
+a? (—Aa —« ( |A]* + R (v, u)) — HQ) >d,u,
VEIt) = /69 (div}_(T (259704 +2Ha® — aH + )_(T(oz)>
_7 _ _\T
~ X () + adiv (VXX ) )) du.

PROOF. We refer to [MY02, Theorem 2.2, respectively Theorem 2.5] for the
Equalities (123) and (124). To derive Equality (125), we use (124) and conclude

d‘% 19| = a% (/Z ((%oz—kadivz 5() duT)
= (/dﬂ (%a—i—adiv}_() dideu)
+ (/m (59—:2(1+ (%a) divX + « (%divX)) du) .

To compute a% div X we decompose the vector field X into its tangential and
normal parts, X = X" + av. By Formula (24), differentiating the second term
yields
2 (divy (aw)) = £ (adive v)
= 9 (aH)

or
- (%a) H + a( — Asa — « <|A|2 +R (v, 1/)) —|—>_(T(H)>.
Applying (25), Formula (125) now follows by computing the tangential part,

2 (awX") = X (arr +avX") 1 pr+av ((2%)7). o

Corollary 5.5 Suppose F : M" x (—¢,¢) — M" is a variation of M™ and
Qc M. We set

_1/3

Y

_1/2

)

VVX

7"126(X) ‘= min (7”19(4, 89), 6@65(

@XD . (126)

Then there are constants e(n) > 0 and C(n) < oo only depending on n such
that for all || < €,7126 (X’) the forth variation of volume of € satisfies

dd—; Q.| < C(n)area (99) ria6(X) ™ <1 + ‘X’4> :
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PROOF. Firstly, we note that, for 7 < e(n)rag ()_(), Lemma 1.12 and the first
variation of area imply

d _
&area(ET) = / aHdp, < |a| |H|area (X;) < 2 ’X‘ | Ag| area (X2,) .
s,

Hence, by Gronwall’s inequality a constant e(n) > 0 exists such that for
T < g(n)ros ()_()
area (3,) < 2area (012) . (127)

Therefore, it only remains to show that any term in the ¢ differential of
VN(7) and V(1) can be estimated by C(n)ri(X) . It suffices to estimate
the highest 7 derivatives of «, 8 and the curvature terms occurring in the
r-differential of V(7). The cross terms may be estimated by (126) due
to structural reasoning. To this end, we compute the differential in local
coordinates and show that only derivatives of X as in (126) appear. Derivatives
of the metric tensor and Christoffel symbols are dealt with the curvature
terms in the definition of r17(3, ). Since covariant derivatives can be written
in terms of the partial derivatives, Christoffel symbols and their derivatives, it
therefore suffices to find estimates in terms of partial derivatives.

For the terms involving differentials of the curvature terms H and |A|” this
follows from Lemma 1.12. By the evolution equation of the normal vector (24),
for some orthonormal basis eq,...e,_1 of T2

Hence, it is clear that the highest order covariant derivatives of X appearing
in the third t-derivative of v can be bounded by ‘V?’X‘. In particular,

2 (ﬁ(v, V)) < ‘@ﬁ‘ +2 ‘ﬁ‘ ‘%V’ < C(n) (’)_(‘ + 1) 7196(X) 3
Differentiating « yields
20— g (Fg (Tx (VX)) ) +8 (L0 X)
+3g 88—1/ @ﬁi) +3g (agu, Vi (@XX)) .
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The differential of 5 is estimated similarly. The 7-derivatives of the terms in

. N\T
VT (1) are controlled analogously. For example, by (25) setting Y := (VXXT>

2 divy =Y (aH + div XT) +8(VyY,v) H + div (@XY)T . (128)

It is clear that the first two terms is controlled by 7196(X)~3. The last term
can be estimated from above by

div (@X (vaT)T>T <n-1) |v (vx (vaT)T>T |

On the other hand,

T\
— — _ — — < 2
(Vx (VXX ) ) = Vx (V)-(X) — %a%y — a%y — 5a%y
—g (@5( (?XX) ,1/) v+ ag (;—;y, 1/) V.
Hence, it is easy to see that (128) is controlled by (126). 0O
To apply the estimate from the previous corollary to our special case, we need

the following estimates involving the signed distance function. We extend the
parallel translation of hypersurfaces to a variation on M".

Lemma 5.6 Suppose Fy : X — M" is a hypersurface and that the map
F:M"x (=r,r) > M" (z,7)+— exp, Tv(x)

is a diffeomorphism. Set r := 1r19(%,2) and let n : R — [0,1] be a cut-off
function satisfying n = 1 for |z| <1 and n =0 for |x| > 2. Then the mapping

Fs : M" x [=r/2,7/2),  (y,7) — exp, (Tso (4d=()/r) de(m(y)) )

is a variation of M". Furthermore, for some e(n) > 0 and C(n) < oo it satisfies

sup ( sup ’@k (%FE(T, y))’) < C’(n)r‘k, 0<k<3.
yeT )r)

|7|<e(n)r (Ze(n)r
PROOF. By definition of F', the hypersufaces ¥, := F(X, 7) satisfy the initial

value problem

or

F(x.7)=—v(z,7) €N s5€E][-r7]
F(z,0) = Fy r €.
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Hence, by the evolution equations from Lemma 1.9, the second fundamental
form satisfies a first order differential equation. Gronwall’s lemma therefore
implies that one may choose some £(n) > 0 such that

sup (sup \A(:v)|> < 2sup |A(2)].
TEY

|T|<enr \T€EXr

We note that FE(-,Q) = idyn () and Fx (-, 7) is a diffeomorphism for |ds(y)| >
r/2. In particular, Fy; is a variation of M". Furthermore, for v,(7) := exp, 7v(y)

o F5(5,9) = Vit (3 (7)),

where v, is the normal of the parallel surface ¥, in y and h(7,y) = ds(y) + 7.
The evolution equation of the normal vector, Lemma 1.9, implies

0= L (1(7) = Vi n (1) = & (£ Fs(r,9)).-

Together with the Weingarten equations (10) and the evolution equations from
Theorem 1.9 this implies, in local coordinates,

1%
; (Viv) = (vj W) b+ (95 m) oy
hzlhle +(V; hat) 5 axl ;

— (hikh’; ~ Ruinm + hithig™) 81
Vi (Vi (Viv)) = = (Vsha) hj + (Vihi) b + (Vha) hia) v
+ (Vi (Vihim) — hithjihim) 22,
Vo (Vi (Viv)) = =2 (hahy) v
+ ((Fha) " + 2 (V5ha)) 525,
Vo (Vo (Vi) = ( (il = Roium + g™ ) 1, + 2 (i
+hichig) = (VuR) = b Rurnt = B Foins ) 528

In particular, all terms occurring in above formulae of the first, second, and
third covariant derivatives of v, can be bounded by !, respectively r~2 and
r=3. Hence,

sup < sup ’?k ((%FE(T, y))‘) <COn)r " 0<k<3. 0O
yeT

ITl<e(n)r (Ze(m)r)
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We also need to estimate the norm of extensions f of functions f : ¥ — R that
we define as follows.

Lemma 5.7 Let Fy: X — M™, r > 0 be as in Lemma 5.6. Furthermore, let
f 2 — R satisfy
‘V(k)f‘ <Cr *  fork=1,2,3,

where C' < 0o. In a neighbourhood of the hypersurface 32, we define the extension
foffby . 1
f:Tr) =R, ny(ﬂloFE(y)_).

Then there is some £(n) > 0 such that for k = 1,2

v < 20(n)r ",

T(e(n)r,%)

PROOF. We set F := Fy. By construction, the covariant derivative of f in
direction v vanishes. In particular,

7| = Vs, s

Along the geodesic v,(s) := exp, sv(x) we then have, in local coordinate,

( o 0 5+hlaFa)

@( ij OF% 8f) 2hz]8F" of + ij Of

or Oz OxJ Oz OxJ ozI Y0 Ot t Ozl
+ 35 (%) g%
= WG gh — 9 55T G (129)
Thus,
Z|VIT = 2 (a5 (672 21 (9257 21))
= (#e9as) v (@”ﬁ%%)(“gﬁgﬂ)
+ 29aﬁ< WIS — g LTS ) (M )
< Cn)yr ! |Vf ‘
Hence,

VF ((0)| < [Vf(a)] e
For the second bound, we observe by (129) and the Weingarten equations (10)
VYT = V9,97 - Riem (v ai.) v
(S B2+ s 035
— Riem( v, 8901) V.
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By the definition of r we therefore have
2 _ 2
2 (\vkvﬂ ) < Cn)yr (ﬂ A ) .

The bound on the second covariant derivatives of f now follows from Gronwall’s
inequality. 0

We are now ready to apply Theorem 4.3 to approximate the volume of the
superlevel sets ,(1).

Proposition 5.8 For any n € N and > 0 there are constants 0 < e(n, )
and C(n, 8) < oo such that the following is true.

Let (M™,g) be a closed Riemannian manifold of class C® and Q C M"™ a set
such the embedding F : 90 — M" is of class C*. Further suppose, that the
radius

ri= min rs(5,z) >0

defined in Section 1.3, that depends on the first six derivatives of the curva-
ture tensor of the ambient space M™, the first two derivatives of the second
fundamental form of 0S) and the injectivity radius of M™ and 2, is positive.
Fiz X\ € (0,1) and let Q,(t) be the corresponding superlevel set of the solution
ug : M™ x (0,00) of the heat equation (HE). Then the following function is an
approzimation of the volume of Q,(t). Set

Ga (M 1) == |Q| — Vtcyarea (09) + t/an (—H + ?H) dp
3
+ % - ( (—3C>\ + ci) (Ric(u, v)(xo) + |A(x0)|2)
+ (6@\ — ci) H2>du,

and
Ci31(M™,Q, 1) :=exp (C’(n, B) (1 + @—:')) .

Then we have for all times t satisfying
-1
0 <t < tigo(N, B) = £(n, B)r*Char (M, 2,7) 2 max (1,5, A7) (130)
the estimation

|Ga (A1) — [ ()]]| < C(n, B)Ciz (M, Q, 7“))\_’3% area (01) .

94



PRroOF. For the sake of simplicity, we approximate the volume of the superlevel
sets (1), where 7 = V/t. Fix A € (0,1). With Theorem 4.3 we construct
barrier sets Fy (Q,7) and Fy (€, 7) satisfying

FHQ, 1) € Qa(1) € FF(Q, 7).

We then use the lemmata from Section 1.4 to compute the evolution of the
geometric quantities of the sets F (092, 7). The variational formulae, Lemma
5.4, will be applied to approximate the volume of the barrier sets. Finally, we
will estimate the occurring error terms from above.

Construction of the barrier sets ) (Q,7) and Fy (2, 7).

Let Fyq be defined as in Lemma 5.6. To construct the upper barrier set we
first define the function f) : 9 x R — R by

(o, 7) i=—axt — T°H(z0) — 7°2 ((Ric(v, v)(xo) + |A(x0)]2))
—|— %0131 (Mn, Q, T))\_a,

where
Clgl(Mn, Q, T) = exp (6'105(71) (1 + M)) . (131)

rn

In view of Lemma 5.7, we extend f; to a neighbourhood of 90 by setting
HTE xR =R, (y,7) ff (7?1 o Fag(y)*l,T)

and define
0132<)\) = 96 max (1, )\70[, C)\) . (132)

By our choice of 7 the 7-derivatives of f; then satisfy for i = 1,2, 3 and
0 § T < T133(>\) = 7’0132()\)710131(1\/[71, Q,T)il (133)

the estimates

aajiff(yﬁ)‘ < Crap (N,
< Ch31 (M, Q, 1) Chza( M) 2. (134)

@) <,
(. 7)

Finally, we define the mappings

F;_ . T(aQ,T/Q) X (O,Tlgg()\)) — T(aQ,T), (va) = (Faﬂ © f;) (y7T)'

The mappings Fy (-, 7) are indeed well-defined since we have |fy| < r/2.
Theorem 4.3 implies do(y) < fy (y,7) for any y € Q,(72), whence we conclude

(7% C FH(Q, 7).
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Moreover, since F} (-,0) is the identity map on M" the inverse mapping
theorem implies that {Fy (-, ) foct<ryas(n) is a family of diffeomorphisms.

Analogously, we construct lower barrier sets F (€, 7) by instead defining
fx (@o,t) = — ex7 — 7 H(wo) — 7% ((Ric(v, v) () + |A(zo)[*))
—_— %Clgl(Mn, Q, 7“))\ a.
Evolution equations for the hypersurfaces 0F, (Q,1).

By construction, we have 9 (F;(Q, 7')) = F;7(09Q,7). Writing 7, (7) := exp, Tv,
the chain rule and Lemma 5.6 imply

LF 1) = 25 W) vnen (w (FH 7)), (135)

where h(y,t) := do(y) + fy (y,t) and v, is the normal of the parallel set 9,
in y. On the other hand, since %VT = 0 we have

—C) k= 1,
—QH(IL'()) k= 2,

F = .
(el o) g = 700) ) e, (Riclo o)) + [AGF)) k=3,
247%30131(1\/.[”, Q, T))\_a k=4.
(136)

To compute the variation of the normal vector v on the hypersurfaces F' (00, 1),
we use the Weingarten equations (10):

0 — ((2 OF \ OF _ij

(BTVT>|T_O - (g ((97'”‘”3:51) 8wjg )|T:0
OF _ij

(VT’ d; ) o; 9 )\7:0

OF _ij

(-
= (Qg (VOa oz, VO) 02,9 )
(

(10) Im OF \ OF _ij
= (g (Vo,hklg 6xm) 395].9])

In particular, since
2 _ _ 2
0= s e )y = 28 (oo o)+ 28 (), )

we have

(& VT)l _, € Ty09. (137)
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Now we can compute the first and second derivative of the normal components
of the variation,

(%O‘T)h:o - (% (gaﬁ(F(f’?m T)>ngﬂ>>|‘r=0
= (%gaﬁ(F@O?T>>X5X$VB)|T:0
+ <gaﬁ(p($0’ T))a%XgVﬂ)\T:o
= —2H (zy), (138)

respectively

(Zre) o = 2 (eBap Pl ) X2X0)
+ (Bos (Pl ) ZXE0) o+ (Bap (P, ) X2 20) )
- —c§< 205 (F(r0,0))/ v v’
— 4H( a:o)( 8.5(F (0, ))Vaaiyﬁ))
— 3ex ((Ric(v, ) (o) + |A(20)[*)) (8as (F (0, 0))v7)
= 3 (8o (F(0,0))v" Z50”)
)+

3¢, ((Ric(, v)(20) + [Azo)[?)) - (139)

Approximating the volume of the barrier sets.

By the above formulas and Lemma 5.4 we may compute the first, second and
third variation of volume of the sets Q, := Fy (Q, 7). By (123) we have

d _ - _
(5 \QtD'T:O = /an (Xo, o) du = —cy area (0192) .

Since H = divy, Equalities (123), (124) and (136) yield that the second
variation of volume of Q under Fyf(-,t) is given by

(% |QTD|T:0 */m ( 8 (X7, vr)—0 + 8 (Xo, 10) dleo) du
:/m (—2H + & (—exvo, vo) div (—caw)) dis

_ /m (—2H + &H) dp.
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Furthermore Equalities (137), (139) and (136) imply
d7'3 |Q |

=/ ( = 3ex ((Ric(v, v)(z0) + |A(x0)[*)) + (=2H) (—cx H — 2,H)

+@yg@w+mqu»_gm_qgml

= / —3cy + A (Ric(l/, v)(xo) + |A(x0)|2) + (6@\ — ci’\) Hz) du.
Setting
G25 ()\, 7') =

|Q| — ¢, area (092) + 7'2/
)

+ = / —3cy + A (R' (v,v)(zo) + |A(x0)|2) + (60,\ — ci) H2) du,

(~t+ 5 H) du

a Taylor expansion of ‘F T(Q, 7)‘ yields

FF @) =G (1) <5 sup |85 |FF(Q,s)]].
0<s<T133(N)
Estimating the error term ’— FH(Q,s H

Using Corollary (5.5) and (135) the error term on the right-hand side may be
estimated from above by
_ 4
25:]")

2 (Q,S)H < C(n)area (92) rigg( ‘%F’;’)—S <
< C(n) area (0N2) rig6( ‘%Fﬂ)fgcrgz()\)‘l.

d4
SUP - |dst
0<s<T133(N)

It remains to estimate
9 1+
ZFY))

7”126(

NS
After differentiating (135) once more in 7, Lemma 5.6 implies
’V = (y, )’ = an% (Faﬂ ° f;) (y,T))
2L f ) L Foa (3 (0. 7))]
L1 )2 Fon (v (£ (w.7))
(134)

< Clgg(A)T_l.

= min (Tlg(aQ, 4),

aAD'
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Similarly, we have
‘V (Vua FY(y, 7 )‘ < Chga(N)?r 2,
’?V ( v (?V 9 F/\ Yy, T ))’ < 0131 M" Q 7“)0132()\)37”_3.

To estimate other covariant derivatives, observe that applying Lemma 5.7 to

f=fi(x,7) yields
VO F @) <Cmpr, k=12 (140)

In local coordinates, Lemma 5.6 then implies

= Jea (25 0:7) + &5 0.7) (ValeFon) (v(E £ (9. 7)]
<([VER @D+ |28 w0 |(VE2F)|)

0
< C(n)Olgg()\)T_l —+ C(n)clgg(/\) ’(@%Fgg)‘

Higher order derivatives are estimated similarly by using the bounds on
|V¥Fyq| from Lemma 5.6 and the bounds on |?(k)%f;r(x, 7)| from Lemma
5.7. The occurring derivatives of the Christoffel symbols are dominated by the
curvature terms in the definition of r. Carrying out the differentiation will
yield that for some k € N

7126 ( ‘B%F,\Jr’)_l < C(n)Cia2(N)FCrsn(M™, Q,r)r !

Estimation of the volume of the superlevel-sets ().
We substitute ¢ := /7 and choose o« = 8/k. Then it holds for all 0 < ¢ <
r?C32(A)2C3 (M™, Q, 1) 2
Gas (A, 1) — C(n, B)Char (M, Q, r)A P £ area (9Q) <
< [Fr@n] < o) < \ 2.1)| <
< Gos (M 1) + C(n, B)Cra (M™, Q, 1)L area (89) . 0O
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6 Generalization to non-compact manifolds and heat
equations with potentials

In the previous chapters we assumed the Riemannian manifold (M", g) to be
closed and ug : M™ x (0,00) to be a solution for the heat equation

uq(z,0) = xa(x) x e M". (HE)

{ Agug(z,t) = Zu(z,t) (z,t) € M" x (0, 00),
where 2 C M". In this chapter, we consider generalizations of this equation.
The proofs of the results will be almost analogous to the results in chapters 2, 3,
4 and 5. For this reason, we omit details that are treated in these chapters and
focus only on parts of the proofs where a modification is needed. We examine
the following problems.

(7) In Section 6.1 we replace the compactness assumption of (M", g) by the
assumption of bounded geometry. We derive expansion formulae for the
pointwise behaviour of ug in Theorem 6.2, the heat content (HC) in
Theorem 6.3, the mean heat content (MHC) in Theorem 6.5 and the
evolution of the level sets of ug in Theorem 6.4.

(77) In Section 6.8 we assume that g(¢) is a time-dependent metric on a
compact manifold that satisfies for a time-dependent symmetric 2-tensor
{Xap}1<ap<n the evolution equation

g - _
agaﬁ - 2Xaﬁ

For a function f € C°°(M") and a potential term Q € C®(M" x [0,7])
we then consider differential equations of the form

{ (% — Ay + Q) ugrq =0 (x,t) € M" x (0,00)
ug 1q(2,0) = (f - xo) () = €M™

()

In Theorem 6.8 we derive expansion formulae of the pointwise behaviour
solutions of ug ;g and in Theorem 3.2 of the generalized heat content, i.e.
of the quantity [ ugq ;q(y)w:(y). At the end of this section we consider
the most interesting system of this form, Ricci-low coupled with the
adjoint heat equation, in Example 6.10.
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6.1 Non-compact manifolds

In the following we assume that (M", g) is a complete Riemannian manifold of
bounded geometry, i.e. all sectional curvatures are bounded. The set 2 C M™
is assumed to be a compact set such that the embedding F': 02 — M" is of
class C* and the radius

ri= min rs(5, ) > 0

defined in Section 1.3, that depends on the first six derivatives of the curvature
tensor Riem, the first two derivatives of the second fundamental form of 9O
and the injectivity radius of M™ and €2, is positive. Furthermore, suppose
ug : M"™ x (0,00) — R is the solution of the heat equation (HE). We study
how the results regarding the pointwise expansion of uq(+,t) (Theorem 2.5),
the heat content (Theorem 3.2), the evolution of the level-sets (Theorem 4.3)
and the mean heat content (Theorem 3.2) transfer to this setting. The results
in this section will be almost analogous to the compact setting. We only need
to adjust the steps where the compactness is used.

To this end, we need the following lemma regarding the volume growth and
integral bounds of the heat kernel. After a slight modification, a proof of this
lemma is given in [CC03, Proposition B.7.3].

Lemma 6.1 For any n € N and n > 1 there are constants 0 < e(n,n) and
C(n,n) < oo such that the following is true.

Let (M™,g) be a complete Riemannian manifold with bounded geometry. Then
there exist constants K1, Ko < 0o such that for any x € M™ the volume of any
ball Bs(x) of radius s = 0 around = satisfies the following exponential bound,

|Bs(x)| < Kef2s

Furthermore, for all times 0 <t < e(n,n) K5 'r

2
/ Q(xvyvt) < C(n,ﬂ)KleSth 7“_”/26747715‘
M™\B:(y)

In the construction of the solution of the heat equation (HE) via a parametrix
the compactness assumption is used in order to apply Lemma 2.16 and Lemma
2.17 that infer regularity of the Volterra series

g/ot/ n/QEx(@k,r(%xﬁ))*l@k,r(y,Z,t — 8)w(z)w(z)ds,
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where k > 1 is fixed. It seems clear from the way these lemmata are proved
in [Gri04], respectively [Cho+10, Chapter 23], that only the finiteness of the
integrals

/Qim (onr(z,9,0) " w(z), 1€N

is needed to conclude their assertions. Choosing k& = 1 this, on the other hand,
is guaranteed by Lemma 2.18 whenever the heat kernel coefficients gg, 01 and
their second derivatives are bounded. Moreover, by Lemma 2.19, for any n > 1
the estimate

‘/QQ(J”7y7t) - Qk,r(xv y,t)w(x)

is independent of the volume of 2 and M™. Thus, we may use Lemma 2.19 to
prove the non-compact version of Theorem 2.5. We note that in contrast to the
compact case, an exponential decay factor 1/an with > 1 has to be chosen.

< Ce2(T,m) /Q o(z,y,nt)w(x), 0<t<T,

Theorem 6.2 For any n € N and n > 1 there are constants 0 < e(n,n) and
C(n,n) < oo such that the following is true.

Let (M™,g) be a complete Riemannian manifold with bounded geometry and
Q C M"™ a set with compact boundary such the embedding F : 02 — M" is of
class C*. Further suppose, that the radius

ri= min ri8(5,x) > 0

defined in Section 1.3, that depends on the first six derivatives of the curvature
tensor Riem, the first two derivatives of the second fundamental form of 09
and the injectivity radius of M™ and €2, is positive. Then we may approrimate
the solution ugq of the heat equation (HE) in the following way.

Fory € T(09,injg,) let xo € 0L be the unique base point of y and s = dq(y) the
distance of y to the boundary of Q. The point y is then given by y = exp,, sv(xo).
We define the function vg : T'(05,injg) x (0,00) — R, by setting

vy, t) =0 (= 2) + o < — VEH (o) + Vs

(4 (=2 (Ric(ao) lao). viawo)) + 1AG) ') + H(w)?)) )

Here, H,v, |A| are evaluated with respect to the curvature of the boundary 02
and ® : R — (0,1) is the Gaussian error function from Definition 2.3. Then
we have the uniform estimate

o
=

[ua(y: t) — valy, )] < Cln,m) 55 (1+ 5) 2
for allt € (0,e(n)r?) and y € T(0,e(n)r).

$
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The above Lemma also yields an asymptotic expansion of the heat content.

Theorem 6.3 (Heat content) For any n € N there are constants 0 < €(n)
and C(n) < oo such that the following s true.

Let (M™,g) be a complete Riemannian manifold with bounded geometry and
K, Ky < 00 such that

|By(z)| < Kie®**, s>0.

Suppose 0 C M™ is a compact set such the embedding F : 02 — M™ is of class
C*. Further suppose, that the radius

ri= min rs(5,z) > 0

defined in Section 1.3, that depends on the first siz derivatives of the curvature
tensor of the ambient space M™, the first two derivatives of the second fun-
damental form of 02 and the injectivity radius of M™ and €2, is positive. We
define the function

Zo(t) = % area (082) +

- (o e+ ) ) ([ )

Then the heat content HCq(t) defined by

HCq(t) := /QC/QQ(%QJ)W(%)W@)

satisfies the uniform estimate

[HCq(t) — Zo(t)| < C(n)t? (& area (09) + |Qf Kye¥5 Ly)

for all t € (0,e(n)r?).

PROOF. As in the compact case we separate the heat around the boundary
and the heat away from the boundary;

/C/S)Q(:v,y,t)w(a:)w(y) = /T(mr)mc/Qg(x,y,t)w(x)w(y)
* /sr\T(aQ,r) o,y w(w)w(y).

Note that the exponential decay factor 1/an does not affect the integrability of
the error term. Thus, the first integral is computed exactly as in Theorem 3.2.
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It only remains to estimate the second integral, i.e. the heat content away from
the boundary of 2. Observe that for any y € Q\T'(092, r) we have B,(y) C Q.
Therefore, by choosing n = 2 in Lemma 6.1

/QC\T(aQ,r) oz, y, hw()w(y) = /Q/QC\T((?Q,T) o(z,y, tw(y)w(z)

< /gx, ,Dw(r)w
) o (z,y, t)w(z)w(y)

o))
=

2
< Q] C(n) K e®K8t pme 5

< Q] C(n) KB K3t p—=42, O

We now generalize Theorem 4.3, the evolution of the level-sets
Ya(t) :={y € M" s ug(y,t) = A},

to the non-compact case. Recall that the normal distance function for y € 3, (¢)
was defined to be the value dy,(y) such that y = exp, dx.(y)v(xo) for some
zo € 0N2. To derive an expansion of dy(y) with an error term that behaves
nicely as A — 0, it was important to have logarithmic bounds on the normal
distance function (see the Expansion of order O(v/t) in the proof of Theorem
4.3). The lower logarithmic bound in Lemma 4.7 transfers to the non-compact
case. However, for the upper bound, Lemma 4.6, the compactness was used.
But, using Lemma 6.1, it possible to prove in a similar fashion a bound of the
form

|d,\7,5(y)|2 < —4nmax (log A\, log1 — A\, C(n, K1, Ky,n))t (141)
for any 1 > 1. Using this estimate we derive the following Theorem.

Theorem 6.4 (Distance to the level-sets) Foranyn € N and a > 0 there
are constants 0 < £(n,a) and C(n,a) < oo such that the following is true.

Let (M™,g) be a complete Riemannian manifold with bounded geometry and
Ky, Ky < 00 such that

|Bs(z)| < Kie®2*, s> 0.

Suppose Q C M™ is a compact set such the embedding F : 02 — M™ is of class
C*. Further suppose, that the radius

r:= min <min r18(5, ), K{l) >0
zeM”
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defined in Section 1.3, that depends on the first siz derivatives of the curvature
tensor of the ambient space M™, the first two derivatives of the second fun-
damental form of 02 and the injectivity radius of M"™ and €2, is positive. Fiz
A € (0,1) and set (compare with Estimate (141))

t(\) = r?

—16 max(log A,Jlog 1-\,C(K1,K2,n)) "

Then we set for y € Xx(t) with y = exp,, dx(y)v

dyi(y) == —e\Vt —tH — %72 ((Ric(u, v) + |A|2>) ,

where the curvature terms are to be understood evaluated in xo and cy s the
inverse Gaussian error function. Then CZ,\,t(y) is an approzimation of the normal
distance function dy(t). For some constant C(K1, Ks) < 0o depending on K
and Ky and allt € (0,e(n)tos(N\)) we have

ds(y) = dri(y)| < Cla, n)C (K, Ka) 5A. (142)

ProoOF. Since Theorem 2.5 is used to prove Theorem 4.3, the only difference
to the compact case is the estimation of the term

2 dy ¢ ()?
T T T dnt
max (h) GW N >1

—dx+(y)
sE C)\,i\/%

if |[~dx:®)/vi| > |ca|. But Estimate (141) implies that, by choosing > 1 such
that « =n — 1, we have

2\ _haew?
se€ |:C)\,_ i/’%(y):|

Since the exponent o > 0 in the above theorem can be chosen arbitrarily small,
we are able to deduce the expansion formula of the mean heat content

MHCq(t) = / wa(y, t) w(y), (MHC)

{ua(-t)>1/2}
Theorem 5.1, in the non-compact case.

Theorem 6.5 For any n € N there are constants 0 < e(n) and C(n) < oo
such that the following is true.
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Let (M™,g) be a complete Riemannian manifold with bounded geometry and
K, Ky < 00 such that

|B,(2)] < K1e®2*,  s>0.

Suppose Q0 C M™ is a compact set such the embedding F : 02 — M™ is of class
C*. Further suppose, that the radius

o . . —1
r:= min (ggﬁ/[r}l rs(5, x), K, ) >0

defined in Section 1.3, that depends on the first siz derivatives of the curvature
tensor of the ambient space M™, the first two derivatives of the second fun-
damental form of 02 and the injectivity radius of M™ and €, is positive. We
define the function

Ga(t) = ¥ arca (99) + & /8  H volyg

3 : 2 2
+t2 (_6\1/77 /89 (RIC(V, v)+ |A] )Volag —ﬁ /{m H V0L99> )
Then there is a constant C'(n, K1, Ky) < oo such that for all t € (0,&(n)r?)
IMHCq(t) — Ga(t)] < (1+ C(n, Ky, Ky)e!? m@) ) £

PROOF. Fix a > 0, ¢ > 0 and denote the superlevel sets of ug by Q,(t). By the
previous Theorem, an analogous expansion of the volume of the superlevel sets
as in the compact case, Proposition 5.8, is valid for all A € (0,1/2] satisfying

C(n, o)L < A2

Choosing a = 1/2, Cavalieri’s principle yields

woly D) = [ (194001~ 192,(0)])

t4
C(n,a)* 3

/{un(wt)zlh}

t4

C(n,a)‘lfg
"A@)= | (t)]) AN
+ (12(8)] = [22(8)])

As in the compact case, the error term in the expansion of superlevel sets is
integrable on the interval [0, 1]. Therefore, the first integral may be computed
as in the compact case. It remains to estimate the second integral from above.
There is some z € M"™ such that the set 2 is contained in a ball B around z of
diameter diam (€2) and therefore

uﬂ('vt) < uB('7t>7
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where upg is the solution of (HE) with initial data xp. In particular, ,(¢) C
Bj(t). Esimate (141) now implies

B B :
/\(t) < diam(Q)+\/Z(4\/710gA+C(n,K1,K2))

By the upper bound on the volume of balls from Lemma 6.1 we therefore have

| ()] K ek diam(Q)+K2v#C(n,K1,K>) e4sz/E\/TgA

<
< C(Kl, K2)6K2 diam($2) )\71/2.

Hence, we may complete the proof by estimating
4 4

Cfs g OOV
/ (19(8)] = [2(0)]) A < Cln, Ky, K)ol tiom@ / A7V2dN
0 0

= C(n,Kl,K2>€K2diam(Q) %. 0O

r

6.2 Heat equations with potentials and evolving metrics

In this section we discuss the short-time asymptotics of solutions of heat
equations of the following type. Suppose (M", g(¢)) is a one-parameter family
of closed Riemannian manifolds such that for a time-dependent symmetric
2-tensor )_(aﬁ, the metric components satisfy the evolution equation

9805 = 2Xap. (143)
Let L, be a heat operator with a potential term Q € C*®(M™ x [0, T);
Et = % — Ag(t) -+ Q (Lt>

Finally, for some f € C°°(M") we consider differential equations of the form
Etug,f@ =0 for all (z,t) € M™ x (0, 00), (%)
uq 1.q(7,0) = f(z) xa(z) forall z e M"

In the previous chapters, error terms involved, for some fixed £ > 1, the
radius 719 (k, 092). It depends on the curvature of the boundary of Q and the
ambient space (see from Section 1.3). In this section the error terms involve
radii r146(k, X, Q) and rs(k, X, Q, 99, f) that additionally depend on X, Q, f
and the injectivity radii of the family of Riemannian manifolds (M", g(t))o<i<r
for some T' > 0. It is defined in the following way and its positivity will be
assumed.
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Remark 6.6 (The radii r146(k, X, Q) and ri4s(k, X, Q, 92, f)) We ass-
ume that there is a £(n) > 0 and a radius 7144 > 0 that bounds the injectivity
radii of the family of manifolds (M™, g(¢)) from below, i.e.

injgp > rae forall 0 << e(n)r3,,. (144)
Next, we fix k > 1 and © € M" and define the radius r(k, x, X, t) with respect

to the metric g(¢) analogous to r17(k, x) by replacing Riem in its definition by
X(t). By the evolution equations (143) there is a constant 0 < e(n, k) such that

|V Riem(t)| < 2 Wi%(())\

for all 0 < ¢t < e(n, k)r(k,X)? and 0 < i < k. Hence, we may estimate the radii
ri7(k, x,t) Wlth respect to the metric g( ) from below by

ri7(k,x,t) > mm( r17(k,x,0),r144,7’(k,X)) = rus(k,z,X,t) > 0. (145)
Moreover, Inequality (145) implies that there is a 0 < e(n, k) such that
T145<k' 1 Z, X t) 7‘145(1{3 X,O)

for all 0 < t < &(n, k)riss(k, 2, X, )% In the same way we define the radius
r(k,z,Q,t) and set

re(k, X, Q) = Igﬁ/ln min (7"145(k'+ 1,2,X,0),745(k + 1,2, Q, 0)) (146)

Now let 2 C M"™ be a set such that 02 is an embedded hypersurface of the
Riemannian manifolds (M", g(¢)) and suppose there is a ry47 (0§2) > 0 satisfying

injgq > 1147 (02)  for all 0 <t < e(n)riyy (89)2. (147)

Finally, for a function f € CH1(M™) we define the radius r(k,z,t, f) like
ra5(k, z, X, t) and set

T148(k>XaQaaQ7f) '= min (%&%Mﬁs(kﬁi— 1@,5(70)77”147 (09) , 146(k kX, Q )
(14

Together with the results in [Cho+10, Chapter 24], techniques from Section
2.1 show that the corresponding fundamental solution oq(z,y,t) of (x) can be
approximated in the following way:.
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Theorem 6.7 For any n € N, k > n/a+ 2 and n > 1 there are constants
0 <e(n,n),C(n,n,k),C(n) < oo such that the following is true.

Let (M™, g(t ))0<t<T, be a family of closed Riemannian manifolds satisfying the
evolution equation 28,5 = 2Xas, let Q € C°(M" x [0,T]) be a potential term
and set

I_Jt = % — Ag(t) + Q (Lt>

Furthermore, we assume the radius
ri= T146<k7)_<7Q) (149)

from Remark 6.6 to be positive. Fixy € M™. Then, for all 0 < t < e(nn)r?, the
solution of the equation

EtQQ(Sc,y,t) =0 for all (z,t) € M™ x (0, 00)
0q(7,y,0) =d,(x) for allz € M

satisfies for some smooth functions og; : M" x M™ x [0,e(n,n)r*] — R the
following estimate:

d(z,y)?

P k
dy ()2 . i R
(n 7, )T2k+2 (Ammt) 72

06z, y,t) — Wzt 0q.i(z,y,t)| <

Furthermore, the first two kernel coefficients satisfy, in a normal coordinate
system in y with respect to the metric g(t),

l0qo(@ y,1) = (1+ (F5 Rag +1Xag) 2727
‘Qley,) ( R—i— tr X — Q)

Using this Theorem, we may compute the asymptotics of solutions of the
Equation (x).

Theorem 6.8 For any n € N and n > 1 there are constants €(n,n) > 0 and
C(n,n) < oo such that the following is true.

Let (M™, g(t ))0<t<T, be a family of closed Riemannian manifolds satisfying the
evolution equation 98,5 = 2Xqg, let Q € C®(M" x [0,T]) be a potential term
and set

I:t = % — Ag«(t) -+ Q (Lt>
For a set Q@ € M™ with smoothly embedded boundary and a function f € C(M™)
we assume the radius

o= rus(2+ 2, X, Q, 09, f)
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from Remark 6.6 to be positive.

For y = exp,, siv/(xo,t) with |s,| < e(n,n)r and t € (0,e(n,n)r?) we define the
function

va(y,t) = f)® (—2%) + VIS (=2, f(y) — f(y)H)

X <f(y) (%5((1/, v)—1 (|A|2 + Ric (v, 1/)) + iH2>
+ (Vo) H+ VVVVf(y)>,

where all quantities are evaluated in (y,t) with respect to the parallel hypersur-
faces 0SY,,. Then the solution uq ;q of the Equation (x) satisfies

dla, )? n
[un(y, ) = valy. 1) < Cln,m)Ge™ o (1+ B7)

PrOOF. The proof of this theorem is almost analogous to the proof of Theorem
2.5. Since the solution of (%) is given by

o t) = [ oq(@.y.0)f(@)i(a) (150)

the same arguments as in Theorem 2.5 and a Taylor expansion of f in y will
then imply that (150), up to an error of order

2 Sf
O(Vts: +13/%)e” " < C(n,n)r- <\/Es? + t3/2) e i,
is given by
‘p(\/gf\)[_dﬂ(y) ﬁ
Lo 7 Eha(fw+ fars
(f(y) (—% Ras +iXa5) + %fa,(g) 2’ +tf(y) (% R+itrX — Q) )dxnda:.

By Lemma 2.23 and 2.24 and the arguments in Corollary 2.6, this integral is
given by
va(y,t) + O(t3? + 53 \/_)e it |

where
O(2 + s3v/1)| < Clnyr= (82 + 57 V). -
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The above pointwise expansion implies the asymptotic expansion of the heat-
content; i.e. of the quantity

HCo(t) = [ [ gy, t)f (@r(@)n(y). (151)

Theorem 6.9 For any n € N there are constants e(n) > 0 and C(n) < oo
such that the following is true.

Let (M™,g(t))o<i<r, be a family of closed Riemannian manifolds satisfying the
evolution equation %gaﬁ = 2X o3, let Q € C=(M" x [0,T]) be a potential term
and set B B -

L= 2 — Ngy + Q. (Ly)
For a set Q@ C M™ with smoothly embedded boundary and a function f € C(M™)
we assume the radius

ri= T148(n/2 + 27 Xu Qa 897 f)
from Remark 6.6 to be positive. Fort € (0,e(n)r?) we define the function

Za(t) == ﬁ/ fdus — E/ ﬁd,ut
td/Z( / f Rlc (v,v)+ |A] ) + %HQ) dpg
+ / %vuvuf - %H@Vf) d:ut
o9
+ /m (%ftr)_(—i- %X(V,V) — fQ+ Af) d,ut).
Then, for ug ;q being the solution of Equation (x), the generalized heat content

HCo(t) = | o q(y)n(y)
satisfies
HCq(t) — Za(t)] < C(n)#* (& (1+ 51) area (0Q) + M7 &) .

Example 6.10 (The adjoint heat equation) The most interesting exam-
ple of a system (%) is the Ricci flow coupled with the conjugate heat equation.
We consider the analogous problem, backwards Ricci flow and the differential

operator (" := % Az + R, i.e. the coupled system

%gaﬁ = 2Ricas  (z,t) € M" x (0, 00),
O*ug =0 (x,t) € M™ x (0, 00),
uo(z,0) = ya(z) @ €M,
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for some ) C M" with sufficiently smooth boundary. Denoting by s; the distance
from y € M" to the boundary, Theorem 6.8 then implies that the pointwise
short-time expansion of ugq is then given by

() vk (-

+ \/z_fste\;g (ﬁ(y, v)—1 <|A|2 + Ric (v, V)) + i]:ﬂ) )

Moreover, by Theorem 6.9 the heat content HCq(t) = [, ua(y, t)w:(x) is ap-
proximated by

\\; area (09), + tj; R_ic(y, V) — ¢ ( |A]? + Ric(v, 1/)) + 5 H?dp.

The curvature terms after short times may be estimated by the initial curvature.
Furthermore, and the evolution equation of surface integrals implies

(farea(©9),),_, = [ (R—Ric(v.v))du.

|t=0

We can therefore approximate the heat content in terms of the curvature at
time t = 0. We have

‘HCQ(t) — (\‘; area (0)) + 22 / R-1 (\A[ + Ric(v, y)) + 112H2du)‘

< C(n)t (& (14 ) area (00) + M7 &)
Hence, up to an error of order O(t?), the difference to the static metric case,

Theorem 3.2, is characterized by the surface integral

t3/2

22 [ R du.
ﬁ(‘m a
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