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Summary 

The mammalian retina processes sensory signals through two major pathways: a vertical 

excitatory pathway, which involves photoreceptors, bipolar cells and ganglion cells, and a 

horizontal inhibitory pathway, which involves horizontal cells and amacrine cells. This 

concept explains the generation of excitatory center – inhibitory surround sensory receptive 

fields but fails to explain modulation of the retinal output by stimuli outside the receptive 

field. Electrical imaging of the light-induced signal propagation at high spatial and temporal 

resolution across and within different retinal layers might reveal mechanisms and circuits 

involved in the remote modulation of the retinal output. 

Here I took advantage of a high-density complementary metal-oxide semiconductor -based 

microelectrode array and investigated light-induced propagation of local field potentials in 

vertical mouse retina slices. I found that the local field potentials propagation within the 

different retinal layers depends on stimulus duration and stimulus background. Application of 

the same spatially restricted light stimuli to flat-mount retina induced ganglion cell activity at 

remote distances from stimulus center. This effect disappeared if a global background was 

provided or if gap junctions were blocked. I hereby presented a neurotechnological approach 

and demonstrated its application, in which electrical imaging evaluates stimulus-dependent 

signal processing across different neural layers.
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Abbreviations 

CMOS   complementary metal-oxide semiconductor   

MEA   micro-electrode array 

PR   photoreceptor 

BC   bipolar cell 

AC   amacrine cell 

HC   horizontal cell 

RGC   retinal ganglion cell 

ONL   outer nuclear layer 

OPL   outer plexiform layer 

INL   inner nuclear layer 

IPL   inner plexiform layer 

GCL   retinal ganglion cell layer 

Cx  connexins 

WT   wildtype 

DNQX   6,7-Dinitroquinoxaline-2,3-dione 

DL-AP5  DL-2-Amino-5-phosphonopentanoic acid sodium salt 

L-AP4   L-2-amino-4-phosphonobutyric acid 

TPMPA  ( (1,2,5,6-Tetrahydropyridin-4-yl) methylphosphinic acid 

SR95531  6-Imino-3-(4-methoxyphenyl)-1(6H)-pyridazinebutanoic acid hydrobromide 

MFA   meclofenamic acid 

LFP  local field potential 

cGMP  cyclic guanosine monophosphate  
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PDE  phosphodiesterase 

T  transducin  

GABA  gamma-Aminobutyric acid 

mGluR  metabotropic glutamate receptor 

iGluR  ionotropic glutamate receptor 

AMPA  α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid  

NMDA N-methyl-D-aspartate 

KO  knock-out 

PLL  poly-L-lysine hydrobromide  

PI  propidium iodide 
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Chapter 

1. Introduction 

 

1.1. The mammalian eye 

Humans rely intensively on vision as the source to sense our environment. Evolution gives 

each animal, based on their survival strategy, unique eyes for the fitness. Mammalians are 

equipped with simple eyes (in contrast to compound eyes). The structure of the eye is to 

optimize the goal of projecting the scene in the front to the back of the eye and send the visual 

signals to the brain. The most outer layer of the eye is formed by sclera and cornea. Sclera, the 

apparent white part of the eye, serves as a protection to the inner parts and maintain the shape 

of the eye. Cornea on the other hand, is completely transparent so that the light can enter our 

eyes. The circular muscles, iris, which also gives us the color of our eyes, control the size of 

pupil and further adjust the amount of light that enters by contraction. Behind the iris lies the 

transparent lens. The curvature of the cornea and lens together function as converging lens to 

focus the images right onto the retina. Outside the retina are the retinal pigment epithelium 

and the choroid layer, this is where the blood vessels are located and nourish the highly 

metabolized retina. In the back of the eye, the axons from retinal ganglion cells form a bundle 

called optic nerve. The optic nerve works as the electrical wire and send the visual signals to 

the brain. Human eye and the mouse eye are in principle very similar, but there is one major 

difference between the retinas in the two species- the human eye has an additional structure 

on the retina called fovea (Figure 1.1). Fovea is a small area that is highly specialized for high 

spatial resolution vision. It contains only photosensitive cell cones with a much higher density 
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than other region to make the images sharp. For human, this 2 degree area is the only clear 

vision we can have to fine detailed images for activity like reading. In the mouse retina 

however, this structure does not exist. The density of cone cells is much more even across the 

retina. In the coming sections, further details  will be addressed on the topic of this study, the 

retina.  

 

 

                     

 

Figure 1.1: Schematic of human eye and mouse eye.  Left: schematic human eye. Right: 

schematic mouse eye. The anatomy of human and mouse eyes are very similar except the 

size of the lens and the fovea structure. While the lens in mouse retina occupies a much 

bigger proportion than the human retina, the fovea structure does not exist in the mouse 

retina. Source: (Veleri et al., 2015)  
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1.2. Anatomy of the Retina 

Retina is the first stop to transmit light into the meaningful visual signals to the brain. Here, 

retinal cells turn the light into the neuronal language, spiking activity, for further processing. 

Almost hundred retinal cell types breakdown the images into different visual cues with their 

individual property of unique filter effect. The well-structured nuclear and plexiform layers 

make retina an ideal sample to study neural information processing. Three nuclear layers 

follow the path of signal transduction include the 1. outer nuclear layer (OPL), formed by rod 

and cone photoreceptors (PRs), 2. inner nuclear layer (INL), which include horizontal cells 

(HCs), bipolar cells (BCs) and amacrine cells (ACs) and 3. ganglion cell layer (RGL), as the 

name implies, mainly made by retinal ganglion cells (RGCs) and displaced ACs (Figure 1.2). 

Two plexiform layers are the areas where the dendrites and the axons from retinal neurons 

form connections. The signals from PRs are sent to the dendrites of BCs and HCs at the outer 

plexiform layer (OPL), while inner plexiform layer (IPL) is where RGCs receive inputs from 

BCs and ACs. The IPL can be further divided into 5 strata, the strata 1 and 2 belong to 

sublaminar a and strata 3,4 and 5 are assigned to sublaminar b for different visual pathways 

(see section 1.4). In the mouse retina, at least 14 types of BCs (Behrens et al., 2016; 

Tsukamoto and Omi, 2017), more than 40 types of ACs (Diamond, 2017) and more than 30 

types of RGCs (Baden et al., 2016) form a delicate visual network to process different visual 

features. The further details of how the light signal is processed in each level will be 

introduced in the coming sections.        
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Figure 1.2: Schematic of retina anatomy. The retina can be mainly divided into nuclear layers 

and plexiform layers. While the three nuclear layers are where the cell somata locate, 

plexiform layers are made by dendrites and axons of the retinal neurons and is therefore also 

the layers for synaptic connections. The photoreceptor layer contains the inner segments of 

the rods and cones and function as a light receiver. The inner nuclear layer, where the bipolar 

cells, horizontal cells and amacrine cells can be found, serves as a switchboard and filter the 

incoming visual signals. The ganglion cell layer is made of ganglion cells and amacrine cells. 

The ganglion cells in this layer converges visual signals and send out the action potential 

output to the brain.   
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1.3. The initiation of sensing the light 

In the absence of light, cyclic guanosine monophosphate (cGMP) - gated sodium channels 

located at the membrane of outer segments from PRs remain open, resulting in a sustained 

inflow of extracellular positive charged sodium ions to the PRs. This constant inward current 

of PRs in the dark is called the dark current (Hagins et al., 1970; Klapper et al., 2016). The 

dark current maintains the constant depolarization of PRs, which leads to a constant release of 

the glutamates at their axon terminals when unstimulated by light.   

When light enters to the back of the eye, it first travels through all the retinal layers to the 

discs inside the outer segments of PRs and activates the phototransduction cascade. At the 

membrane of the discs, the light sensitive protein rhodopsin (in rods) or cone opsin (in cones) 

absorbs the light, the molecule inside the rhodopsin called retinal change the conformation 

from 11-cis to all trans form. This conformation change leads to the alpha unit of the G-

protein transducin (T) to bind and activate the protein phosphodiesterase (PDE), which will 

turn cGMP into GMP. With lower intracellular concentration of cGMP, the cGMP-gated 

sodium channels cannot be opened and thus hyperpolarizes the PRs. By stopping the release of 

glutamates from their ribbon synapse at the axon terminals, PRs signal the post synaptic cells 

of the incoming light.  

Once the rhodopsin is activated by light and change the form of retinal from 11-cis to all trans, 

this rhodopsin is no longer sensitive to light and need to be transported to the retinal pigment 

epithelium to reverse the structure back to 11-cis form. That is, for all the PR discs, there is a 

pool of photosensitive rhodopsin. Once this pool is empty, the PR will no longer be light 

sensitive anymore. During the performance of mouse retina dissection, we remove the retinal 

pigment epithelium from the retina, which will potentially lead to run out of light sensitive 

rhodopsin. However, different from human retina, mouse retina only has two types on cones. 

L/M cones that are sensitive to green light and S cones that are sensitive to blue light. The 

mouse retina is not sensitive to red light; therefore, we can perform our experiments under dim 

red light to avoid bleaching the light sensitivity of the retina. 
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Figure 1.3: Dark current and phototransduciton. Source: (Klapper et al., 2016) 

(A) Schematic of a photoreceptor in the dark. Retinal stays as the form of 11-cis. The 

transducin (T) and the phosphodiesterase (PDE) remain inactivated. cGMPs bind to 

cGMP-gated sodium channels and the channels open. The photoreceptor is therefore 

depolarized and release glutamates at its axon terminal. 

(B) Schematic of a photoreceptor in the light. Retinal changes into all trans form and 

activate the transducin (T) and the phosphodiesterase (PDE). The PDE turns cGMPs 

into GMP. There is not enough cGMP binding to cGMP-gated sodium channels. The 

channels close, leading the photoreceptor to hyperpolarize and stop releasing 

glutamates at the axon terminal.  
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1.4. Excitatory and inhibitory pathways 

The process of the visual signal in the retina involves both excitatory and inhibitory pathways, 

while the excitatory pathways are in charge of sending the light signals and activate the post 

synaptic neurons, the inhibitory pathways are important for shaping the signals and creating 

the diversity of cell responses (Franke et al., 2017). Glutamate is the most essential excitatory 

neurotransmitter in the retina, as it mediates the signal transductions from PRs to BCs and 

from BCs to RGCs in the up to down, one-way vertical direction. The inhibitory 

neurotransmitters like gamma-Aminobutyric acid (GABA) and glycine released from HCs or 

ACs not only modulate the excitatory pathway, but also show lateral interactions and 

inhibition among each other, resulting a disinhibition effect. 

 

1.4.1. Excitatory pathway 

The excitatory pathways, or as vertical pathways in the following context, are referred to the 

signals that are sent via the release of the excitatory neurotransmitter glutamate from the PRs 

to BCs and to RGCs. Responses from retinal neurons can be grouped into ON and OFF 

responses. When a cell is activated by the increase of light, we say the cell has an ON 

response, otherwise if a cell is more active when the light intensity is decreased, it has an OFF 

response. Some cells are sensitive to the changes of light intensity and respond to both 

increase and decrease of light, in this case they would be called ON-OFF cells. The 

mechanisms to separate the same input from PRs into ON and OFF responses are via the 

expression of receptors at the postsynaptic membrane. After PRs receive the light, they send 

the signals to either ON or OFF BCs. The dendrites of ON BCs express metabotropic 

glutamate receptors (mGluRs). These receptors are G-protein-coupled receptors that would 

activate a series of indirect metabotropic process and close the cation channels on the 

membrane when bind to glutamates, eventually lead to hyperpolarization of the cell. That is, 

the ON BCs reverse the sign of PRs. When PRs receive the light and stop releasing 

glutamates, the ON BCs are activated (Figure 1.4 A). In contrast, OFF BCs express ionotropic 

glutamate receptors (iGluRs) on their dendrites. The iGluRs are ligand-gated ion channels, 

which means they open and activate the neuron when bound to their ligand glutamate. This 

makes the OFF BC response sign conserving, the OFF BCs are depolarized whenever the PRs 

are also depolarized (Figure 1.4 B).  
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The iGluRs express in the mouse retina are α-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid (AMPA) receptors, N-methyl-D-aspartate (NMDA) receptors and 

kainate receptors. These iGluRs are also expressed on the dendrites of RGCs, the postsynaptic 

neurons of BCs. As the visual signals continue to be passed on through the excitatory 

neurotransmitter glutamates, RGCs keep the same polarity as their input BCs. The ON and 

OFF signal pathways are segregated in the IPL by different stratifications, with sublaminar a 

for OFF channel and sublaminar b for ON channel. RGCs then send the visual signals through 

their axons to the brain in the form of spiking activity.    

 

                     

Figure 1.4: Schematic of excitatory ON and OFF cone pathways in the retina. 

(A) Schematic ON cone pathway. PRs absorb light and hyperpolarize. The metabotropic 

glutamate receptors (mGluRs) at dendrites of ON BCs don’t receive glutamate and 

therefore open the cation channels and depolarize. The depolarized BCs release 

glutamates at axon terminals and activate the connected RGCs via the ionotropic 

glutamate receptors (iGluRs). The ON BCs and ON RGCs form synaptic connections at 

the sublaminar b in the IPL. 

(B)  Schematic OFF cone pathway. When PRs absorb light and hyperpolarize. The iGluRs 

at OFF BCs dendrites close the cation channels and hyperpolarize, so as their 

downstream OFF RGCs. In the dark when PRs are depolarized, the glutamates bind to 

A     ON pathway B     OFF pathway 
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the iGluRs and depolarize the OFF BCs. The same mechanism happens at the level of 

OFF BC - OFF RGC connection. The OFF BCs and OFF RGCs form synaptic connections 

at the sublaminar a in the IPL. 

 

Except the functional criteria, another common way to distinguish the ON and OFF from BCs 

and RGCs is to check their stratifications. The IPL can be equally divided into 5 strata, it is 

generally agreed that strata 1 and 2 (sublamina a) are the OFF layers where the OFF BCs 

make connections to dendrites of OFF RGCs, while the strata 3,4 and 5 (sublamina b) are the 

ON layers and that ON BCs make synaptic contacts with ON RGCs here. The stratification of 

a cell’s dendrites and axons are important in a sense that only those cells who are physically 

close to another have the chance to form synaptic connections. When a cell has stratification 

across multiple layers, it very often carries the communication between ON and OFF 

responses or it has both ON and OFF responses at the same time. For example, the ON - OFF 

RGCs are bi- or tri-stratified in both ON and OFF strata of IPL, therefore have the property of 

both ON and OFF light responses (Weng et al., 2005; Puller et al., 2015).    

 

1.4.2. Inhibitory pathways 

Within each synaptic layer of the excitatory pathways, there are the lateral inhibitory pathways 

modulating the PRs-BCs-RGCs excitatory pathway, mainly the HCs in the OPL and the ACs 

in the IPL. These neurons may use either GABA or glycine as their inhibitory 

neurotransmitters.  

In the OPL of mouse retina, the single-type HCs receive inputs from many PRs with their 

dendritic arbors cover around 5000 µm2 (Raven et al., 2007) and provide long range 

interactions and inhibitory feedback to the PRs. The GABAergic HCs express iGluRs and 

therefore preserve the sign of PRs after receiving glutamate (Chapot et al., 2017). The 

depolarized HCs release GABAs to inhibit their connected PRs and BCs and form a feedback 

loop with PRs. The more depolarized PRs are, the more depolarized the HCs are as well. As a 

result, HCs give more inhibition input back to the PRs. This feedback loop helps modulating 

the glutamate release at the PR axon terminals. Another important function of HCs is that it 

initiates the center-surround opponency of color and ON- OFF- responses by lateral inhibition. 
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The mechanism of center-surround opponency will be explained in further detail in the next 

chapter.  

In the IPL, inhibitory ACs serve as the second level of lateral modulation to the BCs and 

RGCs. There are more than 40 types of ACs in the mouse retina, implying the potential variety 

of functions they have. Most of them are inhibitory neurons, but some release the excitatory 

neurotransmitters glutamate or acetylcholine. ACs can be divided into two major groups: the 

small-field and the wide-field ACs. The small-field ACs have dendrites that are small but 

vertically cross a broad range of sublaminae in the IPL. They modulate the relatively small 

region of visual field by releasing glycine as their neurotransmitters. The dendrites of wide-

field ACs are usually monostratified and can extent to far distance laterally in the IPL. They 

shape the information from much broader area through the inhibitory neurotransmitters 

GABAs. ACs not only connect to the axon terminals of BCs and dendrites from RGCs, they 

also form connection among each other. When an inhibitory AC is inhibited by another 

inhibitory ACs, it leads to a disinhibition effect and further strengthens the excitatory 

pathways. 
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1.5. Center-surround receptive field 

In the mammalian retina, different morphological and functional types of RGCs cover the 

visual space with their receptive field in a mosaic organization to encode different features of 

the visual scenes uniformly (Wassle, 2004; Field et al., 2007; Anishchenko et al., 2010). This 

mosaic-like structural and functional organization is guaranteed by the classical receptive 

field. A cell’s receptive field is defined as the region in visual space driving neuronal activity. 

What is special about the receptive fields of BCs and RGCs is that they have the opponent 

characteristic. Because of this ON- OFF- opponency, we are able to see the edges and contrast 

very well. When a light stimulus is within the central area of an ON- center OFF- surround 

cell, the activity of the cell increases as the size of the stimulus increases. However, when the 

size of the stimulus increases and reaches the surround area, the activity will start to decrease. 

As the size of the stimulus further increase, the inhibitory input is further strengthened and the 

activity decrease to a mild level. On the contrary, when a light hits the center of an OFF- 

center cell, the cell activity would decrease until the size of the stimulus increases and reaches 

the surround again (Figure 1.5).  

 

Figure 1.5: Illustration of center-surround receptive field for RGCs. 

Top: receptive field of a ON-center OFF- surround RGC. When the light is located and 

restricted to the center of receptive field, the spiking activity increases as the size of stimulus 
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increases. When the stimulus increases and enters the surrounding area, the activity 

decreases until the stimulus reaches the broader of the receptive field. Down: receptive field 

of an Off-center ON- surround RGC. Similar as the ON- center cell, only that the cell is less 

active when it is illuminated at the center of receptive field. When the size of the stimulus is 

large enough to cover the surround area, the activity would increase again.  Figure adapted 

from (Kandel et al., 2000).  

 

The center-surround antagonism results from the lateral inhibition of the retina. Here the ON-

center OFF-surround cell is used to address the mechanism of center-surround effect. When 

the receptive field center is stimulated, center cones reduce the release of glutamates and 

further depolarized the downstream ON BCs (mechanism explained in early chapter: 1.4.1 

Excitatory pathway). The HC, whose receptive field covers both center (stimulated) and 

surround area (unstimulated), is stimulated by the release of glutamate from the surround area 

(note that PRs only release glutamate when unstimulated). The activated HCs release GABAs 

and inhibit the center cones and cause less glutamate to release, which means the BCs are even 

more active.  When the size of the stimulus increases and covers the surround area, the HCs 

receive less glutamates than when only center is stimulated and therefore the strength of 

inhibition to cone terminals is less. Less inhibition at PR axon terminals from HCs make them 

release more glutamates, therefore the less active ON BCs (Figure 1.6). Since the connections 

between BCs and RGCs are sign-conserving, hence the less active RGCs at the end.   
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Figure 1.6: Schematic of lateral inhibition in the retina.  

Left: When only the receptive field center is stimulated, the PRs at the center stop releasing 

glutamate, causing the ON BCs to depolarize. The HCs receive glutamates from the 

surrounding PRs and are thus activated. The activated HCs release GABAs to further inhibit the 

central PR terminals to release glutamate, leading ON BCs to further depolarize. 

Right: When the stimulus covers the surround area, HCs receives much less glutamates from 

the dendritic field from PRs and are therefore less active. The less active HCs release less 

GABAs as negative feedback to PR terminals. The less inhibited PRs release more glutamates 

to BC dendrites, making them more hyperpolarized. Figure modified from (Baker, 2016).  
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1.6. Rod pathway 

The two types of PRs, cones and rods, are in charge at different times of a day with their 

special characteristics. In the daytime while the light is sufficient, the cones that absorb 

different wavelengths are dominating and provide color vision. When the night comes and the 

level of illuminance is low, the extremely light-sensitive rods take place. Since there is only 

one type of rods, there is no color vision under scotopic environment. Unlike cone pathways, 

rod BCs are not directly connected to the RGCs, instead, the visual signals need to bypass 

cone pathways via a particular type of ACs, the AII amacrine cells, to reach RGCs. 

AII ACs are narrow-field, multistratified glycinergic neurons. They are postsynaptic to ON 

type rod BCs and make connections to both ON and OFF cone BCs at the dendrites in 

sublaminar b and sumlaminar a respectively. In the sublaminar a of IPL, AII ACs conduct to 

OFF cone BCs via the release of neurotransmitter glycine. At the same time, AII ACs pass rod 

signals to ON cone BCs by making gap junctions with them at sublaminar b. With different 

outputs from AII ACs, the single polarity rod-driven information can be distinguished into ON 

and OFF responses and passes to the corresponding RGCs.  

Figure 1.7: Rod signal pathway. As rod BCs don’t have direct connection with RGCs, the 

rod signals use AII ACs to pass the signals to cone BCs and RGCs. By making gap junctions 

to ON cone BCs in sublaminar b and releasing glycine to OFF cone BCs in sublaminar a, the 

multistratified AII ACs divide the single ON input from rod BCs into ON and OFF channels. 

Souce: (Protti et al., 2005) 
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1.7. Gap junctions  

Besides neurotransmitters, neurons can also use electrical synaptic transmission to 

communicate. These channels are gap junctions, instead of synaptic connections, gap junctions 

directly connected the membrane between two neurons and allow the direct exchange of ions 

and small molecules. Gaps junctions are commonly seen in the brain and retina, as they offer a 

much faster signal transduction than neurotransmitters.  

Each gap junction is formed by two hemichannels from the opposed cells, and each 

hemichannel is comprised of 6 connexin protein subunits. The combination of two 

hemichannels can be either homotypic or heteromeric. Among the many types of connexins 

(Cx), the coupling between Cx-36, -45, -50 and -57 are known to express in mouse retina 

between PR-PR, HC-HC, BC-BC, AII AC- AII AC, RGC-RGC, RGC-AC and AII AC- cone 

BC. HC-HC are connected by Cx50 (Dorgau et al., 2015) or Cx57 (Hombach et al., 2004), 

Cx45 is expressed in RGC and AII AC connection, while the majority of the electrical 

couplings involve Cx36.  

Gap junctions are important in mediating the properties of retina from many levels. PRs use 

gap junctions to pool up signals at night and extend the functional range for both rods and 

cones (Trenholm and Awatramani, 2015). Gap junctions between ACs and BCs pass the rod-

driven signal to the cone pathway. Neurons connected with gap junctions can easily form a 

synchronized network activity since they are physically connected together. The HC-HC 

network greatly increase the receptive field of a HC and thus can regulated much broader 

range of PRs (Xin and Bloomfield, 1999a; Shelley et al., 2006). The AII-AII network was 

found very likely to be the source of oscillation activity in the photoreceptor degenerative 

retina (Choi et al., 2014b; Margolis et al., 2014; Trenholm and Awatramani, 2015; Zeck, 

2016). The coupled ON direction-selective RGCs show synchronous activity and are able to 

detect the direction of moving objects (Ackert et al., 2006)  

The coupling strength between gap junctions is mediated by many different factors, such as 

circadian rhythm (Jin et al., 2015), background illumination (Bloomfield and Volgyi, 2004, 

2009), dopamine level (Lasater, 1987; Kothmann et al., 2009) or nitric oxide (Patel et al., 

2006). For example, the couplings between AII ACs are the strongest at twilight and decrease 

when the level of light either increase or decrease. Thus, the coupling strength is dynamic and 

always adapt to the environment at the moment.  
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Figure 1.8: Gap junction network in the mammalian retina. The diagram represents an 

overview of the gap junctions between retinal neurons. Springs in the figure mark gap 

junctions. Electrical coupling can be found in between the same cell type like PR-PR (rod-

rod, cone-cone, rod-cone), HC-HC, AII-AII, BC-BC and RGC-RGC. AII ACs connect to ON BCs 

via gap junctions to pass the rod signals. RGCs connect to their neighbor ACs to make 

indirect couplings with other RGCs and results in synchronous spiking activity. More 

details in the text. Source: (Trenholm and Awatramani, 2017) 
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1.8. Dynamic receptive field of RGCs   

Though the excitatory center- inhibitory surround has been the rule of thumb for receptive 

field for retinal neurons, reviewed in Wienbar and Schwartz, 2018 has shown that retinal 

neurons can be activated by stimulus outside classical receptive field as well (Wienbar and 

Schwartz, 2018).  

For instance, Mani and Schwartz found one type of RGC in mouse retina called ON delayed 

RGC responded to stimulus far outside their dendrites and respond earlier when they were 

stimulated with a bigger diameter spot, opposite to the expectation of inhibitory surround 

effect (Figure 1.9A). They found further that the distant activation was due to the disinhibition 

effect, which means the AC that inhibits the BC was inhibited by other long range ACs (Mani 

and Schwartz, 2017). Other examples like J-RGCs, found by Kim et al., showed polarity 

change when the size of the stimulus change (Kim et al., 2008). The polarity change was also 

observed in other RGC types (Sw1-, Sw2-, and Sw3-RGCs), who switch polarity preference 

in a luminance dependent manner (Pearson and Kerschensteiner, 2015).  

When stimulated with dynamic stimuli, RGCs show two different computations co-existed 

within the same population for central (inside receptive field) and distal (outside receptive 

field) stimuli. Deny et al. discovered that RGCs could be activated by distal stimulus, but the 

response was suppressed when a stimulus appears inside the receptive field of the cell (Figure 

1.9C). They further found out that the distal activation was by the disinhibition of glycinergic 

ACs by distant wide-range GABAergic ACs (Deny et al., 2017). 

Remote modulation of RGCs was not only observed in mice, but also in cats (Passaglia et al., 

2001; Passaglia et al., 2009), salamander (Olveczky et al., 2003) and rabbit (Chiao and 

Masland, 2003) retinas. Studies have found that it is important for the RGCs to detect global 

image motion moving in a different trajectory to the center receptive field in order to identify 

the moving objects in a stationary scene. Grating patterns moved outside the classical 

receptive field suppressed the activity of RGCs when it was coherent with the stimulus within 

the receptive field. The antagonistic effect was diminished with the blockage of glycine 

receptors by applying strychnine and was most likely driven by ACs. 

These studies provided strong evidences for the importance and complexity of non-classical 

activations, which involve the sophisticated modulations of the lateral inhibition or 

disinhibition. 
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Figure 1.9: Non-classical receptive field of RGCs. Several studies showed the atypical receptive 

field responses of RGCs. (A) The latency of ON delayed RGC response decreased as the 

stimulus size increased. (B) J-RGCs showed different polarities at different stimulus sizes. (C) 

RGCs respond to distal stimulus, but when the central and distal stimuli were presented 

together, the distal response was suppressed. Figures adopted from A: Mani and Schwartz, 

2017, B: Kim et al., 2008, C: Deny et al. ,2017. 
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1.9. Aim of the thesis 

To investigate the non-classical remote activation of retinal neurons, mainly in BCs and 

RGCs discussed in the previous section, I proposed a methodological approach by adapting 

retinal vertical slice onto the high-density Complementary Metal-Oxide-Semiconductor-based 

microelectrode array (CMOS MEA) (Bertotti et al., 2014) to study signal processing across 

different layers using electrical imaging (Zeck et al., 2017) over large areas (1 mm2) at high 

temporal (milliseconds) and spatial resolution (micrometer). 

By imagining the propagation of local field potentials (LFP) in vertical retinal slices upon 

well-defined local light stimuli with different background conditions and comparing them to 

ganglion cell recordings in flat-mount configuration, the light conditions that would stimulate 

remote RGCs could be identified and potential mechanisms could be investigated. 

Instead of focusing on the stimulus-induced activity change in one or few very specific cell 

types to reveal the microscopic circuitry and the underlying signal processing mechanisms, 

the addressed approach would offer the macroscopic understanding of how the different 

retinal layers contribute to signal processing on a global scale. 
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Chapter 

2. Materials and Methods 

 

 

2.1. Animals 

The mouse has been a very promising animal model for retina or brain researches, as it is 

close to human compare to other non-mammalian models like flies or zebrafish. The well-

developed genetic tools offer many possibilities to study disease models as well as functions 

of certain gene or protein that the other mammalian models don’t have. In this study, healthy 

and Cx36 knock-out adult mice from one of the most common model C57BL/6J background 

at aged between 1-7 months of either sex were used. Cx36 knock-out mice were kindly 

offered by lab of Prof. Dr. Karin Dedek (Meyer et al., 2014; Tetenborg et al., 2019). All of the 

animals were housed in a 12 h day-night rhythm. Mice were dark adapted for at least 1 hr 

prior to experiments, anesthetized with CO2 and euthanized by cervical dislocation.  

All procedures were approved by the animal use committee of the Natural and Medical 

Science Institute at the University Tübingen and performed in compliance with the ARVO 

statement for the use of animals in Ophthalmic and Visual Research. Protocols compliant with 

§ 4 paragraph 3 of the German law on animal protection were reviewed and approved by the 

Regierungspräsidium Tübingen (AZ 35/9185.82-7). All efforts were made to minimize the 

number of animals. 
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2.2. Retina Dissection 

Eyes were removed and immediately transferred to carboxygenated (95 % O2 and 5 % CO2) 

Ames’ medium (23 mM NaHCO3, A1420, Merck KGaA (Sigma Aldrich)) after cervical 

dislocation. Isolated eyes were both hemisected in glass petri-dish with surgical scissor under 

a dissecting microscope illuminated with dim red light (long-pass filter > 640 nm). The 

hemisected eye cup was further cut into half or 1/3 with blade in slice or flatmount 

preparation respectively. The remaining eye was kept in the carboxygenated Ames’ medium 

in room temperature until used. The retina was carefully detached from the retinal pigment 

epithelium layer and the vitreous body was removed thoroughly with fine tweezers. To this 

step, the retina was ready for further preparation. The whole procedure was performed at 

room temperature in carboxygenated Ames’ medium under dim red light.    

 

2.3. Retinal slice preparation 

A 35 mm petri dish with half filled, solidified 4 % low-melting agarose gel (6351.5, Carl 

Roth, Germany) was prepared before retinal dissection. The isolated retina was transferred 

onto the top of the solidified low-melting agarose gel with RGCs side up, then the excess 

Ames’ medium was removed to flatten the retina. 37 °C, 4 % low-melting agarose gel was 

gently poured into the petri dish to embed the retina. The petri dish with retina was 

immediately transferred on ice for 1 min for the newly added gel to solidify (Figure 2.1 A). 

Afterwards, the agarose gel block with retina was trimmed into a proper size and glued onto 

the vibratome specimen disc with histoacryl (1050052, B. Braun, Germany). A similar size of 

5 % broad range agarose gel block (T846.2, Carl Roth) was glued on the same specimen disc 

right against the gel block with retina (Figure 2.1 B). The additional gel block offered a 

support to the embedded retina and the gel so it did not detach easily from the specimen disc 

from the force from slicing. The specimen disc was placed into the buffer tray and filled with 

cooled (around 10 ℃), carboxygenated Ames’ medium. The buffer tray was placed into the 

vibratome (VT1200 S vibrating blade microtome, Leica) with the retina facing the blade 

(Figure 2.1 C). The flatmount retina was sliced into 500 µm thick of slices with razor blade 

(Extra Double Edge Safety Razor Blades, Derby) vibrating in 0.01 mm/s speed and 0.25 mm 

amplitude (Figure 2.1 D). The cut slices were collected from the buffer tray and kept in Ames’ 

medium on 37 °C water bath with continuous carboxygenation until used. 
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Figure 2.1: Pictures of slice preparation. (A) Side view of dissected retina embedded in the 4% 

low-melting agarose gel. (B) A 5 % broad range agarose gel block glued right next to the gel 

block with retina on the specimen disc. (C) Flat-mount retina with gel blocks in buffer tray 

filled with Ames’ medium on vibratome. (D) Sliced retinal slice (500 µm thick).   
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2.4. The CMOS MEA 5000 system 

Both RGC spiking activity as well as LFPs from retinal neurons were recorded from the high-

density Complementary Metal-Oxide-Semiconductor-based microelectrode array (CMOS 

MEA) (CMOS-MEA5000-System, Multi Channel Systems MCS GmbH, Reutlingen, 

Germany)(Bertotti et al., 2014). The system allowed recording from 4225 (65 x 65) electrodes 

in 1 mm2 along with 1024 (32 x 32) stimulation sites at the sampling rate up to 25 kHz. Each 

electrode is 8 µm in diameter with 16 µm distance between the center of each electrode. The 

electrodes are made of TiN and the whole surface of the chip is covered with a thin layer of 

Zr/TiO2 as a protection to the underlying circuitry. The interface-board connected the 

recording computer and the headstage. The gold pins on headstage made contacts to the chip 

and send the recorded data through the interface board to the recording computer (Figure 2.2). 

The headstage is equipped with a temperature control, which was set to 36 ℃ during the 

whole recording.  

 

Figure 2.2: Components of CMOS 5000 system.  Top: Interface-board, middle: Headstage with 

a mounted chip bottom: CMOS-MEA chip. Source: Multi Channel Systems MCS GmbH  
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2.5. Interfacing retinal tissues to the CMOS MEA  

2.5.1. Preparation of right-angle (45 degree) mirror 

To prevent the light from directly stimulating the light-sensitive CMOS MEA and to be able 

to stimulate on the PR side of the vertical slice, a 3 mm mirror (#49-405, Edmund Optics, 

Germany) was adapted onto the CMOS MEA outside the recording area (Figure 2.3) to reflect 

the light stimulus from the objective to the vertical slice. The mirror needed to be 

preprocessed first to ensure the fix position during the whole experiment. To make a 

removable yet stable mirror, a 20 µm thick silicone sticker (SILPURAN ®  Film 2030, 

Wacker Chemie AG, Germany) was attached to the bottom of the mirror with the following 

procedure. The surfaces of the mirror and silicone sticker were cleaned with isopropanol and 

dried with N2 gas. The mirror and the silicone sticker were carefully placed into a plasma 

cleaner for 1 min at medium level. Afterwards, the mirror was immediately attached onto the 

silicone sticker. Note that there should not be any dust or air bubble in between. The mirror 

with silicone sticker were kept in a clean container overnight for the covalent bonds to form. 

The sticker is later trimmed to the same size as the bottom of the mirror with a surgical blade.  

 

Figure 2.3: A CMOS MEA with a right-angle mirror adapted on top. The mirror was 

preprocessed with a thin 20 µm silicone layer at the bottom and placed right next to the 

sensor array (white arrow). Scale bar: 1 cm. 
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2.5.2. Interfacing vertical slices to the CMOS MEA    

The CMOS MEAs were first cleaned with 5%, 80 °C Tickopur R60 (Dr. H. Stamm GmbH, 

Germany). After rinsing with bidistilled water, the right-angle mirror which was preprocessed 

a silicone layer was attached to the surface of CMOS MEA outside the recording area. The 

CMOS MEA surface was then coated with poly-L-lysine hydrobromide (PLL) solution until 

used (1 mg/ml in bidistilled water, 150 kDa molecular weight; Sigma Aldrich, Germany). 

Prior to retinal interfacing, the CMOS MEA was rinsed with Ames’ medium to remove the 

unbounded PLL. The gel embedded retinal slice was trimmed into proper size (remove 

additional gel, note that the slice should not be cut) and placed onto the coated CMOS MEA 

with the cutting side. The PR side was faced to the mirror (Figure 2.4A). A small amount (30-

50 µL) of 37 ℃, 4 % low-melting agarose gel was dropped on top of the positioned retinal 

slice and let solidified to ensure the position of retinal slice during the whole recording. The 

CMOS MEA chamber was filled up with Ames’s medium and placed into the headstage 

(Figure 2.4B). 

  

Figure 2.4: Retinal slice interfaced to CMOS MEA. (A) Top view of a vertical slice adapting to 

CMOS MEA with a positioned right-angle mirror. The black area at the center is the 1 mm2 

recording area. Scale bar: 1 mm. (B) Picture of adapted retinal slice on CMOS MEA in the 

headstage ready for recording. The perfusion inlet and outlet make sure the slice was 

constantly perfused with fresh carboxygenated Ames’ medium. Note that the Ag/ AgCl 

reference electrode must be immersed in the medium the whole time.   

A B 
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2.5.3. Interfacing flat-mount retina to the CMOS MEA    

Generally, for flatmount recordings, the CMOS MEAs were cleaned and coated as mentioned 

above. After removal of vitreous body, the retina was placed carefully onto the CMOS MEA 

sensory area with RGC side down (Figure 2.5). However, if there was too much curvature of 

the retina, flatten the retina properly on the CMOS MEA could be very difficult. In this case, 

the following method would be applied. The sensory area of CMOS MEA was cleaned as 

mentioned above, then coated with 1 µL of Cell-Tak (354240, Corning BV Life Sciences) and 

let air-dry. After removal of vitreous body, the retina was placed PR side and flatten on a 

membrane filter (Merke, Millipore, HABP02500). The membrane and retina were transferred 

together carefully RGC side down (Chiao et al., 2020) onto the CMOS MEA. The membrane 

filter was removed and Ames’ medium was added immediately to the MEA chamber. Note 

that with the second method, any adjustment of the position of the retina after placement 

should be avoided. The retinas were constantly perfused with carboxygenated Ames’ medium 

at 33-35 °C. Both retinal slice and flatmount were kept in the recording chamber for at least 

30 min before the beginning of recording to ensure stable neural activity. The retinal activities 

were recorded with 20 kHz sampling rate. 

       

Figure 2.5: A flat-mount retina on recording area of CMOS MEA. Picture of a flat-mount retina 

adapting to the CMOS MEA. The gray area at the center is the 1 mm2 recording area. Scale 

bar: 1 mm. 
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2.6. Optical Stimulation 

2.6.1. Stimulation hardware 

The CoolLED pE-4000 system (CoolLED Ltd., Andover, UK) was the light-source in this 

study. The system provides light at 16 different wavelengths in the range from 365 nm to 770 

nm (wavelength spectrum shown in Figure 2.7). In this study, 490 nm wavelength (full-width 

half maximum= 28 nm) was used for light stimulation and 740 nm wavelength (full-width 

half maximum= 35 nm) was used to illuminate the retinal slice and the sensor array of the 

CMOS MEA for positioning (Figure 2.7).  

The CoolLED pE-4000 system composition with the µ-Matrix DMD (Rapp OptoElectronic 

GmbH, Germany) were used to provide light stimuli to the retinal tissues (Figure 2.8). The µ-

Matrix DMD together with its own software allow users to customize the given stimuli. More 

detail in the coming section.  

 

 

Figure 2.6: Wavelength spectrums of CoolLED system. Source: CoolLED Ltd. 

The CoolLED system provided 16 different wavelengths in 4 channels, with 4 choices of 

wavelengths within each channel. In this study, only the 490 nm and 740 nm were used. 
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Figure 2.7: Vertical slice on CMOS MEA illuminated with 740 nm red light.  

Left: Top view of the retinal slice of a CMOS MEA illuminated with 740 nm. The 740 nm was 

used to make sure of the position and focus of the given stimulus without bleaching the 

retina. Scale bar: 200 µm. Right: Zoom in view of the sensory area of a CMOS MEA. Scale bar: 

20 µm.  

 

 

 Figure 2.8: Illustration of the beam-path for the µ-Matrix DMD. The light-source for the µ-

Matrix system is provided from CoolLED pE- 4000 systems. The light was transmitted to the μ-

Matrix module via glass-fiber and illuminates the DMD-chip. Reflected light then passed the 

imaging optics and exited to μ-Matrix module and entered the microscope’s beam-path by 

mirrors placed in the adapter box. The light was then focused by an objective onto the 

sample.  Reflected light was collected by a CCD-camera mounted on top of the microscope. 

Retinal slice 

CMOS MEA 

Recording electrode 

Stimulation electrode 
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After confirming the position of the retinal sample, the µ-Matrix DMD was used in 

composition to provide spatially confined stimuli to the retina. Stimuli can be configured 

directly on the image acquired with red light (as in Figure 2.7) or with customized 

implemented images in the corresponding software tool. Source: Adapted from Rapp 

OptoElectronic GmbH. 

 

2.6.2. Light stimulation of retinal slice via 45 degree right-angle mirror 

Figure 2.9A summarizes the experimental design of the light stimulation on to retinal slice via 

a right-angle mirror with a schematic figure. In the retinal slice preparation, the relative 

position of the slice and of the mirror was first located with 740 nm light source, then the 

focus was adjusted to acquire the image of the PR layer reflected from the mirror (Figure 2.9 

B.C). The light stimulation areas were selected precisely with the software in µ-Matrix system 

and the light stimulus was projected onto the PRs via the mirror (Figure 2.9D). 

The light stimulation protocol is schematically shown in Figure 2.9E. Combinations from two 

stimulus sizes (small field :100 x 30 µm2 and global field: 1000 x 300 µm2) and two light 

intensities (light stimulus :107 R* rod-1 s-1 and background :105 R* rod-1 s-1) form the three 

stimuli used for this study. (1) “local background”: a small field light stimulus projected onto 

a same size local background (2) “global background”: a small field light stimulus projected 

onto a global background (3) full field stimulus: global field stimulus projected onto a global 

field background. Short light pulses of 10 ms, 20 ms, 40 ms, 80 ms, 160 ms and 320 ms were 

given after 2 sec of the adaptation with 1 sec interval in between each pulse onto the PR layer. 

Each stimulus duration was repeated 12 times. 

For flat-mount retina stimulation, the same three stimuli were applied directly without a mirror 

to the PRs through a 5X objective (LMPlanFl, 5X/0.13, Olympus) of an upright microscope 

(BX50WI, Olympus) 
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Figure 2.9:  Experimental setup and light stimulation protocol (A) Schematic description of the 

experiments investigating signal propagation in retinal layers of a vertical slice. Light was 

projected through a microscope objective onto a 45° right angle mirror, which stimulated the 

photoreceptor layer. (B) Photograph showing the slice interfaced to the 1mm2 sensor surface 

of a CMOS MEA (marked by blue square). The mirror was visible on the right. (Ci) Photograph 

taken through the microscope objective focused on the sensor surface. (Cii) Photograph taken 

through the microscope objective focused on the mirror. The photoreceptor layer with 

scattered black retinal pigment epithelial cells (black spots) was visible. (D) Zoomed image 

onto the micro-mirror with the light stimulus overlaid. The light stimulus area was 100 x 30 

µm2. (E) Description of the three light stimuli: Local background stimulus: 100 x 30 µm2 light 

stimulus on a same size background (100 x 30 µm2). Global background stimulation: 100 x 30 

µm2 light stimulus on a global background (1000 x 300 µm2). Full field stimulus: 1000 x 300 

µm2 light stimulus on a same size background (1000 x 300 µm2). Right hand side shows time 
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sequence of common to the three light stimuli with various durations (10 – 320 ms) 

interleaved by 1 second long background stimuli.  

 

 

2.7. Pharmacological treatment 

All drugs were carboxygenated and bath applied through perfusion for at least fifteen minutes 

before recordings. The following drug concentrations were used (in µM): 50 DNQX ( 6,7-

Dinitroquinoxaline-2,3-dione, 0189, Tocris Bioscience, Bristol, UK ), 50 DL-AP5 (DL-2-

Amino-5-phosphonopentanoic acid sodium salt, 3693, Tocris Bioscience), 20 L-AP4 (L-2-

amino-4-phosphonobutyric acid, 0103, Tocris Bioscience), 50 TPMPA ( (1,2,5,6-

Tetrahydropyridin-4-yl) methylphosphinic acid, 1040, Tocris Bioscience), 50 SR95531 (6-

Imino-3-(4-methoxyphenyl)-1(6H)-pyridazinebutanoic acid hydrobromide, 1262, Tocris 

Bioscience), 5 Strychnine (S8753, Sigma-Aldrich), 100 MFA (meclofenamic acid, M4531, 

Sigma-Aldrich). 

 

2.8. Fluorescent dye staining and imaging 

The slices were stained with Hoechst 33258 (10 µg/ml, H3569, ThermoFisher) to visualize the 

retinal layers of vertical slices (Figure 3.1 and 3.2).  The slices were stained in the CMOS 

MEA chamber with carboxygenated Ames’ medium for 1 hr in room temperature.  

Propidium iodide (PI, Sigma (Merck) was used to confirm the damage caused by the slicing 

procedure (Figure 3.1). PI (200μg-ml) was applied to the Ames’s medium for 30 min at room 

temperature. 

Both stainings were imaged with confocal microscope (Cell Observer, Zeiss, Germany). 
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2.9. Data Analysis- Vertical retinal slices 

2.9.1. Reconstruction of electrical images 

Each dataset was averaged using 12 repeats of the stimulus and afterwards smoothened by 3rd 

degree Savitzky-Golay filter.  For each slice sample, the light response from 160 ms full filed 

stimulus (electrical image, i.e. Figure 2.10B and Figure 3.2C) was used as a standard image 

for fitting. Bresenham’s line algorithm (Figure 2.10A) was applied for the reconstruction of 

the curved slices. More specifically, points at edge of the slices were manually selected from 

the standard image (Figure 2.10B). Then the coordinates from the selected points were fitted 

with a circle. The curved images were reconstructed into straight images by considering that 

electrodes pass by the same radius belong to the same column in the straightened image using 

Bresenham’s line algorithm. Though there could be some missing electrodes due to the 

reconstruction, most of the electrodes covered by the slices were kept (Figure 2.10C). The 

straightened images were used for further analysis.  

 

 

            

Figure 2.10: Reconstruction of curved slice electrical image with Bresenham's line 

algorithm. (A) Illustration of the Bresenham's line algorithm. Each grid corresponds to a 

certain coordination. The colored grids are those points to form the close approximation to 
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the black straight line.  (B) The standard image from 160 ms full field stimulus was used for the 

determination of the individual slice curvature. Blue crosses represent the manually selected 

points along the edge of the depolarizing light response. This edge is considered having the 

same curvature of the slice. (C) The selected points in (B) were used to fit a circle (black line). 

Electrodes form the closest approximation to the same radius are then reconstructed into the 

same column. Black circles mark the electrodes that were selected in the reconstruction, 

showing that the reconstruction of the slice would not lead to serious loss of electrodes. See 

also Figure 3.2 for straightened slice image. 

 

 

2.9.2. Light responses detection 

Averaged voltage signals 200 ms before light onset were considered as baseline. An electrode 

was considered as detecting a light response if the maximum depolarizing voltage is greater 

than 15 standard deviations from the baseline signal. If an electrode recorded light response 

with the mentioned standard, the electrode was considered here as an active electrode (Figure 

3.2A). For measuring signal propagation distance, the furthest two active electrodes along x-

axis in a straightened image were first measured. Assuming that the signals always propagated 

symmetrically to both sides, the measured value was divided by two to represent the distance 

to the stimulus center. The amplitude of the light response was defined as the maximum 

recorded voltage amplitude. Peak latency was defined as the latency to reach the 80 percent of 

the maximum voltage amplitude. The offset latency was defined as when the recorded voltage 

reached the half of the maximum amplitude at the repolarization phase (Figure 3.2A, B, 

timepoints 2,3,4).   

 

2.9.3. Linear function fitting 

The peak latency and offset latency were fitted with linear functions to obtain the kinetic of 

the light response. Since the signal collected in INL seemed to be the key to answer the 

hypothesis (see result section 3.7), only the peak latency and offset latency from INL were 

kept (Figure 2.11 top). Then the latencies from the same column (3-4 electrodes) were 

averaged (take the INL as one thin layer). From each slice under each stimulus background 

and duration, the data of either peak latency or offset latency to distance (from the center of 
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stimulus) were calculated. Then a generalized Gaussian distribution as below was fitted to the 

traces. An optimal beta value was used for different conditions. 

 

𝐺(𝑥; 𝛽) =
exp(−|𝑥|𝛽)

2Γ(1 + 1
𝛽⁄ )

 

 

β =3.6 for peak latency of control and MFA group, β =2.5 for peak latency of Cx36 knock-out 

group, β =6.7 for offset latency of control, MFA and Cx36 knock-out groups. After 

confirming β for the different conditions, only the linear functions to the group of 160 ms 

duration was used because of best fitting results. Only the samples that showed a high fit 

quality (r-square > 0.65) were included into the results. After fitting, the mean ± 1.5 standard 

deviation distance was taken as the proximal (central) area, where there was an obvious 

turning point for the latency. The electrodes located further as distal area for each individual 

slice (Figure 2.11). Linear functions are then fitted to the proximal and distal points 

separately.  

 

Figure 2.11: Exemplary scatter plot overlayed with the fitted curve. Top: Heatmaps of active 

electrodes color code with peak latency in different retinal layers with 160 ms light stimulus. 

Only the active electrodes from INL were used for the fitting (the gray area covers the 

excluded active electrodes). Bottom: Each point from scatter plot represents the averaged 
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peak latency to distance from electrodes in the same column. Peak latencies to distance 

collected from INL in single slice can be fitted with a normalized Gaussian distribution. The 

same Gaussian distribution was fitting to all slices,  the area from stimulus center to distance 

of 1.5 standard deviation was considered as proximal area (blue), the further area was 

considered as distal area (red) for each individual slice. 

 

2.9.4. Statistical Analysis 

Significance tests were performed with Wilcoxon rank-sum test. 

The analysis of vertical slices including statistical analysis (Wilcoxon rank-sum test) was 

performed using custom-written Matlab code (MathWorks Inc., Natick, MA). 

 

 

2.10. Data Analysis- Flat-mount retina 

2.10.1. Spike sorting  

All the recordings were first processed using a 100 Hz high pass filter and a 3k Hz low pass 

filter, then spike sorted using the default setting of CMOS-MEA-Tool software (Multichannel 

Systems MCS GmbH, Reutlingen, Germany). The sorting software first assigned connected 

electrodes whose signal to noise ratio passes certain threshold into different regions of interest 

(ROI). Second step is to identify different units within the same ROI. Because of the high 

density of the CMOS MEA electrodes, single RGC usually occupy multiple electrodes, 

likewise, one single electrode could also record multiple RGCs because of the cell density. 

The software then extracted signals based on a convoluted independent component analysis 

algorithm. Afterwards, redundancy removal would be performed to exclude the highly similar 

units within 33 µm radius (Leibig et al., 2016). After spike sorting, all the units were manually 

confirmed again in case there is any high noise electrodes mistaken as a spiking RGC included 

into the results. Timestamps of the spiking activity was saved for further analysis.  

 

2.10.2. Light response detection in RGCs 

The 12 light stimulation repeats were saved in 12 individual recordings and went through 

spike sorting independently to avoid generating one single long recording that would overload 

the spike sorting process. Due to the sorting algorithm, the same cell might be detected in 
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slightly different positions. In order to make sure the units from each individual file were from 

the same RGC, the positions of the units as well as the waveforms of the action potentials 

(Figure 2.12) were compared. The process sequence is presented in the flow chart below 

(Figure 2.13). In brief, the RGC that located on the same electrode in different files was 

considered as the same RGC. If the RGC jittered in between different recordings, then the 

averaged waveform of the action potentials would be used to clarify the identity of a RGC. 

Then the RGCs were ordered by the distance to the center of light stimulus. The spiking of 

RGCs was displayed as raster plot. For robust light response detection, spike number 200 ms 

before and after light onset for 12 repeats were compared and a paired student t test was 

performed to decide the significance of the change. When the spiking activities were 

significantly different (p<0.05), either increase or decrease, the RGC was considered to have a 

robust light response. The latency of the first spike was considered as the latency of a RGC’s 

light response.   

 

 

      

 

Figure 2.12: Waveforms of action potentials from different RGCs. Examples of identified action 

potentials from two RGCs (black lines) from the noise (gray lines). The waveforms of the RGCs 

could be used to differentiate closely located RGCs.   
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Figure 2.13: Flow chart of identifying the same RGC in different recording files. Detected 

spiking units from different recording files were assigned to the same RGC based on the 

location and waveform of a unit.   
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Chapter  

3. Results 

 

The results of this chapter largely correspond to a manuscript accepted for publication at 

"Frontiers in Neuroscience" 

 

3.1. Viability of retinal slices 

One important concern from this experimental method was that the contact surface of the 

retinal slice to the CMOS MEA might be extensively damaged by the cutting procedure. To 

confirm the viability of the retinal slices, the cell impermeable fluorescent nuclear dye 

propidium iodide (PI) was used to stain the damaged cells. Since PI is not permeant to live 

cells, it can only bind to the nucleic acid when a cell membrane is perforated or dead. The 

retinal slice was double stained with PI and Hoechst 33258 for 30 min in Ames’ medium in 

room temperature right after slicing, then immediately imaged with confocal microscopy 

(Figure 3.1). Some cells from INL and GCL could be stained with PI, while very few of the 

PRs were damaged from the cutting. This difference might be that the missing dendritic tree 

in PRs make them easier to fell off when they are damaged compare to the retinal neurons in 

INL and GCL, which have broad dendrites and form tight connections with the remaining 

intact cells.  

Although there was certain level of cell damage, the majority of the cells remained unstained 

and light responses (local field potential) from the remaining cells could still be recorded.  
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Figure 3.1: Cell damage of the slicing procedure. (A) Double staining of PI (red) and Hoechst 

33258 (blue). Red fluorescence shows the damage cells after cutting. The image shows that 

some cells at the cutting surface were damaged, however a larger portion of the cells stayed 

unstained by PI. (B) Zoom in view from the white box in (A). 
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3.2. Electrical imaging the signal propagation in vertical slices 

To investigate light-induced signal propagation across and within different retinal layers, the 

sliced retina was placed onto the CMOS MEA in a vertical fashion (Figure 2.9).  After light 

stimulation was projected onto the PR layer via a mirror, the light induced LFP from the slices 

was recorded (Figure 3.2A). Electrical recording by all electrodes is visualized in a color 

code. Here, positive extracellular voltages, which indicate cell hyperpolarization, are coded in 

red, while negative extracellular voltages that indicate cell depolarization are coded in blue. 

This process of visualizing signal propagation via voltage changes over time is called 

electrical imaging (Figure  3.2B, (Zeck et al., 2017)). In figure 3.2B, five instances in time as 

demonstration were selected: light onset (1), depolarizing phase (2), peak of depolarization 

(3), repolarizing (4) and finishing (5). Among the five instances, the voltage at time points (2), 

(3) and (4) were used for quantifying the recorded signals and their dynamics (definition 

given in the Method section – 2.9.2 Light responses detection).  

It is important for this study to confirm that the recorded LFPs induced by light stimulation 

match the slice dimension. The slice was therefore stained using Hoechst nuclear staining and 

overlaid with the color-coded voltage signal induced by light (Figure 3.2C). The three major 

retinal layers are clearly visible and allow matching the recorded voltages. To quantify signal 

propagation, electrical images from the curved slices were reconstructed and straightened 

(Figure 3.2D, see section 2.9.1 for reconstruction method). After straightening, each column 

of electrodes represents a functional unit including all cell layers from PRs to RGCs. The 

vertical signal transduction pathway within one column was revealed after a stimulus was 

given (Figure 3.2E). Notably, signals underneath the photoreceptor layer showed a positive 

polarity, while below the other layers negative extracellular voltages were detected. 

This result was expected, considering that light onset hyperpolarizes PRs and horizontal cells 

and depolarizes the majority of all other retinal cells. It also proved that the light induced 

voltage changes can be assigned broadly to the photoreceptor layer or the inner retinal layers. 

The positive extracellular potentials could also be from the return currents from bipolar cell 

dendrites, nevertheless, it did not affect the following analysis. In the following, the negative 

voltage deflections (depolarizing signal) were focused to study the signal propagation in 

lateral direction in the retinal slice. A threshold for the recorded LFP on each individual 

electrode was introduced. An electrode was only evaluated if exceeded the threshold (Figure 

3.2A, see Method section for definition). Electrodes recording supra-threshold signals are 

referred to as an active electrode in the following. 
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Using the presented methodology, the signal propagation for different light stimuli was 

analyzed and presented in the following sections. 

 

Figure 3.2: Electrical imaging the light-induced activity in a vertical slice. (A) Voltage traces of 

light-induced activity from 160 ms on local background stimulation. Three recorded traces 

from electrodes represent (i) active electrode whose amplitude passes its threshold (black 

dash line) and (ii) not active electrode which though detects depolarizing signal, but the 

amplitude is not strong enough to pass the threshold (blue dash line) and (iii) an electrode ~ 

250 μm from the slice, showing that light stimulus via mirror does not cause artifact on the 

CMOS MEA. The electrode positions (i)-(iii) are marked in panel (D). (B) Exemplary electrical 
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images at five timepoints marked in (A). Timepoints of 2,3 and 4 are used in further analysis 

for peak latency, amplitude and offset latency respectively. (C) Overlay of Hoechst 33258 

nuclear dye staining and electrical image with 160 ms full field light stimulus. Nuclear dye 

staining revealed the three major cell layers (ONL, INL, GCL) that matched to physiological 

recording. (D) The reconstructed straightened vertical slice of an electrical image from 

timepoint 3 in (B). Three arrows point to the electrode recorded traces in (A). Yellow box 

stands for the light stimulus area. (E) Extracellular voltage recorded by 13 electrodes arranged 

along one column under the slice (marked with blue rectangle in (D)), covering a distance of ~ 

200 µm. The yellow bar indicates light stimulus. Scale bars in (B – D): 200 µm.   
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3.2.1. Light artifact on CMOS MEA 

Study has shown that CMOS MEAs are light sensitive for blue light (Bertotti et al., 2014), 

therefore one might concern that the recorded LFP is simply light artifact instead of cell 

response. As a matter of fact, the 45 degree mirror was specifically applied for this study to 

prevent the light from falling on to the CMOS sensor array and therefore avoided the 

contamination of the artifact signal. Some evidences are provided in this section to clarify that 

no light artefacts were being recorded under the experimental conditions used here.  

First, if the light stimulus was directly given from top of the slice without the 45 degree 

mirror, artifact from light could be detected with the same polarity of depolarizing cells, but 

only at the area with no retinal tissue (Figure 3.3). Note that the light intensity used here was 

about 6-7 times higher than in this study, therefore the artifact caused by the stimulus from 

this study could not have been so strong as shown in Figure 3.3. The area which is roughly at 

the PR layer remained hyperpolarized even a strong light stimulus was given. 

Second, the depolarizing signal propagation area (Figure 3.3 middle) matches the area of the 

retinal slice (Figure 3.3 left). If it would have been light artifact, it would not be restricted to 

the retinal slice but a much broader area. 

Third, after applying metabotropic glutamate receptor agonist L-AP4, the light response at the 

slice area was abolished, yet the negative extracellular voltages caused by light artifact 

remained, suggesting that the abolished signal was originated from the cellular responses. 

When the light stimulus was given via the mirror, the light artifact shown in figure 3.3 could 

not be observed on the electrical image (Figure 3.2). The electrode away from the slice 

showed no light response as well (Figure 3.2 A and D). These evidences support that the LFPs 

recorded in this study were from the retinal neurons instead of light artifact. 

 

Figure 3.3: Examples of electrical imaging with light artifact. (A) A top view of the retinal slice 

on a CMOS MEA. The white rectangle marks the area where the 10 ms, 490 nm light stimulus 

B A A 
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with intensity of ~ 107 R* rod-1 s-1 was directly given from top without a mirror. Scale bar: 200 

µm. (B) Electrical images of the peak latency instances of light-induced retinal activity in the 

slice together with light artifact on the MEA. In addition to the LFP from the slice, a negative 

voltage fluctuation evoked by the light artifact (indicated by the arrow) could be recorded at 

the area that was not covered by the retinal slice. L-AP4 was applied to further distinguish 

neural activity from light artifact. When stimulated in the control condition (left), the 

depolarization from the retinal neurons and light artifact both could be clearly seen. After 

applying L-AP4 (right), the depolarization from the slice could barely be recorded, leaving the 

negative voltage fluctuation from the artifact. This result proved that the LFP from the slice 

was not affected by the light artifact. 
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3.3. Signal propagation in a retinal slice depends on duration and 

background of the activating light stimulus  

Next, the signal propagation using the active electrodes was evaluated under three different 

light stimulus conditions: (1) stimulus presented on a local background, (2) stimulus presented 

on a global background that activates the inhibitory surround to the small field stimulus and 

(3) a full field stimulus served as control to confirm homogenous attachment and extracellular 

recording of the slice on the electrode array (Figure 2.9E). 

In the first experiment, the signal propagation upon presentation of local light stimuli of six 

different durations were investigated. Interestingly, not only the signals propagated much 

further in lateral direction than the size of the stimulus, the propagation distance was also 

stimulus duration dependent (Figure 3.4A, D). As the stimulus duration increased from 10 ms 

to 320 ms, the mean propagation distance increased from 233 to 607 μm (n=13 slices) and 

saturated after a certain distance (around 600 μm). The saturation most likely occurred 

because the signal had reached the border of the electrodes array (~ 500 μm from stimulus 

center). Note that the slice curvature allows for measurement of maximal propagation distance 

larger than 500 μm. However, for longer stimuli like 160 and 320 ms, the size of the sensor 

array could lead to an underestimation of the real propagation distance. 

To further investigate if the wide lateral signal propagation would be suppressed by surround 

inhibition, a global, low intensity background stimulus was provided onto the small field 

stimulation. Indeed, the light-induced extracellular signal was restricted to smaller areas, with 

mean distances of 85 μm when stimulated with 10 ms light pulse and 460 μm when stimulated 

with 320 ms light pulse (Figure 3.4B, D, n=9 slices). The propagation distance was 

significantly smaller under global background illumination compared to local background 

illumination, irrespective of the stimulus duration (Wilcoxon rank-sum test). Two effects shall 

be distinguished here: (1) the propagation distance reduced significantly compared to the local 

background condition, however (2) the trend of increasing propagation distance with 

increasing stimulus duration remained. The last result indicates that the duration dependent 

effect of lateral signal propagation is independent of the stimulus background. 

To confirm whether the observed effect of stimulus duration dependent propagation was 

caused by different signal amplitudes, the raw traces from one active electrode right at the 

downstream of the stimulus area from different stimulus durations were examined (Figure 

3.4E). The light evoked similar voltages except for 10 ms, showing that the duration doesn’t 
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affect the voltage intensity of the light-induced responses. This result fits the patch-clamp 

recording of light response in BCs in the previous literature (Euler and Masland, 2000).  

When the entire slice was stimulated with the full field stimulation, the signal was detected 

over a distance of between 605 to 620 μm (n=13 slices) regardless of the stimulus duration, 

which corresponds to the maximum distance of the electrodes covered by slices (Figure 3.4C, 

D).  

The reduced propagation distance in global background condition as compared to local 

background condition may also be explained by a reduced signal amplitude. The signals 

recorded from three electrodes underneath the stimulus from three different stimulus 

conditions (all from 160 ms stimulus duration) show different signal amplitudes (Figure 3.4F). 

The fact that the signal has highest amplitude when stimulated by local background and lowest 

when stimulated with global background suggests that the central amplitude was inhibited by 

activation of inhibitory surround. When a full-field stimulus was applied, the reduced 

amplitude as compared to local stimulus on local background strengthens the hypothesis of 

recruitment of the inhibitors surround. However, full-field stimulus also activated more cells 

than local stimulus because of a bigger stimulus size, the signal amplitude was therefore 

higher than in the global background condition. 

These results suggest that global background stimuli not only reduced the amplitude of 

stimulated activity, but also reduced the distance signal propagated laterally. Lateral signal 

propagation distance was duration dependent regardless of background stimulus. This may 

imply that the further the depolarizing retinal cells are located from the stimulus, the longer 

stimulus durations are required to activate these cells. Both findings may have implications on 

the spiking activity of RGCs. 
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Figure 3.4: The signal propagation distance increases with stimulation duration. (A-C) 

Heatmaps show active electrodes for different stimulus durations. Stimulus durations range 

between 10 ms (left) to 320 ms (right). The heatmap color represents the amplitude of the 

extracellular peak voltage. Yellow boxes mark the light stimulus. Size of the light stimulus: 100 

µm wide / 30 µm high. (A) local background stimulus (B) global background stimulus (C) full 

field stimulus. (D) The signal propagation distance for different light stimulus conditions. The 

distance increases with stimulation duration for both local (n=13 slices) and global 

background stimuli (n=9 slices). For all stimulus durations, signal propagated significantly 

further under lobal background (no surround inhibition) than for global background (with 

surround inhibition). Significance test were performed with Wilcoxon rank-sum test. **: 

P<0.01; ***: P<0.001. Under full field stimulation (n =13 slices, black symbols) there was no 

difference between stimulus durations. (E) Extracellular voltages recoded from an electrode 

locates downstream of the local stimulus with local background from different stimulus 
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durations. Stimulation duration did not affect the voltage amplitude but only the duration of 

the responses except for 10 ms. The arrow in the insert points to the electrode for which the 

signals are shown. (F) Overlaid extracellular voltages recoded from three electrodes right 

downstream of stimulus area with local background (blue lines), global background (red lines) 

and full field stimuli (green). Yellow box represents the 160 ms light pulse. The voltage 

decreased when stimulated with global background or with full field stimulus, suggesting the 

recruitment of inhibitory input. The insert shows the average peak amplitude over distance 

from stimulus center for local background stimulus, global background and full field stimulus. 
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3.4. Remote modulation of light-induced RGC activity depends on 

stimulus duration and background 

The results obtained in the vertical slice raised the question if increasing the duration of a 

spatially localized light stimulus affects the spiking activity from more distal RGCs in both 

local and global background stimulus conditions. To answer the question, the same light 

stimuli (Figure 2.9E) were repeated using flat-mount retinas. A representative raster plot 

showing the spiking activity of 153 identified RGCs from a single flat-mount retina to twelve 

repeats of each stimulus duration is shown in Figure 3.5A. In the local background condition, 

more than half of the RGCs located within 400 µm from the stimulus were light responsive 

regardless of the stimulus duration. A 10 ms stimulus failed to evoke light responses in more 

than half of the RGCs located further than 400 µm from the stimulus. At a distance larger than 

600 µm, only the stimuli longer than 160 ms were able to evoke light responses in the majority 

of RGCs (Figure 3.5A, B).  

This result showed that for a local stimulus without a global background, the further the RGC 

was located from the light stimulus, the longer stimuli were required to evoke light responses. 

This fits qualitatively with the previous finding on the vertical slice and suggests that the LFP 

propagation distance translated into spiking activity of RGCs at remote stimulus locations. 

(The increase in light response ratio for long stimuli at distances further 1000 µm from 

stimulus center (Figure 3.5B) is caused by the low number of detected cells and may not have 

any mechanistic basis.) 

When an additional global background stimulus was presented, only nearby RGCs were 

activated. The raster plot of the spiking activity from 126 RGCs spiking to twelve repeats 

identified in one retina exemplifies this finding (Figure 3.6A, same retina as in Figure 3.5A). 

Within 200 µm distance, more than half of all recorded RGCs showed a robust light response 

irrespective of the stimulus duration (Figure 3.6B). However, longer stimuli such as 160 ms or 

320 ms failed to evoke robust light response in most of the RGCs located further than 200 µm 

away.  

This result differs from the previous finding in vertical slice that the propagation distance 

increases with the stimulation duration regardless of the background illumination. I therefore 

hypothesize that the lateral propagation analyzed and presented in Figure 3.4 does not reach 

the RGC layer. To address this, the signal propagation of the vertical slice needed to be 

analyzed in more detail. 
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Figure 3.5: Duration dependent remote activation in RGCs from local light background 

stimulus. (A) Raster plot of RGCs from one flat-mount retina stimulated with local stimuli 

of different durations on a local background. Y-axis marks the number of cells in one 

retina, each cell was stimulated 12 times. The color codes for the distance of the RGC from 

the local stimulus. Most of the RGCs located close to the stimulus (blue-green area) were 

activated by all stimulus durations, while RGCs located at far distance (orange-red area) 

only responded to relatively longer stimuli. (B) Ratio of RGCs with robust light response for 



Results 

 

 

 59 

different stimulus durations on local background versus distance to stimulus center (n = 

385 RGCs from 3 retinas).  

 

 

Figure 3.6: Remote activation in RGCs from local light stimulus is background and duration 

dependent. (A) Rasterplot of RGCs from the same flat-mount retina shown in (Figure 3.5A) 

with stimulation on a global background. Most RGCs located close to the light stimulus 

showed light responses, while those located distally were not activated. Color bar marks 

A 

B 



Results 

 

 

 60 

the distance of the RGC from stimulus center. (B) Similar evaluation as in (Figure 3.5B) for 

stimulation on global background. Few RGCs located further than 200 µm away from 

stimulus showed robust light response (n = 281 RGCs from 3 retinas).   
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3.4.1. Stimulus duration and background dependent spiking activity in the RGC 

layer remained after excluding the potential amacrine cells 

In the RGC layer, almost 60 % of the somata are occupied by more than 10 different types of 

displaced amacrine cell (Perez De Sevilla Muller et al., 2007). These ACs in the RGC layer 

also fire action potentials but do not have long axons to project to the brain. Therefore, there 

are always chances that the spiking activity recorded from RGC layer is from an amacrine cell 

instead of a RGC. To make sure ACs did not dominate the observed phenomenon above, 

spikes from each recorded cell were averaged to reveal the propagation of action potential. 

When the axon is close enough to the recording electrode, action potential propagation 

through the axon can easily be electrically imaged (Stutzki et al., 2014) (Figure 3.7A). Those 

cells that only show activity at the soma could be either an AC or a RGC whose axon is not 

detectable (Figure 3.7B). After keeping only the cells whose axon could be electrically imaged 

(62/153 cells), the raster plots (Figure 3.8) showed exactly the same trend as when all cells 

were considered (Figure 3.5 and 3.6), proving that the stimulus duration and background 

dependent light response persist in RGCs. 

 

          

Figure 3.7 Amplitude color- coded footprints of neurons recorded at RGC layer. The square 

areas are the sensor arrays of the CMOS MEA. (A) Footprint of a cell with a visible axon. (B) 

Footprint of a cell without a visible axon.  
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Figure 3.8: Background and duration dependent remote activation of spiking activity in the 

RGC layer remained when cells without axons were excluded. (A) Raster plot of RGCs from the 

global background stimulation 
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same retina as in figure 3.5A but exclude those whose axons cannot be electrically imaged (as 

in Figure 3.7B). The retina was stimulated by different durations of stimuli with local 

background. Y-axis stands for the number of cells and the color codes for the distance of the 

RGC from the local stimulus. The duration dependent activation tendency remained as in 

figure 3.5A. (B) Same flat-mount retina sample shown in A and in figure 3.6A with global 

background stimulus. Most of the RGCs locate relatively close to the light stimulus show light 

responses, but not from those who locate distal from light stimulus. 
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3.5. Distance dependent light response latency in RGCs  

Last result showed the activation of distal RGCs was affected by the stimulus duration, what 

about the light response latency of RGCs? Was it also stimulus duration or distance 

dependent?  

First, the histograms of latency from ON RGCs stimulated by different duration were 

examined (Figure 3.9). The latency was defined as the time of first spike after light on. The 

spike numbers were binned with 50 ms. Most of the RGCs have latencies between 20-100 ms 

with varieties. There are no obvious differences between different stimulus durations, with the 

mean latency between 55-63 ms for all six durations.  

 

Figure 3.9: Mean latency of the ON RGCs in different stimulus durations for flat-mount 

recording. Histograms show light responsive ON RGCs latency vs distance distribution in 

different stimulus duration under local background stimulation. Most of the RGCs have the 

latencies between 20-100 ms. The average latency for each duration are 10 ms= 55.1 ± 26.7; 

20 ms= 57.7 ± 28.9; 40 ms= 58.5 ± 26.5; 80 ms= 63.3 ± 31.8; 160 ms= 58.7 ± 27.9; 320 ms= 

60.6 ± 28.5. unit= ms. Mean ± SD. n=158 cells from 3 retinas.  
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However, when the distance factor was included into consideration, tendency of increased 

latency by distance was revealed (Figure 3.10). For all stimulus durations, the ON response 

latency increase as the RGC located more distal from the center of stimulation.  

This result shows that the further the cell was located from the center of stimulus, the longer it 

took to be activated, suggesting certain level of circuits modulation was involved. 

 

Figure 3.10: Scatter plots of first spike latency vs distance in ON RGCs in local background 

stimulation with different stimulus durations. The lines are the linear regression fittings of the 

scatter plots. The response latency increases with the distance from the stimulus center in all 

stimulus durations. 
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3.6. Electrical imaging signal propagation in different retinal layers  

The lateral signal propagation over a long distance in the vertical slice was detected (Figure 

3.4) but failed to confirm the result at the level of RGC spiking activity (Figure 3.5 and 3.6), 

one possibility would be that the propagated signal detect in slices did not travel to RGC 

layer, but stayed in INL or IPL instead. 

To verify the assumption, the electrical imaging results from vertical slice recordings were re-

analyzed by assigning the active electrodes to different retinal layers.  

 

 

3.6.1. Assignment of retinal layers to the electrical images of vertical slices  

Considering that each slice has a slightly different thickness, the layers were assigned by the 

relative position of the electrode to the corresponding depth of the slice. The layers were 

assingned based on the study of Ferguson, L.R., et al. (Ferguson et al., 2013) . The retinal 

layers were divided as follows: the OPL occupies 18 % of the slice; the inner nuclear layer 

(INL) 26 % and the rest of 56 % is assigned to IPL+GCL. The last three rows (48 µm) were 

further selected from IPL+GCL and assigned them to GCL only. This tentative separation may 

contain sublamina 5 of IPL, which cannot be resolved here.  

There are few concernes why the Hoechst staining from this study was not used as the 

assignment of the layers directly. 1. The Hoechst staining only exist for a subset of 

experiments. 2. It was only possible to stain and image the very top surface of the slice 

(opposite of the recording side). Therefore, there might be misalignment from the imaging 

side and the recording side. 3. The top surface of the slices were not always in a good shape 

after long recording, making the confirmation of the layers very difficult. 4. The sample size 

is very limited. 

To make sure the the results from the literature can be adapted to this study, the comparisons 

from both studies were down below. 

Based on nuclear staining of the cell layers (Figure 3.11), a subset of slices (n =5) were 

evaluated and the thicknesses of OPL, INL and IPL+GCL were measured. The division was 

calculated by the mean value of 10 manually chosen thicknesses and measured using ImageJ 

software (NIH, Bethesda, MD, USA).  
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Figure 3.11:  Hoechst staining of vertical slice to image the retinal layers. The thicknesses of 

the layers were further measured with imageJ. 

The thicknesses from both studies are shown in the table below. 

Thickness 

(µm±sd) 
OPL INL IPL+GCL 

Sample 

number 

This study 10.17 ± 1.46 19.01 ± 4.44 52.43 ± 4.98 5 

Ferguson et al. 19.22 ± 4.34 27.82 ± 4.04 59.62 ± 6.66 30 

 

From this table, it is clear that the slice thickness from the measurement in this study is 

thinner than Ferguson et al. This may due to the differences of in vivo (Ferguson et al.) and in 

vitro (This study). The thicknesses can be translated into the percentages of occupancies as in 

the table below. 

Thickness in % OPL INL IPL+GCL 

This study 0.13 0.23 0.64 

Ferguson et al. 0.18 0.26 0.56 

 

Although the occupancy percentages from images of staining (OPL: 13%, INL: 23%, 

IPL+GCL:64%) was slightly different from Ferguson et al., it would only be minor differences 

when translated into the numbers of electrodes. If considered that the majority of the slices 

cover between 10-12 electrode rows, there will be only ± 1 electrode difference for the 

assignment to each layer. To avoid evaluating layers covering only one electrode row (ex: the 

OPL for slices with 10 electrodes thickness), the Ferguson suggestion was therefore kept. 

ONL INL GCL 
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3.6.2. Confirmation of the cell layer assignment with pharmacological 

treatments 

After assigning the layers to the slices, the accuracy must be confirmed. The most direct way 

is to check the activity changes in different layers after pharmacological treatments. By 

blocking glutamate receptors, signal transduction to certain layers would be blocked. By 

blocking inhibitory receptors, enhancement of the signal amplitude shall be observed. 

BCs send signals to RGCs via iGluRs, therefore if the receptors were blocked, the signal 

would stay at INL and thus the signal intensity in the IPL should be strongly reduced. The 

electrical imaging showed indeed, the signal amplitude was reduced from 0.5 mV to 0.13mV 

(averaged amplitude of 10 active electrodes from IPL right underneath the stimulus center) 

after the application of DNQX and AP5 (Figure 3.12).  

Inhibitory ACs release GABAs and glycine to inhibit BCs, RGCs and ACs. By adding GABA 

receptor antagonists TPMPA(GABAA) and SR95531(GABAC), the signal amplitude in the 

IPL should increase because of the removal of inhibition. The recording showed just as 

expected, the intensity of the signal in the IPL was increased from 0.5 mV to 0.63mV 

(averaged amplitude of 10 active electrodes from IPL right underneath the stimulus center) 

after blocking GABAA and GABAC receptors (Figure 3.12). 

The above results confirmed that the assignment to the retinal layers can be trusted. The 

signal propagation in different layers were investigated in the following paragraphs.  
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Figure 3.12: Light responses modified by pharmacological treatments in a retinal slice. Left: 

Heatmaps of light response signal amplitudes across different layers when stimulated with 

160 ms light on local background in control condition (top), with DNQX and AP5 (middle) and 

with TPMPA and SR95531 (bottom). Color bars correspond to the same color bars at the 

right-hand side, which label their layers. Yellow boxes represent the given light stimulus (100 

µm x 30 µm). Right: Signal traces averaged by 12 repeats from one column of electrodes right 

below the light stimulus.     
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3.6.3. Stimulation on global background prevents signal propagation to the 

ganglion cell layer in the distal area 

When the layer separation following Ferguson et al. was applied to the electrical slice images, 

the distances signal propagated in different layers were revealed. The signals propagated from 

INL to GCL homogeneously with full field stimulus (Figure 3.13C) and was slightly 

decreased in the GCL for local background stimulation (Figure 3.13A). For a local light 

stimulus on a global background however, distal signals were mainly detected in the INL but 

not in the GCL (Figure 3.13B). Cumulative distribution diagrams were used here to present 

the homogeneity of signal propagation in different retinal layers (Figure 3.13D-F). If the 

signal propagated homogeneously through the lateral and vertical directions, then the number 

of active electrodes in INL and in GCL shall be similar; otherwise if signals were confined to 

INL and did not propagate to GCL, a clear difference can be expected. The example diagrams 

(Figure 3.13D-F) comprise the cumulative number of active electrodes in different retinal 

layers from all the recorded slices (13 from local background and full field, 9 from global 

background) stimulated with 160 ms light pulse. The signal traveled 86 % further in INL than 

in GCL under global background simulus (312 µm in INL and 168 µm in GCL, Figure 

3.13E), as compared to only 12 % under local background stimulus (408 µm in INL and 364 

µm in GCL, Figure 3.12D) and almost no change under full field stimulus (456 µm in INL 

and 470 µm in GCL, Figure 3.13F). The same conclusion can be obtained by examining the 

lateral signal propagation distances in different layers separately: the signal in INL propagated 

significantly further than in the GCL upon stimulation with a global background for all 

stimulus durations (n=9 slices). For local background or full field stimulus conditions, 

differences of propagation distances in INL and GCL showed no significance (Figure 3.13G-

I, n=13 slices). These results explain why RGC activity at remote distance (> 200 µm) could 

not be recorded from the stimulus if a global background was presented (Figure 3.6).  
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Figure 3.13: Signal propagation in INL and GCL in three light stimulus conditions. (A-C) 

Heatmaps show active electrodes from 160 ms light-induced field potential labeled with 

different retinal layers. Heatmap color codes for the maximum extracellular voltage. A: local 

background stimulation B: global background stimulation C: full field stimulation. Yellow 

boxes mark the stimulus position and size (100 µm x 30 µm in (A) and (B)). (D-F) Cumulative 

distribution diagrams from three different stimuli. Diagrams present the normalized active 

electrodes number to distance from stimulus in different retinal layers under 160 ms light 

stimulus D: local background stimulus E: global background stimulus F: full field stimulus. 

Numbers labeled at INL (blue dash lines) and GCL (green dash lines) mark the 80 % limit in the 

distribution as benchmark distances to avoid the misjudgment of the propagation by outlier 

electrodes.  (G) Boxplot of signal propagation distance under local background stimulus 

measured in whole slice (black), INL (red) and GCL (purple). The signal propagation distances 

in INL and GCL show no significant difference in any of the stimulus duration. Each symbol in 

the box plots represents the result from one slice under the specified condition. (H) Same as 
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(G) for global background stimulus. The signal propagation distances are significantly larger in 

INL than in GCL. (I) Same as (G) for full field stimulus, signal propagation distances are similar 

regardless of measuring from whole slice, INL or GCL. Significance tests were performed with 

Wilcoxon rank-sum test. *: P<0.05; **: P<0.01. 

 

The failure of LFP propagation to the RGC layer under global background condition may be 

explained by the low peak amplitudes in the INL. To understand if the signal amplitude in 

INL would affect the signal detection in the GCL, the average peak voltage amplitudes in INL 

under the two stimulus conditions (local background and global background) were compared. 

The peak amplitude decreased with distance for local background stimulus. The same trend 

was observed for the small field stimulus on global background albeit with a smaller starting 

amplitude (Figure 3.14). 

Indeed, when relating the peak amplitude in the INL to the peak amplitude in the GCL from 

the same column under local and global background stimuli, a positive linear correlation was 

detected (average corr coeff  = 0.81 and 0.79 for local and global background stimuli 

respectively, n = 9 slices), suggesting that signal amplitude in the GCL was highly correlated 

to the amplitude in the INL (Figure 3.15 A-B). On the other hand, there was little correlation 

under full field stimulation (average corr coeff = 0.4, n = 9 slices, Figure 3.15C).   

By considering electrodes not covered by the slice (i.e. electrode (iii) in Figure 3.2A), the 

basic noise level with “amplitudes” below ~ 50 µV was obtained (Figure 3.15D). When 

comparing the signal amplitudes in INL under local background and global background 

stimuli, more electrodes covered by the slice detected signals below 50 µV in the global 

background stimulus condition and thus did not pass the threshold for being considered as an 

active electrode (Figure 3.16).  

These evidences suggest that local background stimulation could evoke higher signal 

amplitude, therefore more electrodes would detect signals higher than ~ 50 µV as compared to 

the global background condition, resulting in a longer signal propagation distance. 



Results 

 

 

 73 

 

 

Figure 3.14: Stimulus background condition affects the peak amplitude of extracellular signals 

but not the decaying tendency. (A) Averaged peak amplitude versus distance recorded in INL 

under local and global background stimulus conditions. Local background stimulus evoked 

higher amplitude than global background stimulus. In both conditions the amplitude 

decreased with distance from stimulus center.  (B) The normalized signal amplitudes show 

that the tendency for amplitude decrease by distance was irrelevant to background condition. 

This indicates that the diminished distal GCL activity in the global background condition was 

relevant to the evoked amplitude in INL. 
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Figure 3.15: Scatter plots of averaged peak amplitudes in INL vs averaged peak amplitudes in 

GCL from the same column from one single slice. Box plots at the right bottom corner show 

the correlation coefficient values from 9 slices in different light stimulation conditions. In both 

local and global background stimuli (upper subplots), the signal amplitudes in GCL were 

positively correlated with the signal recorded in the INL (r = 0.81 ± 0.12 for local background; r 

= 0.79 ± 0.06 for global background, r= correlation coefficient). This indicates that upon 

stimulation with localized light the signal amplitude in the GCL was highly correlated with the 

signal amplitude from its upstream INL. When stimulated with full field stimulation, the 

correlation decreases to r= 0.4 ± 0.24. When two rows of electrode covered no retinal slice 

were selected, the correlation and signal amplitude were both very low (r =0.26). 
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Figure 3.16:  Scatter plots of averaged peak amplitudes in INL vs averaged peak amplitudes in 

GCL from active electrodes. Blue dots represent electrodes that were not considered as active 

electrodes, red dots stand for active electrodes. This figure shows that though the low 

amplitude signals might be missed by the “active electrode” threshold, however, the scatter 

plot patterns of non-active electrodes in local and global background stimulation conditions 

(blue dots) are very similar to the pattern recorded outside the retinal slice (“ no-slice area”). 

This figure strongly suggests that the threshold used in this study was reasonable.  
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3.7. Kinetics in proximal and distal area 

Although the separation in individual layers (Figure 3.13) explained the finding in the flat-

mount retina (Figure 3.5 and 3.6), it remained unclear which retinal circuitries might be 

involved for this effect. Therefore, the kinetics of the light responses were investigated by 

using the peak latencies and the offset latencies of the extracellular voltages from the recorded 

signals (Figure 3.2A, for definitions see section 2.9.2). 

Heatmaps of peak latency and offset latency from local (Figure 3.17A-B) and global 

background (Figure 3.18A-B) stimuli both showed two very different kinetics from proximal 

and distal areas relatively to the light stimulus, with a short onset latency yet late offset 

latency at the proximal area and the opposite at the distal area.  

To further define the proximal and distal area, the peak latency and offset latency from each 

electrode in only the INL were extracted. Latency versus distance was fitted using a 

normalized Gaussian distribution (see Method section 2.9.3) to the same slices analyzed in 

Figure 3.13. The division of proximal and distal area was set at the standard deviation = 1.5. 

The average proximal sizes were 255 µm and 299 µm measured from stimulus center for peak 

latency and offset latency in the local background stimulus (Figure 3.17, n=13 slices), and 221 

µm and 283 µm for peak latency and offset latency respectively in the global background 

stimulus (Figure 3.18, n=9 slices). 

After identifying proximal and distal areas, linear regressions were fitted to the data in the 

respective areas separately and obtained two distinct slopes that indicate the signal 

propagation velocities in both local (Figure 3.17C-D) and global background (Figure 3.18C-

D) stimuli. The slopes showed two phases of the signal propagation: (1) a first phase with low 

propagation speed (“slow phase”) confined to the proximal area and (2) a second phase with 

high propagation speed (“fast phase”) which occured in the distal area. 

For the peak latency, the slopes at the slow phases of local and global background stimuli are 

0.21 and 0.23 respectively, translating to the signal propagation speed of 4.8 µm / ms and 4.3 

µm / ms respectively. For the fast phase, slopes are 0.05 and 0.03 from local and global 

background stimuli respectively, translating to a propagation speed of 20 µm / ms and 33 µm / 

ms. The most likely candidate for the fast signal propagation may be gap junctions. In a flat-

mount preparation, gap-junction mediated propagation of field potentials has been estimated to 

propagate with velocities between 5 - 20 µm / ms (Menzler and Zeck, 2011).  
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The separation of signal propagation in two phases was clearly seen in the offset latency as 

well: the slopes of -0.59 and -0.58 in the proximal area and 0.01 and -0.02 in the distal area 

under local and global background stimuli respectively suggested that there are two signal 

transduction mechanisms in the slices.  

The analysis of signal kinetics showed that the INL received and processed signals from 

upstream even though the signals were not always transduced to the GCL, and that the light 

responses in proximal and distal areas were mediated by two different, slow and fast 

mechanisms. In the following the hypothesis that the fast signaling within the INL was 

mediated by gap junctions was investigated.   

 

 

Figure 3.17: Proximal and distal areas show two different light response kinetics-local 

background stimulation. (A-B) Heatmaps of active electrodes color code with peak latency (A) 

and offset latency (B) in different retinal layers with 160 ms light stimulus. Yellow boxes mark 

the stimulus size (30 x 100 µm2) and position. (C-D) Scatter plots show latency versus distance 

to stimulus of active electrodes in INL from multiple slices overlay with fitted linear 

regression. C: peak latency D: offset latency. Points in two areas were fitted with linear 

regressions separately. Boxplots in each subplot show the averaged distances for proximal 

areas. Average distances for individual plots are 255 µm (C), 299 µm (D). 
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Figure 3.18: Proximal and distal areas show two different light response kinetics-global 

background stimulation. (A-B) Heatmaps of active electrodes color code with peak latency (A) 

and offset latency (B) in different retinal layers with 160 ms light stimulus. Yellow boxes mark 

the stimulus size (30 x 100 µm2) and position. (C-D) Scatter plots of latency versus distance to 

stimulus from active electrodes in INL from multiple slices overlay with fitted linear 

regression. C: peak latency D: offset latency. Points in two areas were fitted with linear 

regression separately. Boxplots in each subplot show the averaged distances for proximal 

areas. Average distance for individual plots are 221 µm (C) and 283 µm (D). 
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3.8. The fast phase of signal propagation in the INL is mediated by gap 

junctions 

The previous results showed that the light response recorded in slices could be divided into 

two different phases, with a fast phase potentially mediated by gap junctions. To test this 

hypothesis, MFA (100 µM) was applied to block gap junctions. After MFA application, the 

propagation distance in INL decreased in both local and global background stimulus 

conditions (n=7 slices from 7 animals). Color-coded peak latency heatmaps show the effect 

for a local background stimulus with reduced signal propagation distance (Figure 3.19A, B). 

The same effect was shown when the stimulus was provided on a global background (Figure 

3.19E, F), indicating that gap junctions indeed mediated the recorded lateral signal 

propagation. 

Among all gap junctions, Connexin 36 (Cx36) is the most commonly encountered one and 

plays an important role in the retina (Veruki et al., 2010; Trenholm and Awatramani, 2017). 

Therefore, it is important to know if and how Cx36 itself would already affect the lateral 

signal propagation. To answer this question, the same stimuli were applied to slices obtained 

from Cx36 knockout (Cx36 KO) mice (Meyer et al., 2014; Tetenborg et al., 2019) that were 

kindly offered by the lab of Prof. Dr. Karin Dedek. The signal propagation distances in the 

Cx36 KO slices for both local and global background stimuli for all durations significantly 

decreased in most cases (Figure 3.20C, G, L and M, n=5 slices from 3 animals). The full field 

stimulus on both MFA applied (n=7 slices) or Cx36 KO slices (n=5 slices) showed almost no 

difference to the propagation distance, proving that the decrease is not caused by any 

preparation artifact (Figure 3.20D, H and N). The cumulative distribution diagrams upon 160 

ms light stimulus from Cx36 KO slices once again show the loss of active electrodes at the 

distal area after the loss function of Cx36 gap junctions (Figure 3.20I-K). These results 

suggested that when the retina is stimulated with light, the lateral signal transduction in the 

INL is strongly dependent on the gap junctions, predominately from Cx36.  
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Figure 3.19: Blockage of gap junctions inhibits the lateral signal propagation. (A-H) Heatmaps 

of active electrodes color coded with peak latency in different retinal layers stimulated with 

160 ms light pulse. A: local background stimulus B: local background stimulus + MFA (100µM) 

C: local background stimulus from Cx36 KO slice D: full field stimulus E: global background 

stimulus F: global background stimulus + MFA G: global background stimulus from Cx36 KO 

slice H: full field stimulus from Cx36 KO slice. Yellow boxes mark the stimulus positions. (I-K) 

Overlayed cumulative distribution diagrams from Cx36 KO slices (saturate color) with WT 
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control slices (transparent color) under three different stimuli. Diagrams present the 

normalized active electrodes number to distance from stimulus in different retinal layers with 

160 ms of light stimulus. I: local background stimulus J: global background stimulus K: full field 

stimulus. (L) Boxplot of signal propagation distances under local background stimulus 

measured in INL with control (black), +MFA (red) and Cx36 KO (purple). The signal 

propagation distances after adding MFA or from Cx36 KO slice reduced significantly in most of 

the stimulus durations. Each symbol represents the result from one slice under the specified 

condition. (M) Same as (L) for global background stimulus. The signal propagation distances 

decreased after adding MFA or from Cx36 KO slice compare to the control group. (N) Same as 

(L) for full field stimulus, signal propagation distances were similar regardless of measuring 

from control, MFA or Cx36 KO slices. Significance test were performed with Wilcoxon rank-

sum test. *: P<0.05; **: P<0.01; ***: P<0.001. 
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Chapter  

4. Discussion 

 

4.1. Long-range lateral signal transduction  

The first interesting result refers to the wide propagation of light-induced signals in vertical 

slices, which extended by far the classical receptive field center of BCs (Berntson and Taylor, 

2000) or RGCs (Farrow and Masland, 2011; Baden et al., 2016).  

For stimulation on local background or full field stimulation, the signals traveled to RGC 

layer, indicating that the signals recorded in INL were very likely the mixture of BCs and 

ACs, since BCs are the only cell type in INL that give excitatory input to RGCs. In the 

condition with local stimulus on a global background, the signals did not travel to RGC layer 

at the distal area, suggesting that the signal recorded at distal area was most likely attributed to 

ACs. Even there could be contribution from the excitatory postsynaptic potential from BCs, it 

would be minor because the amplitude was not even enough to evoke RGC spiking activity. 

The failure to evoke distal RGC spiking activity was most probably related to the low LFP 

peak amplitudes under this experimental condition (Figure 3.16). 

Previous studies showed that the responses of BCs (Franke et al., 2017) and of RGCs 

(Sagdullaev and McCall, 2005) decrease when stimulated with large spots as compared to 

small spot stimulation (i.e. the size of central stimulation). The results from this study are in 

line with these reports that when an inhibitory background illumination was applied (the 

global background), the light response amplitude decreased (Figure 3.4F). One possible 

explanation could be that the lateral inhibition from the horizontal cells. In this preparation 

however, it was not possible to evaluate the contribution from horizontal cells because they 
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locate at the transition of the LFP polarity change (from hyperpolarization to depolarization) 

and therefore the positive and negative signals were easily cancelled out. With illumination on 

global background, signal propagation was restricted in the RGC layer to the proximal area 

(Figure 3.6 and 3.13). One recent study showed that central stimulation suppresses the distal 

ganglion cell population response as evaluated in flat-mounted retina (Deny et al., 2017). This 

explains why when there was a global background illumination, the RGCs at the distal area 

were unable to be activated. To the distal cells, their central receptive field was already 

activated by the background illumination. Therefore they were not able to respond to the 

small field stimulation, which would be the distal stimulation from the distal cells’ 

perspective.   

However, signal propagation in INL was always detected regardless of the background 

condition (Figure 3.13). After blocking gap junctions or by measuring Cx36 knock out mice 

significantly reduced the lateral propagation distance. This implies that Cx36 is involved in the 

mechanism and plays an important role in the lateral signal propagation (Figure 3.19).  

Cx36 gap junction couplings are known to express between PRs in OPL and between All-BC, 

All-All, GC-AC and GC-GC in the IPL (Bloomfield and Volgyi, 2009; Trenholm and 

Awatramani, 2017). The short-range gap junction couplings between cones have been found to 

improve the contrast sensitivity by increasing the signal to noise ratio at the cost of losing 

some visual acuity by 0.5 cone diameters (DeVries et al., 2002). However, 0.5 cone diameters 

would not explain the far distance of signal propagation observed from the experiments in this 

study.  

The results of reduced signal propagation were restricted to the INL, therefore most likely to 

be mediated by Cx36 between All-BC, All-All or GC-AC. In whole mount preparations, 

lateral signal propagation has been reported upon blocking inhibition to BCs (Toychiev et al., 

2013), the propagation was also abolished by blocking gap junctions. The underlying 

mechanisms reported here and by Toychiev et al. appear similar: inhibition restricts the gap-

junction mediated tangential signal propagation. The explanation of gap junctions in the INL 

being the main driver for the fast signal propagation phase implies that light-induced signals 

require to be processed by bipolar cells first. This leads to a constant time delay to the fast 

signal transduction phase (Figure 3.17C and 3.18C). Gap junctional couplings have been 

reported across species with different expression patterns (Kovacs-Oller et al., 2017). Further 

examination of this hypothesis may therefore involve interspecies comparison.    
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All ACs function over 6-7 log units of intensity (Xin and Bloomfield, 1999b), though the most 

well-known function of AII ACs is to convey the light-induced signal from rod pathway to 

cone BCs and RGCs under scotopic light intensity, evidences in mice (Pang et al., 2007), 

rabbit (Bloomfield et al., 1997) and primate (Strettoi et al., 2018) have shown that All ACs 

also work at photopic range of light. Since signal propagation through gap junctions is 

bidirectional (Veruki et al., 2010), All ACs could be activated with photopic stimulation via 

the activation of ON-cone BCs (Manookin et al., 2008; van Wyk et al., 2009; Hartveit and 

Veruki, 2012). The All - ON CBC - All network has been reported in the photoreceptor 

degenerated retina (Margolis et al., 2014; Trenholm and Awatramani, 2015), proving their 

strong connectivity. It would be reasonable to hypothesize that the long-range field potentials 

originate from the local stimulation of cones. These cones activate the ON-cone BCs in the 

central area, which further activate the connected All ACs. Because these All ACs are 

connected to further cone BCs, a network activation and thus longer distance of signal 

propagation is conceivable (Figure 4.1A).  

 

4.2. Inhibitory network in the inner retina under different light 

conditions 

The results obtained from stimulation on global background showed that though signals didn’t 

propagate to RGC layer, depolarizing activity in the INL could still be recorded.  

Previous studies have shown that the concept of receptive field may be much more complex 

than the classical center-surround concept. OFF RGCs respond to distal stimuli by the 

disinhibition of glycinergic ACs via GABAergic ACs (Deny et al., 2017). Large field light 

stimulation was found to suppress BC inhibition with serial connections between inhibitory 

ACs. More specifically, wide-field GABAergic ACs disinhibit BCs via inhibiting GABAergic 

ACs through GABAA receptors (Eggers and Lukasiewicz, 2010). On the other hand, 

disinhibition of the GABAergic network by glycinergic ACs was also reported (Franke et al., 

2017). Crossover inhibition among ACs showed the complex modulation of inhibitory input to 

BCs (Molnar and Werblin, 2007; Hsueh et al., 2008).  

The main difference between the two stimuli investigated here in depth (i.e. stimulus with 

local or global background) is that local stimulation would only stimulate small field ACs 

which are involve in local inhibitory circuitries. Global background includes the activation 

wide-field ACs that provide GABAergic input to BCs axon terminals (Franke and Baden, 
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2017) and inhibit BCs activity. When using full field strong stimulus instead of low intensity 

global background, the BCs depolarization overcame the inhibitory input and activated the 

downstream RGCs. The proposed signaling based on the results is summarized in Figure 4.1. 

Even though wide-field stimulation was found to activate serial connections and further 

suppresses the inhibitory postsynaptic currents in BCs (Eggers and Lukasiewicz, 2010), results 

from this study (Figure 3.4) and previous reports (Franke et al., 2017) both showed that the 

inhibition is much stronger than the disinhibition effect, eventually causing the decrease of 

BCs response. 
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Figure 4.1: Summary of light-induced signal transduction pathways under different conditions. 

Different colors represent for level of activity. Gray: no activation. Light yellow: weak 

activation. Dark yellow: medium activation. Orange-red: strong activation.  

(A) A local stimulus strongly activates the central photoreceptors, which excite the synaptically 

connected BCs. The BCs activate All amacrine cells via gap junctions, eventually forming a 

network activation. Small field ACs may also be activated by the local light stimulus and give a 

weak inhibitory input to the BCs. The network in the inner retina leads to a broad activation of 

remote RGCs. 

(B) Weak activation of all photoreceptors by a weak global background in addition to the 

strong activation of central photoreceptors by a local stimulus. Except local circuitries, the 

wide-field inhibitory ACs are also recruited by the global background, weakening the 

responses of BCs and RGCs activated by the strong local stimulus. 

(C) Full field stimulation activates all photoreceptors underneath the stimulus area and also 

their downstream BCs. In this case, all the excitatory and inhibitory retinal networks are 

activated, with excitation being stronger than inhibition. 

(D) Reduction of gap junctional coupling leads to a local activation of PRs and BCs, but not to a 

wide network activation. Therefore, the activities only stay at very restricted area.           
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4.3. Stimulus-Duration dependent signal propagation  

In all of the results from slices, one phenomenon that was independent from background 

condition or drug application was the stimulus-dependent signal propagation. The longer the 

stimulation, the further the LFP propagated. Patch clamp recording from BCs showed that 

only the light intensity but not the duration changes the amplitude or latency of the 

transmembrane voltage (Euler and Masland, 2000). This is in line with the recordings in slice, 

where except for the very short stimuli (10 ms duration), all other stimuli evoked extracellular 

signals with very similar amplitude and latency (Figure 3.4E). Therefore, the duration 

dependent effect was not caused by the decay of the extracellular voltage from cells at the 

light stimulus.  

Signals recorded by distal electrodes implies that more depolarizing cells were activated by 

longer stimuli. While very short light pulses could simply seem like noisy signals to the retina, 

longer stimulus not only could mean more important signal but also more chances for post 

synaptic cells to get enough input from their dendrites and send signals to their further 

downstream. Note that the longest duration used here was 320 ms, therefore it was not in the 

same range for adaptation (seconds to minutes).  

Increasing the activated area and thereby the number of activated retinal cells could mean that 

the important input signal is amplified, but could also reduce the visual acuity and lead to 

inaccurate inference of the of the stimulus position. Though longer stimuli did activate more 

cells in the visual processing, it only turns into RGCs spiking output when the stimulus was on 

a local background (Figure 3.5). This interesting result could mean that when there is no other 

visual stimulation in the environment, RGCs choose to sense anything they can detect, even 

the stimulus locates far away from their own classical receptive field. Future research may 

evaluate this hypothesis. 

 

 

 



Discussion 

 

 88 

4.4. Discrepancies between flat-mount and slice preparation 

There are some discrepancies between the results from flat-mount and slice preparation. For 

instance, the light response latency was shorter in flat-mount than in slice. In the flat-mount 

preparation, the averaged light response latency for ON RGCs was around 55- 65 ms (Figure 

3.9). The latency was however dependent on the distance of the cell to the stimulus. The more 

distal the cell wss located, the longer the latency was (Figure 3.10).  Most of the ON RGCs 

had the latency between 20-100 ms. The RGC first-spike latencies are in agreement with 

previous work (Stutzki et al., 2014; Tengolics et al., 2019). In the slice preparation, the light 

response peak latency increased by the distance as well (Figure 3.17 and 3.18), but it was 

much longer than the flat-mount preparation, starting from around 80 ms with the most 

proximal electrodes. This difference can be derived from the different ways to approach the 

data. As for the flat-mount preparation, the latency was considered as the time when the first 

spike appeared, in the slice preparation however, the peak latency was the latency when the 

LFP reaches 80% of the peak amplitude. Note that the spikes usually appear before the LFP 

reaches its maximum amplitude (Figure 4.2). Therefore, the latency can be overestimated in 

the slice preparation. 

The difference could also come from the preparation itself. In the slice preparation, the retina 

was cut, therefore some interferences of the cell activity could be imagined. The discrepancy 

of the latency may originate from the interruption of the retinal network. This might also 

explain the differences of the distance the signal propagated in different preparation, 

especially under short stimulus duration. In the flat-mount preparation, some RGCs located at 

400 or 600 µm showed light response with 10 ms stimulus (Figure 3.5B and 3.6B). In the 

slice preparation under the same stimulus condition, the signal propagation distance was only 

around 200-300 µm. The disruption of the connections at the surface of the cutting side was 

most likely the reason for the discrepancy. 

In the slice preparation, damage to the cells located at the surface at the cutting side was 

unavoidable. However, it offered a great opportunity to study the mechanism of visual 

processing in the inner retina with MEA. From the point of well-intact circuitry, other 

methods like patch clamp or calcium imaging do have the strength. However, these methods 

are very limited to the recording area and always come with the trade-off between temporal 

and spatial resolution (Lillis et al., 2008; Zhao et al., 2020). This preparation offers a new 

option and perspective to study how vision works.  



Discussion 

 

 89 

 

Figure 4.2: Raw trace of one electrode recording the RGC spiking activity on a flat-mount 

retina with 160 ms local background stimulus. Yellow box represents the light stimulus. The 

spiking occurs earlier than the peak of LFP.  
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4.5. Electrical imaging signal propagation with high density CMOS-MEA 

In this study, I demonstrated how to analyze signal (LFP) propagation across and within 

different retinal layers in vertical slices using high-density CMOS-based MEAs.  

Electrical imaging of LFPs using CMOS-based MEAs has been applied before to study other 

brain areas such as the well-known tri-synaptic hippocampal formation (Hutzler et al., 2006; 

Ferrea et al., 2012) or cortical structures (Viventi et al., 2012; Wickham et al., 2019) with the 

focus on epileptiform activities. Examples of propagating LFP were shown along the 

hippocampal CA region (Channappa et al., 2014) and in photoreceptor degenerated flat-mount 

mouse retina (Menzler and Zeck, 2011).  Electrical imaging at a coarser spatial scale discussed 

the possibility of non-synaptic propagation of epileptiform activity in the unfolded 

hippocampus (Choi et al., 2014a). 

In retina research, among the first results revealed by electrical imaging the developing retina 

of the RGC layer was the retinal waves (Meister et al., 1991). Recently, electrical imaging at 

high spatial-temporal resolution using CMOS-based MEAs revealed shrinkage of these waves 

during ontogeny down to the size of the spatial receptive fields of RGCs (Maccione et al., 

2014b). Whereas in the healthy retina the synchronous retinal output largely disappears, it is 

consistently detected in photoreceptor degenerated retinas (Menzler and Zeck, 2011; Menzler 

et al., 2014). However, the RGC spiking alone does not provide a complete description of the 

functional changes occurring in these retinas. Strong sub-threshold oscillations of 

transmembrane potential (Choi et al., 2014a; Menzler et al., 2014) lead to LFPs, which emerge 

spontaneously and propagate at different speeds across the retinal layers.  

Electrical imaging upon light stimulation may be affected by the CMOS MEAs sensitivity 

(Bertotti et al., 2017). Here any light artefact was avoided by using a 45° mirror next to the 

sensor array and projected the light as shown in Figure 2.9. I further demonstrated that there 

were no light artefacts (i.e. Fig.3.2A, trace iii), which may interfere with our results. 

One limitation of the current study was the failure to detect both, LFPs and single-cell activity 

of RGCs and potentially of spiking BCs in the vertical slice. This may be overcome by adding 

three-dimensional electrodes (Jones et al., 2020) to the sensor area and thereby enabling a 

tight contact to the slice. A second caveat is the mixture of signals from ON and OFF bipolar 

cells. Future work may combine two-photon imaging of the two major inner retinal layers 

(Zhao et al., 2020) with CMOS-MEA recording (Ackert et al., 2006). 



Discussion 

 

 91 

Alternatively, calcium imaging within restricted layers (INL, GCL) of the retinal slices may 

investigate to what degree the observed effect of remote activation (Figure 3.5) is cell class 

specific. 
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Chapter 

5. Conclusion 
 

Electrical imaging light-induced signal propagation in different retinal layers visualizes how 

signals propagate within and across the distinct retinal layers. This method was applied for 

one simple, pulsatile and localized stimulus. Light stimulus conditions for remote activation 

were analyzed. By applying pharmacological treatments and using transgenic mice, the results 

strongly supported the possibilities and potentials of using electrical imaging to reveal neural 

circuits and the underlying mechanisms.  Future work may extend the approach to more 

elaborate stimuli to reveal the full potential of the intriguing signal processor implemented by 

the mammalian retina.
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Chapter 

6. Future Perspective 
 

This study showed the potential of using electrical imaging to reveal the mechanism of vertical 

and lateral circuits at the same time in a relatively large scale (mm2). The approach overcame 

the disadvantage of the fluorescence-based methods with the trade-off between temporal and 

spatial resolution and therefore offers great opportunities for studies that require monitoring 

neural activities involve large area or different regions. More importantly, this method showed 

the possibility to use MEA to record beyond RGCs. 

The dynamics, interaction and interference of signals from more complex stimuli (for 

example: multiple stimuli at different locations) within different retinal layers will be 

interesting topics for this approach. 

This method is also suitable for the study of spontaneous activities. For instance, MEA have 

been widely used to study the developmental spontaneous activity retinal waves (Stacy et al., 

2005; Kirkby and Feller, 2013). While CMOS MEA has allowed to study retinal waves in at 

near cellular resolution at the RGC layer (Maccione et al., 2014a), the vertical slice approach 

would give a better understanding to the retinal wave or wave-like activities (Toychiev et al., 

2013) across different retinal layers. Similar concept can be applied to the understandings of 

spontaneous oscillatory rhythms in the degenerating retina (Euler and Schubert, 2015; 

Trenholm and Awatramani, 2015). 
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